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Abstract

Extracorporeal Membrane Oxygenation (ECMO) is a therapeutic intervention employed in inten-
sive care medicine that provides life support to critically ill patients whose lungs and heart function
are severely compromised and proved decisive during the COVID-19 pandemic. ECMO support relies
on a complex network of technologically advanced systems that monitor the patient’s clinical condition
throughout hospitalization, generating multidimensional and multidomain datasets. Assessing ECMO
datasets is challenging, presenting a promising opportunity for applying Machine Learning (ML) tech-
niques.

Using 81 labeled Multivariate Time Series (MTSs) from patients with COVID-19 pneumonia treated
with ECMO support, a Support Vector Machine (SVM) with varying kernel functions and a Random For-
est model was trained to distinguish between clinical deterioration and improvement throughout hospital-
ization. The Random Forest model achieved the best predictive performance and calibration. Ultimately,
feature importance analysis provided insights into its predictions, enhancing interpretability and practical
applicability.

The Random Forest model with 100 trees was then used to compute a risk score, which provided a
real-time estimate of the risk of clinical deterioration throughout hospitalization under ECMO support for
each patient. The score effectively anticipated periods of clinical decline and improvement, achieving an
Area Under the Receiver Operating Characteristics (AUROC) curve of 0.9176, 0.8944, and 0.8556 for
time intervals preceding these periods of 4, 8, and 12 hours, respectively.

This study demonstrated the pivotal role of ML systems in supporting physicians to assess complex

patient cohorts, uncovering insights that might have otherwise remained undetectable.

Keywords: Intensive Care Unit, Extracorporeal Membrane Oxygenation, Machine Learning,

Time Series, Risk Prediction, Risk Score
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Resumo

Oxigenagao por Membrana Extracorporal (ECMO) é uma intervencgao terapéutica usada em medic-
ina intensiva que fornece suporte vital a doentes criticos com disfungao cardiaca e pulmonar, tendo
sido decisiva durante a pandemia COVID-19. O suporte de ECMO depende de uma rede complexa
de sistemas tecnologicamente avancados que monitorizam a condigdo clinica dos doentes ao longo
do internamento, produzindo dados multidimensionais e multidisciplinares. Analisar estes dados repre-
senta um desafio, mas também uma oportunidade promissora para aplicacao de técnicas de Machine
Learning (ML).

81 séries temporais multivariadas etiquetadas relativas a doentes com pneumonia COVID-19 trata-
dos com ECMO foram usadas para treinar modelos Support Vector Machine (SVM), usando diferentes
kernels, e Random Forest para discernir entre deterioracdo e melhoria clinica. O modelo Random For-
est obteve o melhor desempenho preditivo e calibracdo. A analise da relevancia das variaveis ofereceu
ainda informagoes valiosas relativas as previsoes deste modelo, aumentando a sua interpretabilidade e
aplicabilidade pratica.

O modelo Random Forest com 100 arvores foi utilizado para calcular um score de risco, que fornece
uma estimativa em tempo real do risco de deterioragao clinica durante o internamento sob aplicacao de
ECMO. O score antecipou eficazmente periodos de deterioragcdo e melhoria clinica, alcangando areas
sob a curva ROC de 0,9176, 0,8944 e 0,8556 para intervalos de tempo precedentes destes periodos
de 4, 8 e 12 horas, respetivamente.

Este estudo demonstra o suporte crucial que sistemas de ML podem oferecer no que respeita a
avaliagdo médica de doentes complexos, revelando informagdes que de outra forma poderiam per-

manecer ocultas.

Palavras-chave: unidade de Cuidados Intensivos, Oxigenacao por Membrana Extracorpo-

ral, Aprendizagem Automatica, Séries Temporais, Previsao de Risco, Score de Risco
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Chapter 1

Introduction

This chapter introduces the dissertation "Real time automatic risk prediction in ICU patients treated
with ECMO”, providing a comprehensive overview of the study’s background and inherent motivation
(section 1.1), outlining the established research objectives (section 1.2), and highlighting its contributions

to the scientific community (section 1.3).

1.1 Background and Motivation

According to the American College of Physicians, intensive care medicine constitutes a highly com-
prehensive medical science field encompassing the diagnosis and treatment of patients with diverse
clinical conditions that represent the extreme of human disease severity, posing an imminent or foresee-
able threat to their survival [1].

The technological progress that has characterized recent years has markedly contributed to the
advancement of intensive care medicine, fostering the development of advanced medical procedures
and transformative therapeutic interventions, thereby enhancing the ability to manage complex clini-
cal scenarios. The growing integration of advanced technologies within the Intensive Care Unit (ICU)
has enabled continuous monitoring of various clinical variables and physiological parameters, provid-
ing physicians with extensive information and promoting a more in-depth assessment of the patient’s
clinical condition. Consequently, the volume of data generated in modern Intensive Care Units (ICUs)
is exceptionally high, offering critical insights that enhance medical evaluation and support informed
decision-making. Additionally, the availability of this extensive data serves as a foundation for estab-
lishing collaboration protocols between multidisciplinary research institutions, laying the groundwork for
comprehensive studies and research projects.

Most recently, the COVID-19 pandemic further underscored the pivotal role of intensive care medicine
in hospital settings. The unprecedented global health crisis imposed immense strain on healthcare ser-
vices, with successive waves of infection leading to numerous patients experiencing critical respiratory
failure and other severe complications necessitating ICU treatment. These patients often presented

with near-fatal clinical conditions that severely compromised vital functions, posing an imminent threat



to their survival. The highly challenging and uncertain clinical scenarios observed during the pandemic
necessitated the employment of advanced medical techniques, including life support interventions (e.g.,
respiratory, cardiac, liver, or kidney function support) to stabilize patients and create the conditions for

partial or complete recovery.

Mechanical ventilation, which exclusively performs air exchange, was the primary intervention for
critically ill COVID-19 patients. However, in cases where it failed to ensure adequate oxygen delivery to
all tissues and organs, Extracorporeal Membrane Oxygenation (ECMO) emerged as pivotal for providing

critical support in near-fatal conditions, ultimately improving patient survival rates.

Moreover, ECMO has proven to be a crucial intervention not only for critically ill COVID-19 patients
but also for patients suffering from a broad spectrum of life-threatening clinical conditions (e.g., Sep-
sis) requiring intensive support [2]. Due to its complexity, invasive nature, inherent risks, and limited
availability, ECMO is typically employed as a last resort when other therapeutic interventions have failed
to improve the patient’s clinical condition. ECMO facilitates gas exchange directly within the blood by
artificially promoting the oxygenation and removal of carbon dioxide (CO-) within the blood drained from
the venous systemic circulation and ensures appropriate blood circulation, effectively simulating lungs
and heart functions. By addressing the limitations of more conventional therapeutic interventions (e.g.,
mechanical ventilation), ECMO plays a crucial role in modern intensive care medicine, offering a life-
saving option for patients with severe cardiac or respiratory failure for whom alternative pathways have
no positive effect.

The clinical severity and volatility of patients under ECMO support, regardless of underlying health
conditions, make this patient cohort one of the most complex and challenging to manage, requiring
continuous evaluation by expert physicians to support high-value clinical decisions. Since ECMO sup-
port frequently involves the simultaneous application of supplementary interventions that support patient
treatment, physicians must be adept at processing and analyzing the large volumes of data generated
through an extensive network of monitoring systems. This comprehensive data encompasses a wide
range of parameters (e.g., physiological and laboratory), providing physicians with real-time information
that enhances medical evaluation, thus improving the detection of adverse events and enabling engage-
ment in early, potentially preventive, therapeutic interventions that may be critical to patient safety.

This high-volume data flow is typically transferred to dedicated information systems through auto-
mated processes. However, this information is often recorded in an unstructured and decentralized
manner, compromising accessibility and usability. Furthermore, the processing and analysis of this data
remains excessively labor-intensive, time-consuming, and costly, demanding a high staff-to-patient ratio,
which is often difficult to achieve in critical care settings.

These limitations, coupled with the scarcity of expert physicians capable of assessing patients under
ECMO support, who are often required to operate in highly demanding environments and make critical
decisions under conditions that push the limits of human cognition [3], necessitate the development of
innovative mechanisms. These innovations should foster the combination of the increasing availability
of medical knowledge with a digital, technological, and data-driven perspective. In this context, Artificial

Intelligence (Al), particularly Machine Learning (ML), emerges as a promising avenue due to its ability



to process, analyze, and learn from large volumes of multidomain and multidimensional data.
Physicians frequently risk experiencing information overload when managing patients under ECMO
support, resulting from the high-volume data flow generated through the intricate network of monitoring
systems and supporting technology. This significantly compromises their ability to accurately assess
these patients’ clinical condition throughout hospitalization, resulting in substantial uncertainty and an
inability to anticipate relevant clinical dynamics, such as deterioration and improvement. As described by
Komorowski [4], ML techniques can compensate for these limitations, including the shortage of ECMO
specialists. Systems that integrate this technology can process comprehensive datasets and extract
informative and interpretable insights that could enable less experienced physicians to assess more
complex patient cohorts, such as those referring to ECMO support. This optimization of resource avail-
ability ensures the possibility of allocating expert physicians to other crucial tasks. Additionally, these
systems can help overcome one of the most pressing challenges in intensive care medicine, extreme
individual heterogeneity, by providing more patient-centered care, thus improving patient outcomes.
Overall, the exceedingly complexity and critical nature of intensive care medicine, combined with
the data-rich environment of ICUs, makes this one of the most conducive fields for developing and
implementing ML systems. Integration of ML in critical care settings is increasingly prominent, especially
in managing intricate interventions, such as ECMO, enabling more robust management of data produced
continuously. As a result, future research should address the pressing need for integrating advanced

systems into clinical practice to improve patient outcomes and optimize critical care resource utilization.

1.2 Research Objectives

This study emerged from the firm belief that the increasing digitization of healthcare and the ongoing
development of technologically advanced equipment and data-driven systems can profoundly transform
clinical practice. This trend holds particular promise for intensive care medicine, a data-intensive field
focused on managing highly complex and critical patient cohorts (e.g., patients under ECMO support).

Addressing these challenges involved the establishment of a formal collaboration protocol (submitted
and approved by the Academic Center Ethics Committee, Code Reference 175/22) with one of the most
prestigious medical institutions in Portugal: the ECMO Referral Center, Intensive Care Department at
the University Hospital Santa Maria, Local Health Unit Santa Maria, Lisbon. This partnership provided a
solid foundation for conducting a comprehensive study to tackle the challenges outlined in section 1.1.
Ultimately, the study focused on the development of a ML tool through a methodology including both

conventional and innovative steps, designed based on the following research objectives:

1. Develop a data acquisition and registration infrastructure aimed at ensuring a greater degree
of automation of data management processes. Ideally, this infrastructure should ensure increased

centralization, ultimately facilitating data accessibility and enhancing storage security.

2. Build a robust data processing framework to transform unstructured datasets of patients under

ECMO support. This framework should automatically convert raw data into a structured format



that accurately preserves its multidomain, multidimensional, and time-sensitive nature while cir-

cumventing inconsistencies typically observed in medical datasets.

3. Design and implement an innovative data labeling strategy that ensures the datasets’ ap-
propriate annotation, enabling the application of conventional supervised learning algorithms for

predictive modeling and analysis.

4. Implement a robust ML methodology to create a predictive model capable of accurately dis-
tinguishing between periods of clinical deterioration and improvement throughout hospitalization

under ECMO support.

5. Develop a risk score, which integrates the outputs of the ML model, that delivers accurate and in-
terpretable real-time estimates of the risk of clinical deterioration throughout hospitalization under
ECMO support for each patient. Ideally, the risk score should enhance the early detection of rele-
vant clinical dynamics (e.g., deterioration and improvement) by providing physicians with valuable
information (potentially previously inaccessible or undetectable) that supports medical evaluation
and enables the adoption of a more personalized approach regarding this therapeutic intervention,

ultimately increasing the likelihood of positive patient outcomes.

This study began with a comprehensive analysis of the study’s background, providing technical de-
tails that facilitate an in-depth understanding of intensive care medicine and ECMO (chapter 2), followed
by a literature review (chapter 3) that, despite scarce on the specific topic of ML applications in the
context of ECMO, provided valuable methodological insights that informed several decisions across this
work, essential to meet the outlined research objectives. Then, a robust data pipeline covering data
selection, acquisition, and processing (including outcome definition and preliminary filtering) was estab-
lished (chapter 4), aiming to achieve research objectives 1, 2, and 3. Chapter 5 describes the two-phase
methodology employed, aiming to achieve research objectives 4 and 5, while chapter 6 presents and
discusses the results obtained from implementing the methods described across chapters 4 and 5. Ul-
timately, chapter 7 summarizes the main findings within each chapter, laying the groundwork for future

research in this critical area.

1.3 Project Contributions

This study was designed to make a meaningful and recognizable contribution to the scientific com-
munity by addressing the complex challenge of managing patients under ECMO support through a
ML-based methodology. Its innovative approach and the promising results achieved were formally rec-
ognized through the acceptance and presentation of project papers at the 72 Conferéncia Anual da
RedeSAUDE [5] and the 46" Annual International Conference of the IEEE Engineering in Medicine
and Biology Society [6].

This recognition further underscores the study’s impact, with its findings to be published in the IEEE

Xplore digital library (publication date pending).



Chapter 2

Background

This chapter provides an extensive overview of the study’s background, offering a detailed review
of its key elements. As outlined in chapter 1, this study emerged from a research initiative based on
the collaboration protocol established with the ECMO Referral Center, Intensive Care Department at
the University Hospital Santa Maria, Local Health Unit Santa Maria, Lisbon. This partnership granted
access to high-value resources (both theoretical and practical) that supported the development of this
chapter.

Building on the motivations and research objectives outlined in chapter 1, this chapter delves deeper
into the study’s context. Therefore, a comprehensive overview of intensive care medicine, highlighting
current trends and evolving practices, is initially provided (section 2.1). Following this section, a thorough
technical analysis of ECMO is presented, providing a comprehensive understanding of this complex yet

essential therapeutic intervention (section 2.2).

2.1 Intensive Care Medicine

Introductory Note: some of the content provided in this section derived from discussions with the

physicians that supported or participated in this study.

2.1.1 Historical Development and Emerging Trends in Intensive Care Medicine

The concept of intensive care (or critical care) medicine arose from the Copenhagen poliomyelitis
epidemic of 1952 when numerous patients developed respiratory paralysis, requiring artificial ventilation
[7]. The significant influx of critically ill patients overwhelmed ventilator facilities existing at the infectious
disease hospital, introducing the need to adopt non-conventional solutions, including relying on medical
students to provide manual positive pressure by repeatedly squeezing a rubber bag attached to a tra-
cheostomy tube around the clock [8]. Given these patients’ critical condition and the inherent need for
continuous monitoring and surveillance, Bjorn Ibsen, an anesthetist who played a pivotal role in identi-
fying initial treatment options such as positive pressure ventilation, proposed treating these patients in

specially designed medical wards. This approach ensured the constant presence of at least one nurse



per patient. As a result, the specialty of intensive care was born, laying the groundwork for developing
modern, technologically advanced ICUs [9].

Nowadays, the ICU represents a highly complex, intense, and challenging environment that relies on
the convergence of multiple disciplines, cooperation between physicians with different specializations,
and advanced technology for quality care provision. The ICU provides critical care to patients with
severe, potentially life-threatening clinical conditions, often requiring temporary assistance and, in some
cases, replacement of multiple organ systems [7]. The ICU’s ability to provide this specialized care
underscores its pivotal role within hospital settings.

The intricate nature of intensive care medicine, which combines technologically advanced proce-
dures and highly complex therapeutic interventions, requires ICU physicians to develop a wide range of
technical and practical competencies. However, their field of action is not exclusively restricted to these
aspects, expanding to other domains such as ethics. Ethical issues are prevalent in the ICU because
patients are often unconscious and legally incompetent, requiring ICU physicians to be proficient in ad-
dressing complex dilemmas, including ensuring effective communication, counseling patients’ families,
and making end-of-life decisions. As a result, ICU physicians bear significant responsibility, making it
essential to develop systems and methods that streamline their practice and support them in managing
the wide range of clinical demands and responsibilities they face.

Most recently, notable technological advancements have enabled the optimization of several pro-
cesses within the ICU, creating favorable conditions for the increasing adoption of patient-centered
practices, which take into account patient-specific characteristics. This innovative, increasingly frequent
approach allows the optimization of therapeutic interventions, facilitating the minimization of underlying
compromising side effects and ultimately improving patient outcomes.

Increasing technological innovation and integration within ICUs have driven significant improvements
in the quality and effectiveness of care, enabling more precise responses to critical challenges in inten-
sive care medicine, such as patient heterogeneity. These advancements are increasingly viewed as
part of a broader transition toward intelligent ICUs, often presented as a promising solution to the most
significant limitations currently facing ICUs. The following section delves into intelligent ICUs and their

contribution to the general improvement of intensive care medicine.

2.1.2 Intelligent Intensive Care Units: Addressing the Challenges and Limita-

tion of Conventional Intensive Care Medicine

The transition to intelligent ICUs, driven by continuous technological advancements, stems from the
growing recognition of the challenges and limitations inherent in conventional intensive care medicine
and is becoming increasingly urgent. ICUs face the immense responsibility of managing critically ill
patients, a task made particularly difficult by the extreme volatility that characterizes these individuals.
With rising life expectancy and an aging population, the demand for intensive care is escalating, intensi-
fying challenges such as the ongoing shortage of ICU physicians. These professionals are consistently

subjected to heavy workloads and exposed to high occupational pressure, resulting in frequent states



of exhaustion and reduced efficacy. This structural problem urgently requires strategies that enhance
working conditions within ICUs, minimizing physician fatigue and preventing negative outcomes for both
staff and patients.

Most recently, the COVID-19 pandemic revealed the extent of these challenges, causing an un-
precedented influx of critically ill patients that stretched ICUs to their limits. This crisis underscored
the necessity of innovative solutions, forcing ICUs to adopt unconventional strategies, which ultimately
highlighted the adaptability and resilience of critical care [10]. This experience further demonstrated the
urgent need for the transition to intelligent ICUs, which offer the potential to mitigate these structural
problems, support overwhelmed medical staff, and enhance patient care.

Intelligent ICUs integrate advanced systems that enable the optimization, automation, and stan-
dardization of various processes, thereby improving their overall efficacy while simultaneously reducing
susceptibility to errors caused by human factors (e.g., by mitigating the impact of subjectivity inherent
in medical reasoning). These improvements, primarily driven by the precise integration of sophisticated
equipment, facilitate the application of complex therapeutic interventions (e.g., mechanical ventilation
and ECMO support). The enhanced monitoring capacity associated with this equipment leads to the
production of increasingly larger volumes of data, adding to the already available critical information for
each patient. Figure 2.1 provides an overview of the comprehensive nature of data typically available for

each patient hospitalized within the ICU.

Data in the ICU
! | | , | | |
Contextual
e |
Patient Information Information Inter /M Imaging Natural Language Physiologic
Demographics |l Medications Routine Laboratol Radiolo Clinician Notes Clinician-Charted
9 Information Y 9y
. ICU & Hospital TOmics! f i ice-
{ Social { Operations { Procedures { 'Omics" Data { Pathology Diagnostic Reports Device-Generated
[ Family [ Environmental [ Organ Support { Patient { Video Recording [Patient Narratives Monitors
Financial [ Other Therapies { Microbia { Photographs [Speech Recording Wearables

Figure 2.1: Overview of the comprehensive nature of data typically available for each patient hospitalized
within the ICU.

According to Zelechower et al. [11], effectively leveraging the increasing volume of available data
relies on several critical factors, including internal information exchange through efficient communication
systems and the maintenance of accessible and well-structured databases. Intelligent ICUs distinguish
themselves by incorporating robust data management frameworks that optimize data acquisition (e.g.,
through real-time monitoring equipment), transmission (e.g., through seamless communication channels
for data exchange between distinct elements of the ICU), registration, and analysis. In fact, Mao et

al. [12] suggests that intelligent ICUs should encompass the following systems: monitoring system,



communication system, analytical system, and alarm system, whose primary functions are detailed
in table 2.1.

Table 2.1: Functions inherent to the systems within intelligent ICUs as described by Mao et al. [12].

System Functions

Monitoring System Encompasses equipment that continuously collects patient-
specific data (e.g., physiological parameters and clinical vari-
ables), gathers medical equipment operational status indicators,
and more. This uninterrupted stream of data enables real-time
monitoring of critical ICU components, offering a comprehensive
overview of the ICU.

Communication System Facilitates the transmission and integration of data collected
through the monitoring system across distinct ICU components
(e.g., between medical equipment and information systems), en-
ables remote access to real-time data for physicians, and en-
hances interoperability and coordination within the ICU.

Analytical System Employs advanced methods (e.g., built-in parameters ranges, al-
gorithms) to process and analyze data transferred to the ICU’s in-
formation system, enabling the extraction of relevant and action-
able clinical insights, ultimately supporting medical evaluation and
decision-making.

Alarm System Triggers alarms based on outputs from the analytical system,
promptly alerting physicians to abnormal changes in the patient’s
clinical condition. This improves diagnostic accuracy and en-
hances early detection of relevant clinical dynamics, ultimately fa-
cilitating timely intervention.

Current research primarily focuses on developing increasingly precise monitoring systems that gen-
erate large volumes of data, which is essential as it forms the foundation for the functioning of all other
systems. However, emerging technologies such as 5G Communication, Internet of Things (loT), Al,
and Robotics hold significant potential for further enhancing the remaining systems within intelligent
ICUs.

Figure 2.2 provides a detailed overview of the architecture of an optimal intelligent ICU, showcasing
the transformative improvements driven by increasingly robust data management frameworks, pivotal
for optimizing clinical workflows and improving the quality and efficacy of care.

Despite the significant benefits associated with integrating emerging technologies such as Al, loT,
and Robotics, current ICU infrastructures demonstrate an inability to fully harness these advances, which
is primarily related to issues referring to data acquisition, transmission, and integration (e.g., incompati-
bilities between monitoring devices, proprietary limitations imposed by manufacturers, and the absence
of standardized data management processes). Ultimately, these obstacles hinder the seamless flow of
information, making it difficult to achieve the full benefits of intelligent ICU systems [13].

To overcome these challenges, advancements in clinical informatics and information technology are
essential. In particular, improvements regarding the data acquisition, transmission, integration, and

analysis frameworks are required to handle the increasing volume of data generated within modern
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ICUs. Indeed, the Intensive Care Department of Hospital de Santa Maria showcased these limitations,

as it relied on rudimentary methods (e.g., manual recording of clinical variables into spreadsheets) to

manage highly complex data.

Ultimately, as shown in figure 2.2, the efficient integration of emerging technologies and advanced

systems can lead to several transformative improvements, including the following:

Figure 2.2: Architecture of an optimal intelligent ICU.

* Integrated and Interactive Environment: efficient communication systems, combined with en-
hanced interoperability among devices (i.e., ability to communicate and transfer data between one
another), enable a more synchronized and accurate response to clinical situations. In addition to
facilitating real-time information sharing, these environments allow physicians to remotely adjust
device parameters, drug administration settings, and monitoring configurations, ultimately enhanc-

ing overall ICU coordination and responsiveness.

+ Accurate Real-Time Clinical Event Detection: the ability to process and analyze large volumes
of data in real time improves clinical event detection. This capability allows for earlier and more
accurate diagnosis, increasing the likelihood of timely interventions that can prevent deterioration

and improve patient outcomes.

+ Patient-Centered Therapeutic Interventions: advanced monitoring systems capable of monitor-
ing and assessing patient-specific characteristics more accurately, enabling physicians to design
more targeted (ultimately precise) therapeutic interventions. This patient-centered approach opti-
mizes care (e.g., by reducing unnecessary interventions and minimizing risks), enhancing recovery

and improving patient outcomes.

+ Intelligent Predictive Systems: Al-powered systems that analyze patient-specific information in



real-time, predicting relevant clinical dynamics, including before they manifest. These predictive
capabilities allow physicians to act early and potentially preventively, mitigating risks and ultimately
improving prognostic outcomes. Recent studies suggest that predictive models can be instru-
mental in preventing critical events from unfolding by providing early warning of potential clinical

complications.

In conclusion, the shift to intelligent ICUs, powered by the continuous integration of increasingly
sophisticated data management frameworks and advanced technologies, represents an irreversible, po-
tentially revolutionary trend, offering a solution to many of the structural challenges faced by conventional

intensive care medicine, and ultimately benefiting both the medical staff and patients.

2.2 Extracorporeal Membrane Oxygenation

Following the previous section, ECMO support represents a critical therapeutic intervention that can
significantly benefit from continuous technological advancement and integration within ICUs and the
shift towards more intelligent architectures. ECMO, which provides life support to patients with severe
cardiac and pulmonary dysfunction, relies on a complex network of systems that monitor a wide range of
physiological parameters and clinical variables, generating multidimensional and multidomain datasets.
Despite their informative value, these are often unstructured, which poses a challenge to their accurate
analysis.

Moreover, the technical and functional specifications of ECMO devices often complicate data trans-
mission, limiting accessibility and hindering the ability to conduct high-value analyses (e.g., identification
of clinical trends, such as deterioration and improvement, to enable timely medical intervention). In
fact, the Intensive Care Department at Hospital de Santa Maria relies on manual recording of ECMO-
generated data, a process highly susceptible to errors.

The complexity of the datasets produced for patients under ECMO support adds to the challenges
of analyzing them, even though sufficiently experienced physicians can still extract valuable clinical
insights. This challenge is further amplified by the absence of integrated analytical systems within
ICU information systems, as observed in the Intensive Care Department of Hospital de Santa
Maria.

Addressing this issue was at the core of this study. The limited body of literature on the analysis and
interpretation of ECMO-generated datasets underscores the pressing need for advancements in this
area.

Ultimately, this section explores relevant technical and functional aspects of ECMO support, focus-
ing in great detail on the physiological principles underlying this therapeutic intervention and explaining
medical concepts essential for understanding its role in managing severe respiratory failure. By delv-
ing into ongoing physiological mechanisms, this section aims to connect closer with the intricacies of
intensive care medicine and the broader medical field. It should be noted that some of the information
provided in this section derived from the ECMO protocol specific to Hospital de Santa Maria, as well as

valuable discussions with the physicians who supported and participated in this study.
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2.2.1 Overcoming the Limitations of Mechanical Ventilation: The Rise of Extra-

corporeal Membrane Oxygenation

Modern extracorporeal life support systems represent relatively recent advancements, enabling the
temporary support of organ function. As outlined in section 2.1.1, the emergence of intensive care
medicine was driven by the necessity to support patients with failing lungs, a challenge initially addressed
through the development of mechanical ventilators. These ventilators have since played a pivotal role
in providing respiratory support and oxygenation to millions of patients worldwide.

Despite their critical function of assuring appropriate respiratory support and oxygen delivery to pa-
tients with severely compromised lung function (e.g., resulting from infection or inflammation), mechani-
cal ventilators are not exempt from potentially adverse side effects. Pham et al. [14] delves into several

commonly observed adverse effects and their respective causes, which are summarized in table 2.2.

Table 2.2: Adverse effects frequently observed in patients undergoing mechanical ventilation [14].

Adverse Effect Cause

Barotrauma Unregulated or maladjusted pressure application.
Volutrauma Excessive or maladjusted air volume administration.
Heart Failure Excessive constriction of the heart.

Oxygen Toxicity Abnormally high oxygen concentration.

Muscle Atrophy Inadequate sedation management.

These limitations highlight the need for alternative techniques that can address respiratory failure
without inducing the harmful effects associated with mechanical ventilation. Extracorporeal life support
systems, such as ECMO, offer a promising solution by supporting lung function while avoiding many of
the adverse effects linked to ventilators. As a result, ECMO is increasingly seen as a vital and forward-

looking intervention in intensive care medicine [15].

2.2.2 Extracorporeal Membrane Oxygenation: Historical Context and General

Perspective

ECMO was first developed over 50 years ago at the University of Michigan to support respiratory
function in patients with severe thoracic blunt trauma [16]. This technique involved blood extraction, ex-
ternal oxygenation, and return to the patient’s body. While this early application was successful in saving
a patient, the ECMO system at the time proved to be highly complex and resulted in severe systemic
complications (e.g., hemorrhagic episodes, multisystemic organ failure), ultimately leading to high mor-
tality rates in subsequent studies. In 1979, Zapol et al. [17] conducted a study with 90 patients suffering
from acute respiratory failure, where 48 were treated through conventional mechanical ventilation, and
42 were treated using ECMO support in complementarity. The outcomes were relatively discouraging,

with only eight patients surviving (evenly split between both groups). Consequently, ECMO remained
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largely experimental and primarily confined to research centers for the following three decades.

Significant advancements regarding extracorporeal life support systems occurred with the develop-
ment of miniaturized extracorporeal circuits, which reduced the priming volume (i.e., the amount of fluid
required to fill the tubing and components of the extracorporeal circuit), thereby decreasing the risks
of hemorrhagic episodes, thrombosis, and systemic inflammation. These improvements were critical
during the 2009 H1N1 influenza pandemic, which started in Australia [18], where ECMO support was
successfully implemented and proved decisive in treating critically ill patients. In Portugal, the HIN1 pan-
demic peaked in 2010, promoting the establishment of national ECMO programs at Hospital de Santa
Maria in Lisbon and Hospital de Sao Joao in Porto, which have since become the country’s primary
ECMO referral centers.

In its most conventional configuration, extracorporeal life support involves the insertion of an extra-
corporeal circuit between two large central veins of the patient. This circuit consists of large cannulas
and an artificial membrane designed to simulate the function of the native lung. As illustrated in figure
2.3, the circuit operates with a low priming volume (less than 500 mL) and is designed to accommodate
a low-resistance flow, allowing blood flow rates between 0.5 and 7 liters per minute (L/min). Achieving
high flow rates is critical to meet the patient’s cardiac output (typically constrained between 4.5 and 6
L/min) demands. The relevance of ensuring a balanced relationship between extracorporeal flow and
cardiac output will be discussed later in this section.

Achieving these flow rates requires the ECMO circuit to be connected to a central vein (typically
the inferior vena cava) to drain the patient’s deoxygenated blood. An electromagnetic pump generates
negative pressure (ranging from -100 to -200 mmHg), drawing blood from the vein into the circuit. This
pump, positioned between the drainage cannula and the oxygenation membrane, minimizes mechanical
stress on blood cells, thus reducing the risk of hemolysis, a phenomenon typically observed in older
roller pump systems. After the pump, the pressure increases as the blood flows toward the oxygenation
membrane, often exceeding 300 mmHg. Once the blood passes through the membrane, a pressure drop
(known as transmembrane pressure drop) of around 20 to 35 mmHg occurs (the exact value depends
on the flow rate) before returning the blood to the patient through a separate cannula inserted in another
central vein (typically the superior vena cava). This configuration ensures that the right heart receives a
blood volume equivalent to that seen under normal physiological conditions.

This is the most frequently adopted configuration to treat cases of severe respiratory failure, known
as Venovenous Extracorporeal Membrane Oxygenation (VV-ECMO). The respiratory support provided

by ECMO relies on the oxygenation membrane’s physiology, discussed in the following section on lung

physiology.

2.2.3 Foundations of Extracorporeal Membrane Oxygenation: Lung Physiology

and Oxygen Metabolism

The primary respiratory function of the native lung is to oxygenate venous blood and remove CO,

produced by cellular metabolism. Under normal conditions, oxygen from the atmosphere is transferred
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Figure 2.3: lllustration of the ECMO circuit applied to a patient (adapted from [15]).

from the pulmonary alveolus into the bloodstream, primarily binding to hemoglobin within erythrocytes
(also known as red blood cells) through a process named hematosis. Hemoglobin, which constitutes
around 98% of the erythrocyte cytoplasmic content, is the key molecule responsible for oxygen trans-
portation across the human body. Each erythrocyte contains approximately 300 million hemoglobin
molecules, where a healthy hemoglobin concentration corresponds to around 150 grams per liter (g/L),
while values below 120 g/L indicate that the patient has anemia.

Hemoglobin’s oxygen-binding capacity (essential to ensure it can effectively transport oxygen across
the human body) depends on its heme groups, with each hemoglobin molecule containing four such
groups. Each heme group consists of a porphyrin ring linked to an iron atom in its ferrous state (Fe?*),
which binds oxygen to form oxyhemoglobin, responsible for giving blood its characteristic bright red

color, contrasting with the bluish color of deoxygenated (venous) blood.
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Physiologically, when exposed to sufficient oxygen levels, all hemoglobin molecules become fully
saturated with oxygen, a state known as 100% oxygen saturation. Under these conditions, each gram
of hemoglobin can carry approximately 1.34 mL of oxygen (70 times more elevated than the amount

dissolved in plasma).

This knowledge is critical for calculating the oxygen content in arterial blood, expressed in milliliters
per liter (mL/L), achievable through equation 2.1, where [Hg] (measured in g/L) represents the concen-
tration of hemoglobin, SatO, depicts the hemoglobin oxygen saturation, and PaO- reflects the oxygen

partial pressure in blood.

CaOq [mL/L] =1.34- [Hg] [g/L] - SatOs [O/o] 4+ 0.03 - PaOs [mmHg] (2.1)

Monitoring oxygen metabolism is critical for understanding the patient’s physiological state and as-
sessing the effectiveness of therapeutic interventions in critical care settings. The total amount of oxygen
delivered to the tissues and organs per minute, known as oxygen delivery (DO-), can be easily com-
puted using information regarding the oxygen content in arterial blood and the cardiac output (measured
in L/min), which represents the volume of blood pumped by the heart and whose assessment relies
on one of several available bedside techniques, ranging from Doppler echocardiography to minimally
invasive hemodynamic monitoring. Oxygen delivery is then calculated using equation 2.2, where CO
represents the cardiac output and CaO, depicts the oxygen content in arterial blood (computed through

equation 2.1).

DO, [mL/min] = CO [L/min] - CaO4 [mL/L] (2.2)

In normal conditions, the human body fully saturates hemoglobin in the lungs (SatO, while breathing
atmospheric air), resulting in an oxygen delivery of around 800 to 1000 mL/min, assuming a healthy
cardiac output of 4.5 to 6 L/min. The body typically consumes 180 to 250 mL/min of oxygen, corre-
sponding to an oxygen extraction ratio of approximately 20-25%. When the lung function deteriorates,
blood oxygenation decreases while the extraction ratio rises. These changes in oxygen metabolism can
be assessed by calculating oxygen consumption (VO.), which correlates with the difference between
oxygen content in arterial blood (CaO.) and venous blood (CvO,), as shown in equation 2.3, where CO

refers to the cardiac output.

VO, [mL/min] = CO [LUmin] - (CaO [MLIL] — CvOs [mLL)) (2.3)

In parallel, the body continuously produces CO-, a volatile acid that requires systematic removal from
the human body to maintain pH balance (i.e., with pH values ranging from 7.35 to 7.45). CO, is highly
soluble and diffuses rapidly from the bloodstream into the pulmonary alveolus, where its removal relies
on a process known as alveolar ventilation (most commonly referred to as regular breathing). Normal
arterial CO,, partial pressure (PaCQ.) is typically constrained within the interval [38, 42] mmHg and can

be easily measured through appropriate blood gas analysis. When PaCO, exceeds 42 mmHg, CO- sig-
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nificantly accumulates, forming carbonic acid (H,CO3) , which releases H* ions into the bloodstream,
ultimately lowering blood pH. Conversely, increased alveolar ventilation (as seen during systemic inflam-
mation) can cause PaCO, to fall below the 38 mmHg minimum threshold, resulting in an elevation of
blood pH. Notably, CO- diffuses approximately 40 times faster than oxygen, meaning respiratory failure
due to primary lung disease typically leads to hypoxemia (low blood oxygen) with hypercapnia (elevated

levels of COy) being less common.

2.2.4 Physiology of Extracorporeal Membrane Oxygenation

Hypoxemia frequently occurs in patients with respiratory failure due to lung disease. The initial med-
ical response to this condition typically involves increasing the oxygen concentration of the inspired air,
thus raising the oxygen levels at the pulmonary alveolus. In more critical cases, invasive mechanical
ventilation may be necessary to reduce the patient’s breathing effort, restore adequate alveolar ventila-
tion (i.e., ensure effective elimination of CO,), and administer oxygen through controlled pressure and
concentration (FiO,).

For the most severe cases of respiratory failure, the hypothesis concerning the implementation of ex-
tracorporeal respiratory support (e.g., ECMO) should be raised. This is usually required in the presence
of refractory hypoxemia (when pure oxygen administration fails to normalize oxygen levels, increasing
the risk of oxygen toxicity from free radicals), elevated ventilatory pressures (expressed through high
plateau pressures, which indicate the lung’s pressure at the end of inspiration), or difficulties in CO,
removal, which results in increased levels of PaCO,.

As previously outlined, ECMO involves integrating a controlled extracorporeal circuit into the pa-
tient’s circulatory system. This circuit encompasses a specially designed membrane through which
blood passes once drained from the patient’s body, mimicking lung function by enabling effective gas
exchange. This polypropylene-made membrane, which resembles alveolar capillaries, consists of nu-
merous fibrous capillaries with a total surface area of 1.8 m? through which blood is pumped, with a
physician-determined flow rate (usually between 0.5 and 7 L/min). Respiratory support is provided by
ventilating the membrane with a sweep gas (with a flow rate between 0.1 and 12 L/min), which enables
CO, removal from the blood drained from the patient. Ultimately, this process lowers PaCO. in the post-
filter blood, leading to a reduction in the levels of CO- within the arterial blood, which will be reinfused
into the patient. Although ECMO is often seen primarily as an oxygenation support tool, it is equally
effective in removing CO-, from the patient’s body. Nonetheless, the primary reason for implementing
ECMO support remains the need to improve oxygenation.

To fully understand ECMO physiology, it is imperative to revisit the principles of lung physiology and
oxygen metabolism, detailed in section 2.2.3. The membrane within the ECMO circuit mimics healthy
alveolar function while sweeping gas ventilation simulates healthy air exchange. The sweep gas flow
(measured in L/min), with a predefined (through the blender) oxygen concentration, is typically synchro-
nized with blood flow through the membrane (figure 2.3). In cases dominated by hypoxemia (particularly

in the early stages of disease), the sweep gas often consists of pure oxygen (FiO; = 1.0), thus ensuring
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full hemoglobin saturation in the blood passing across the membrane (appropriate post-filter blood gas
analysis can confirm full hemoglobin saturation). Ultimately, the amount of oxygen transferred from the
sweep gas to the blood passing through the membrane depends on the respective hemoglobin concen-
tration (as hemoglobin molecules are the primary oxygen carriers).

Appropriate pre-filter blood gas analysis enables a comprehensive understanding of the composition
of venous blood (i.e., blood drained from the patient), including its oxygen content, computed through
equation 2.4, where [Hg] represents the hemoglobin concentration, SatO- depicts the hemoglobin oxy-

gen saturation, and PaOs reflects the oxygen partial pressure, all measured in venous blood.

Cp’reffilte’rOQ [mL/L] = [134 . [Hg] [g/u - SatOy [o/o] +0.03 - PaOyq [mmHg]]pre,fmeT (24)

Conversely, appropriate post-filter blood gas analysis enables a comprehensive understanding of
the composition of arterial blood (i.e., filtered blood that will be reinfused into the patient’s circula-
tory system), including its oxygen content, computed through equation 2.5, where [Hg] represents the
hemoglobin concentration, SatO, depicts the hemoglobin oxygen saturation, and PaO- reflects the oxy-

gen partial pressure, all measured in arterial blood.

Opost—filte'r02 [mL/L] = [134 . [Hg] [g/u - SatOy [o/o] +0.03 - PaOs [mmHg]]post_f“te,,. (25)

A patient undergoing ECMO support requires continuous monitoring of the ECMO pump flow, a
key determinant of oxygen transfer across the extracorporeal membrane. Similar to systemic oxygen
delivery (which depends on cardiac output), represented in equation 2.2, the amount of oxygen trans-
ferred through the ECMO circuit per minute (ECMO oxygen transfer) is computed through equation 2.6,
where ECMO Pump Flow represents the flow rate of the ECMO circuit pump, while Cpre— fier O2 and
Chost— fitter O2 denote pre-filter and post-filter oxygen content (computed through equations 2.4 and 2.5),

respectively.

ECMO O Trans fer [mL/min] = ECMO Pump Flow [L/min] - (Cpost— fitter O2 — Cpre— fitter O2) [ML/L]
(2.6)
Under typical ECMO conditions, patients with hemoglobin levels ranging from 80 to 100 g/L and an
ECMO pump flow between 4 and 6 L/min receive between 186 and 350 mL of oxygen per minute, which
generally satisfies oxygen demands. However, hypercatabolic patients (i.e., patients presenting with
excessive metabolic breakdown of complex substances) or those presenting with a higher body mass
index may require more significant oxygen transfer. These scenarios may require increasing hemoglobin
levels through erythrocyte transfusion to meet elevated consumption needs.
When ECMO support starts, native lung function typically diminishes significantly, resulting in min-
imal or even absent oxygenation and CO, removal by the patient’s lungs. Although the physiological
mechanisms behind this suppression are beyond the scope of this discussion, a key finding is that cal-

culations of native lung oxygen transfer may yield negative values, which occur due to the lung’s tissue
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oxygen consumption and its near-zero contribution to oxygen enrichment. Additionally, a minor degree
of blood recirculation in the ECMO circuit (usually below 10%) can also affect oxygen levels, though its
impact is generally negligible.

Both native lung oxygen transfer and ECMO oxygen transfer hold relevant information regarding the
prospects of patient recovery, supporting the prediction of lung function restoration. As the patient’s
clinical condition improves, minor increases in native lung oxygen transfer should be detected, followed
by a gradual decline in ECMO oxygen transfer as the lungs resume functioning to meet the body’s
oxygen demands.

To analyze native lung oxygen transfer, it is essential to initially estimate total body oxygen consump-
tion and determine the ECMO system’s relative contribution. When native lung function is practically ab-
sent, ECMO oxygen transfer should equal total body oxygen consumption, as significant oxygen losses
are nonexistent. As native lung function starts recovering, the ECMO system’s contribution diminishes
accordingly.

Total body oxygen consumption (VO,) can be estimated by comparing arterial blood oxygen content
(CaO;) and venous blood (i.e., pre-filter) oxygen content (C,,c— rirerO2), as shown in equation 2.7,
where CO represents cardiac output, and CaO; and Cp,._ riirer O2 are computed through equations 2.1

and 2.4, respectively.

VO, [mL/min] = CO [Umin] - (CaOy — Cpre— fitrerO2) [MLL] (2.7)

Through this estimate, native lung oxygen transfer can then be determined by simply computing the
difference between total body oxygen consumption and ECMO oxygen transfer, as shown in equation
2.8, where ECMO Oy Transfer (ECMO oxygen transfer) and VO, (total body oxygen consumption) are

computed through equations 2.6 and 2.7, respectively.

Native Lung O3 Trans fer [ImL/min] = VO, [mL/min] — ECMO O3 Trans fer [mL/min] (2.8)

The physiological variables explored across this section serve as robust indicators of the patient’s
clinical condition throughout hospitalization under ECMO support, providing critical insights for physi-
cians to assess the effectiveness of ongoing treatments and determine the need for alternative strategies
or supplementary therapeutic interventions. Moreover, additional physiological variables (e.g., related
to the functioning of other organ systems) are typically monitored in patients undergoing ECMO sup-
port, highlighting the complexity of balancing multiple systems to ensure the efficacy of this therapeutic

intervention.

2.3 Chapter Conclusions

The growing complexity of critical care environments, combined with recent technological advance-

ments, creates a pathway for developing increasingly intelligent ICUs, which incorporate multiple sys-
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tems that augment conventional medical practices through advanced monitoring, efficient data trans-
mission, and analytical frameworks. Within the context of ECMO, such systems play a pivotal role in
managing the multidimensional and multidomain data generated throughout extracorporeal support, fa-
cilitating the accurate and timely production of clinical insights. This ability is particularly relevant for
ECMO patients, whose conditions are often volatile and challenging to interpret.

The intricacies and complexity of ECMO support, demonstrated across this chapter, require signifi-
cant expertise in operating the device and interpreting the extensive datasets produced. Expert physi-
cians who supported or participated in this study emphasized that these patients’ critical condition and
volatility often compromise their ability to fully understand clinical dynamics, leading to a frequent state
of uncertainty. Sudden and unexpected changes in the patient’s clinical condition frequently arise, fur-
ther complicating the physicians’ ability to interpret the patient’s condition through the exclusive use of
medical knowledge and conventional methods.

This inherent unpredictability and the frequent inability to draw comprehensive conclusions from the
data validate the core premise of this study: automatic systems powered by advanced data processing
and analytical technologies such as ML can significantly complement clinical practice. These systems
can uncover insights and patterns previously undetectable (or even inaccessible through conventional
analysis) in datasets referring to patients undergoing ECMO support, enabling physicians to access

high-value, real-time information that can enhance decision-making and improve patient outcomes.
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Chapter 3

Related Work

This chapter provides technical insights into the development of ML risk prediction models in health-
care. A comprehensive overview is initially delivered (section 3.1), introducing ML as a promising tool
for addressing the challenges inherent in risk assessment within healthcare, presenting technical details
into how risk prediction problems can be framed to ensure compatibility with ML procedures, and review-
ing several studies that employed distinct problem-framing structures and ML models for predicting the
risk of adverse clinical events in critical care settings, ultimately providing methodological insights that
inspired this study. Section 3.2 explores ML risk prediction in the context of ECMO, highlighting current
limitations and constraints. Ultimately, section 3.3 concludes this chapter by identifying future research

opportunities based on gaps identified throughout the literature.

3.1 Machine Learning Risk Prediction in Healthcare

Progressive technological advancements have led to the deployment of increasingly precise medical
equipment in hospital settings, enabling continuous monitoring of patient-specific information and lead-
ing to the generation of high-dimensional datasets (typically stored in dedicated systems). However, this
data is often underutilized due to its complexity and the labor-intensive, time-consuming nature inherent
to analyzing it. This issue is further aggravated by low staff-to-patient ratios commonly observed within
ICUs. According to Almenyan et al. [19], there is an evident relationship between nursing workload
and patient safety, with inadequate or insufficient nursing care contributing to an elevated risk of severe
complications (e.g., pneumonia and in-hospital infections), more prolonged hospitalization periods, and
higher mortality rates. Conversely, Kahn et al. [20] found that ICU mortality rates seem more resistant to
physicians’ overload, noting nonetheless that these findings may not be generalizable to ICUs organized
differently or with lower resource availability compared to those in the study.

Emerging technologies such as ML present promising avenues for addressing these challenges, with
ML-based risk prediction models (e.g., for predicting clinical deterioration, onset of critical events, and
mortality risk) enhancing improved resource allocation and enabling more efficient clinical assessments

and decision-making for critically ill patients.
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This section introduces the concept of ML-based risk prediction models in healthcare, providing a

theoretical overview followed by a technical review of the intricacies of problem framing.

3.1.1 Introduction to Machine Learning Risk Prediction in Healthcare

Previous research has demonstrated that predictive models for clinical deterioration can detect ad-
verse clinical events with notable accuracy, thus aiding in early intervention. As noted by Blythe et al.
[21], a framework widely adopted for developing these models is the Early Warning Score (EWS), which
encompasses both traditional applications such as the Modified Early Warning Score (MEWS) and the
National Early Warning Score (NEWS) and more advanced configurations that combine knowledge-
driven information with data-driven techniques such as statistical analysis and ML, which present a
notable capacity to estimate relationships between observed variables (e.g., vital signs, laboratory data,
sociodemographic information) and adverse events.

Despite their potential, several studies focusing on assessing the impact of integrating EWSs into
clinical practice have reported mixed results, with a significant portion not finding detectable improve-
ments in clinical outcomes (e.g., in-hospital cardiac arrest and mortality) compared to clinical judgment
alone. Blythe et al. [21] recognizes the wide range of reasons that can lead to these observations
but points out the following: inefficient integration with clinical workflows, primarily reflected in the
lack of sufficiently interpretable information made available, ultimately hindering the physicians’ ability
to conduct more precise and rapid assessments of the patient’s clinical condition and intervene early to
prevent additional deterioration. Baker and Gerdin [22] demonstrated how accurately addressing these
issues can improve patient outcomes.

Highly skilled and experienced nurses and physicians can often identify markers of clinical deteri-
oration over equivalent periods as those of deterioration models [23], thus demonstrating that these
models should aim to complement and support clinical evaluation and decision-making rather
than replace medical expertise. Guaranteeing that these models play a supporting role in clinical
practice requires ensuring that their outputs are easily accessible and interpretable. These conditions
enable physicians to spend less time assessing the reliability of model predictions and focus on provid-
ing the necessary care to the deteriorating patient. Following these observations, Baker and Gerdin [22]
note that future research should focus on refining models regarding their performance (e.g., in terms of
discrimination and calibration) and practical utility, which can be achieved by ensuring that the models’
outputs are interpretable and appropriately validated through extensive real-world testing across diverse
hospital settings.

As Jahandideh et al. [24] and Muralitharan et al. [25] demonstrate through extensive reviews, ML-
based models, particularly Support Vector Machine (SVM), Random Forest, and Artificial Neural Net-
work (ANN), revealed enhanced accuracy in predicting clinical deterioration for hospitalized patients,
often outperforming traditional EWS approaches (e.g., MEWS and NEWS). These models leverage
their ability to process complex relationships within highly comprehensive datasets, enabling more pre-

cise and timely risk assessments.
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Maximizing these models’ effectiveness and practical utility requires increasingly embedding them
within hospitals’ digital infrastructures such as Electronic Health Records (EHRs). This integration pro-
motes enhanced accessibility to physicians, enabling them to access patient-specific information (e.g.,
estimates of the risk of clinical deterioration) in real time, ultimately improving the quality and precision
of care. However, achieving these results requires digital infrastructures to automatically collect and
process patient data, which is crucial to ensure models use comprehensive, high-quality information
to generate risk predictions. Additionally, the physicians’ response to alerts significantly impacts
patient outcomes, with protocolized and well-structured response workflows proving more ef-
fective in ensuring timely and precise interventions [21]. As a result, future research should also
focus on refining alarm-response workflows to improve patient outcomes.

The following section explores different framing strategies that can enhance the applicability of ML
frameworks, building on the promising results of ML-based models in assessing the risk and predicting

adverse clinical events.

3.1.2 Machine Learning Risk Prediction in Healthcare: Problem Framing

The performance, applicability, and practical utility of ML-based risk prediction models depend sig-
nificantly on appropriate model selection (including the corresponding hyperparameters), evaluation
frameworks, and interpretability methods. However, as emphasized by Muralitharan et al. [25], ap-
propriate data preparation, including setting predictor variables and defining the outcome variable, data
preprocessing, and feature engineering, are equally important. Ultimately, the framing strategy adopted
significantly depends on the data preparation strategies selected.

Lauritsen et al. [26] provides a comprehensive overview of the basic concepts of problem framing
for developing ML-based risk prediction models, demonstrating the application of four different framing
structures to the same generic dataset (referring to hospitalized patients) and assessing their impact
on the performance (in terms of discrimination and calibration concerning sepsis prediction) and clin-
ical relevance (reflected by the applicability and practical utility in real-life healthcare settings) of five
ML models, including Random Forests and Extreme Gradient Boosting (XGBoost). The four framing
structures considered were the following: fixed time to onset, sliding window, sliding window with
dynamic inclusion, and the on clinical demand, each characterized by unique time intervals for data
acquisition and outcome prediction.

Among the four framing structures outlined, sliding window stands out as the most clinically appli-
cable and useful one due to its ability to provide continuous real-time assessments of the patient-specific
clinical risk throughout hospitalization, as well as converting a sequential supervised learning problem
into a standard supervised learning format, particularly under conditions of limited data availability. Fig-
ure 3.1 illustrates the sliding window implementation, which segments sequential data into overlapping
windows, generating numerous samples that can be assessed through conventional ML algorithms.

These samples preserve critical temporal dependencies by integrating the following components:
+ Observation window: retrospective time window measured from prediction time, containing the
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measurements of the predictor variables, evaluated to generate predictions. The observation win-
dow’s length can be fixed across the entire hospitalization period or vary based on data availability
(e.g., for the initial period of hospitalization, there may be no data available to generate observation
windows with the established length, resulting in incrementally larger windows until sufficient data

is available).

Prediction time: time point for which an informed prediction (based on the analysis of the obser-

vation window) is generated.

Prediction window: time window considered to extrapolate the value of the outcome variable
for prediction time (i.e., the values of the outcome variable observed throughout this window are
combined to determine the outcome for prediction time). Setting an appropriate prediction window
is crucial to enhance model performance and ensure its clinical relevance, as shorter windows
may provide higher accuracy but limit response time, while longer windows may enable timely

interventions but present with reduced predictive performance.

Window shift: time interval between consecutive samples, depicting the shift between successive

observation windows.
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Figure 3.1: Implementation of the sliding window framing structure, with "ONSET” reflecting the time of
occurrence of singular clinical event in time.

The onset depicted in figure 3.1 refers to a singular clinical event in time (e.g., the onset of sepsis),

occurring only once throughout the observation period (from admission to discharge). If the onset is

positioned to the right of the prediction window, it indicates that the onset has not yet occurred and

will not occur within the window of interest, as shown in instances ¢; and ¢, ;. Conversely, if the onset
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coincides with or falls to the left of the prediction window, it indicates that the onset will occur within the
window of interest (instance ¢;.5) or has already occurred.

Lauritsen et al. [26] demonstrated that the best-performing (in terms of discrimination and calibration)
ML-based risk prediction model was framed as a fixed time to onset. However, it proved clinically not
applicable as the inherent framing structure depends on specific future information that may not
be available in real-time.

In conclusion, while ensuring that the ML models for risk prediction perform well (in terms of dis-
crimination and calibration) is crucial to ensure their clinical applicability, it is equally relevant to ensure
that a framing structure that enables the models’ alignment with clinical workflows is selected. Addi-
tionally, choosing an appropriate framing structure can ensure that the models limit the number of False
Positives (FPs) generated, thus reducing alarm fatigue (typically observed in high-intensity clinical set-
tings such as the ICU). Ultimately, this choice can also contribute to ensuring that the models provide
interpretable insights that align with the physicians’ needs for better understanding and evaluating the

patients, thus enabling them to improve the quality of care and patient outcomes.

3.1.3 Machine Learning Risk Prediction in Healthcare: Study Review and Method-

ological Insights

Several studies whose data preparation frameworks relied on the framing structures outlined in sec-
tion 3.1.2 were selected for further assessment, forming the basis for designing a research methodology
that aligns with this study’s settings and objectives.

The selected studies, summarized in table 3.1, focused on developing ML-based risk prediction mod-
els applicable to intensive care medicine, a critical, data-rich medical field that can substantially benefit
from integrating automated systems capable of analyzing large volumes of data and generating action-
able insights that support clinical evaluation and decision-making. Ultimately, these studies demonstrate
the promising impact of ML models for assessing the risk and predicting adverse clinical events within
ICUs, reflected in the physicians’ enhanced ability to make better-informed decisions and thus ensure
early intervention amidst critical clinical scenarios, possibly preventing irreversible and fatal deterioration.

The studies summarized in table 3.1 leverage the extensive, highly complex, and comprehensive
datasets available within EHRs to develop ML models for predicting adverse clinical events. Imple-
menting appropriate data preparation strategies was essential to the success observed across these
studies, enabling the models to predict adverse outcomes in advance. Each study first established a
specific outcome and then determined the most suitable framing structure. In studies focused on early
event detection, the sliding window structure, outlined in section 3.1.2, stood out, as seen in the studies
conducted by Tomasev et al. [27] and Noy et al. [28], who used the sliding window structure consid-
ering prediction windows of 48 hours and 21 hours (ranging from 7 to 30 hours after prediction time),

respectively.
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Table 3.1: Summary and key findings from several studies on the development of ML risk prediction
models in healthcare.

Reference Summary and Key Findings

Tomasev et al. [27] The authors present a Deep Learning (DL) model for predict-
ing the risk of Acute Kidney Injury (AKI) up to 48 hours
in advance, aiming to enhance early prediction and facilitate
timely intervention amidst this adverse clinical event (commonly
observed within the ICU). By continuously updating risk predic-
tions through real-time sequential data assessment, this model
enables uninterrupted monitoring of the patient’s risk for AKI
throughout hospitalization.

Noy et al. [28] The authors present a ML model for predicting the clinical de-
terioration of COVID-19 inpatients, defined according to the
value of the modified National Early Warning Score (NNEWS2)
adapted for COVID-19. The model focused specifically on iden-
tifying patients at higher risk of requiring increased levels
of care within the next 7 to 30 hours. The model achieved
notable predictive performance, enabling physicians to adopt
preventive measures for attenuating or preventing the effects of
clinical deterioration.

Liu et al. [29] The authors developed a ML model for predicting septic shock
in ICU patients before its onset. This study introduced an in-
novative approach by assuming the existence of a novel "pre-
shock” clinical state that precedes septic shock. ML techniques
were applied to characterize this state through extensive analy-
sis of EHRs from the MIMIC-11l database. The best-performing
model exhibited a notable ability to predict the patient’s transi-
tion to the "pre-shock” state, effectively enabling the early iden-
tification of septic shock by achieving a median early warning
time of 7 hours. Ultimately, the authors aimed to provide physi-
cians with a time window during which they could intervene to
reverse or prevent clinical deterioration and mortality.

Garcia-Gutiérrez et al. [30] The authors developed a ML-based predictive model for iden-
tifying patients at risk of clinical deterioration to facili-
tate early detection of individuals who may require pro-
gressively more intensive care (e.g., intensive ventilatory
support). This model supports optimized resource allocation
throughout hospitalization by ensuring patients receive appro-
priate care and the resources needed to address their clini-
cal conditions. Despite being tailored for COVID-19 patients,
the methodology implemented in this study is generalizable for
other patient cohorts and healthcare settings.

Hyland et al. [31] The authors developed a ML-based early warning system for
predicting circulatory failure in ICU patients before its on-
set. This model enabled physicians to anticipate and respond
to circulatory failure events up to 8 hours in advance , thus facil-
itating timely intervention. A key strength of this study was the
model’s low false-alarm rate, which enhanced its applicability
and practical utility by reducing alarm fatigue in an environment
already characterized by intense alarm activity.
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Furthermore, these studies highlighted the high predictive performance that ML and DL models
can achieve when sufficient data is available. Given the critical clinical context in which these stud-
ies were conducted, feature importance was consistently evaluated, with the SHapley Additive exPla-
nations (SHAP) method being the predominating technique. This approach to interpretability, as used
by Noy et al. [28], Garcia-Gutiérrez et al. [30], and Hyland et al. [31], allows clinicians to better
understand the most influential factors driving model predictions, supporting better-informed informed
decision-making. Ultimately, assessing feature importance was also crucial to enhance the models’

applicability and practical utility.

3.2 Machine Learning Risk Prediction in Extracorporeal Membrane

Oxygenation

As noted in section 3.1, inadequate staff-to-patient ratios can significantly impact the quality of care
and patient outcomes, particularly considering complex therapeutic interventions requiring constant
monitoring such as ECMO support. The research by Lucchini et al. [32] suggests that a 1:1 nurse-
to-patient ratio is critical for patients under ECMO support. However, an aging population and the rising
demand for this therapeutic intervention make it increasingly challenging to ensure the ideal conditions
for patients under ECMO support. As a result, there is a pressing need to develop and integrate techno-
logically advanced, automated data analysis and risk prediction systems to support the management of
this patient cohort.

Several risk scores have been developed to assess the prognosis of patients hospitalized under
ECMO support. The following well-established, widely referenced scores apply straightforward math-
ematical formulations incorporating specific patient characteristics (e.g., demographic information, co-
morbidities, physiological parameters, and clinical variables) to produce individualized risk assessments.

The following scores stand out as some of the most commonly applied in the context of ECMO support:

* PRESET Score: specifically designed for patients under ECMO support due to severe respiratory
failure, the PRESET Score is typically computed at the time of ECMO initiation, providing an in-
dividualized static estimate of survival using patient-specific demographic information (e.g., age)
and clinical variables (e.g., platelet count and bilirubin levels). The PRESET Score is not updated

throughout hospitalization, thus not reflecting changes in the patient’s clinical condition [33].

* RESP Score: similar to the PRESET Score, the RESP Score, specifically designed for patients
under ECMO support due to acute respiratory failure, is usually computed at the time of ECMO initi-
ation, providing an individualized static estimate of survival using patient-specific clinical indicators,
including cardiac, respiratory, and central nervous system dysfunction, and immunocompromised

state [34].

* Murray Score: contrary to the PRESET Score and RESP Score, the Murray Score is designed pri-

marily to assess the severity of lung injury rather than predict survival outcomes. The Murray Score
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is commonly computed at the time of ECMO initiation, providing an individualized assessment of
the severity of lung injury, comprised between 0 and 4, based on the evaluation of four parameters:
chest X-ray findings, hypoxemia (measured as the ratio between PaO, and FiO,), Positive End-
Expiratory Pressure (PEEP), and lung compliance. Patients exhibiting a Murray Score above 3
are often considered possible candidates for ECMO support, particularly if conventional ventilation

methods prove insufficient to provide the patient with the necessary conditions for recovery [35].

» SOFA Score: the SOFA Score assesses multi-organ dysfunction by evaluating parameters across
multiple systems (e.g., respiratory, cardiovascular, and renal). The SOFA Score is frequently em-
ployed to monitor the patient’s clinical condition and overall stability throughout ECMO support,
thus providing a dynamic measure. Despite the dynamic nature inherent to the SOFA Score,

it does not constitute a predictive score [36].

The Murray Score provides physicians with information that can help them assess the need for a
patient with severe respiratory failure to undergo ECMO support. The PRESET and RESP Scores,
typically computed at ECMO initiation, provide physicians with information that facilitates the determina-
tion of prognosis for patients initiating ECMO support, thus supporting decision-making regarding which
strategies are most suitable to ensure the patient’s clinical demands. Finally, the SOFA Score provides
insights that enable the physicians to better evaluate the patient’s clinical condition and overall stability
throughout hospitalization, guiding them to consider alternative strategies if the score indicates clinical
deterioration.

While conventional scoring systems constitute valuable tools for supporting physicians in assessing
critically ill patients, they are inherently limited, exclusively providing static or periodic updates on the
patient’s clinical condition and overall stability. Additionally, these systems rely on straightforward math-
ematical formulations, thereby not leveraging the extensive, highly comprehensive datasets available
for each patient within the ICU and ultimately overlooking more complex, potentially nonlinear relation-
ships between different variables. Conversely, ML models emerge as a promising solution, providing
physicians with continuously updated risk estimates and data-driven predictions that capture complex
underlying patterns and trends in the data. By enabling a more dynamic and accurate assessment of the
patient’s clinical condition and overall stability, ML can significantly enhance the management of patients
under ECMO support and improve their outcomes.

Despite the increasing application of ECMO support for treating a wide range of critical clinical com-
plications, research on ML-based solutions for this patient cohort remains relatively limited. The scarcity
of studies within this area is associated with the complexity and critical nature inherent in the data of
patients under ECMO support and the existing challenges concerning the accessibility to standardized,
well-structured datasets. Existing ML applications primarily focus on fixed clinical outcomes (i.e., singu-
lar events in time) such as mortality, thereby neglecting the volatile clinical nature of patients throughout
hospitalization under ECMO support. To illustrate the typical approach adopted in developing ML solu-
tions for ECMO support, two studies, summarized in table 3.2, have been selected from the literature,

each focusing on the development of ML-based risk prediction models for mortality considering the main
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ECMO configurations: Venoarterial Extracorporeal Membrane Oxygenation (VA-ECMO) and VV-ECMO.

Table 3.2: Summary and critical analysis of two studies on ML-based risk prediction models for ECMO
support.

Reference Summary and Critical Analysis

Ayers et al. [37] The authors developed a deep neural network model to predict survival
to discharge for patients under VA-ECMO, exclusively relying on labo-
ratory data from the first 48 hours following ECMO implementation.
This relatively restricted time window enhances the model’s generalizabil-
ity, making it adaptable to a wide range of clinical settings and more easily
integrated. Additionally, by achieving notable predictive performance, the
model can provide critical assistance to physicians in assessing patient
prognosis at an early stage of ECMO support, facilitating timely adjust-
ments to treatment strategies and therapeutic interventions, thereby sup-
porting improved quality care.

Lee et al. [38] The authors developed ML models using XGBoost and Light Gradient
Boosting (LightGBM) to predict 90-day mortality for patients under
VV-ECMO, exclusively relying on EHRs available at ECMO initiation.
Unlike the study by Ayers et al. [37], this study considered a more com-
prehensive dataset, encompassing 51 variables. The models revealed
notable predictive performance, surpassing conventional scores such as
PRESERVE and RESP. Ultimately, these models provide physicians with
an effective tool to determine which patients present with higher success
probabilities concerning the outcome of VV-ECMO. The data in this study
enabled the models to capture complex dynamics, patterns, and trends
in the data, enhancing predictive accuracy. However, the models may be-
come less generalizable when considering a more comprehensive dataset,
as ensuring access to all necessary variables could be challenging in dis-
tinct clinical settings.

These studies demonstrated the valuable contribution that ML risk prediction models can have in
assessing the prognosis of patients under ECMO support. By generating data-driven insights, these
models support physicians in clinical evaluation and decision-making, enabling timely adjustments of
treatment strategies and therapeutic interventions. Additionally, by identifying the key features driving
their predictions, these models provide physicians with information that enhances their understanding of

complex dynamics that characterize patients under ECMO support.

However, these models also present with significant limitations, as they focus exclusively on predict-
ing patient mortality using data from the period around ECMO initiation, thus neglecting how clinical
decisions made throughout hospitalization under ECMO support influence the patients’ clinical trajecto-
ries and outcomes. This gap is particularly significant given the high volatility that characterizes patients
under ECMO support, which increases the difficulty in assessing the patient’s clinical condition in real-
time. Consequently, future research should aim to establish alternative outcomes reflecting the patient’s
clinical dynamics throughout hospitalization under ECMO support and model them, offering physicians

continuous support in navigating this complex and volatile patient cohort.
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3.3 Chapter Conclusions

This chapter underscored the critical influence of selecting appropriate problem-framing structures on
the performance of ML risk prediction models, their clinical utility, and their overall applicability. Among
the various structures highlighted in section 3.1.2, the sliding window method stood out due to its
inherent value in healthcare applications. This structure enables the real-time assessment of patients’
clinical trajectories, thus offering a promising pathway for supporting clinical practice and improving
decision-making in real-time.

While several studies have leveraged this approach to improve risk assessment for several adverse
clinical events, as outlined in section 3.1.3, work focused on extending these efforts to ECMO support
remains limited, with most studies considering alternative framing structures (e.g., fixed time to onset).
However, the critical nature, complexity, and volatility inherent to patients under ECMO support make
the sliding window method particularly promising to positively impact current clinical practices and thus
improve the quality of care (primarily through enabling accurate real-time risk assessments based on
extensive data analysis).

Ultimately, this gap set the stage for conducting this study, which aims to demonstrate the promise
of developing automatic systems capable of processing large volumes of complex data and generating

real-time risk assessments for supporting physicians in managing patients under ECMO support.
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Chapter 4

Data

The processes outlined in this chapter were conducted in strict collaboration with physicians who
supported and participated in this study, which was essential to ensure the alignment of the implemen-
tation choices made with the intricacies of the data management frameworks within the ICU at Hospital
de Santa Maria.

At first, the patient cohort was selected using a criteria-based approach (section 4.1), followed by
the acquisition of the corresponding data (section 4.2). The unorganized and unstructured nature of the
data introduced the need to implement multiple preparatory steps, including identifying and categorizing
relevant variables and establishing the study’s outcome (section 4.3). Lastly, after generating the differ-
ent patient datasets, these were subjected to preliminary analysis and processing, focusing on gaining a
deeper understanding of the data and filtering inconsistencies that could compromise the study’s results

(section 4.4).

4.1 Criteria-Based Patient Selection

As previously mentioned, the COVID-19 pandemic has significantly underscored the relevance of
intensive care medicine. Considering the study’s time frame, only patients admitted to the ICU with a
primary diagnosis of COVID-19 pneumonia were assessed for eligibility, totaling 545. This preliminary
filtering ensured the selection of a more uniform and homogeneous population, including patients with
similar clinical profiles, facilitating subsequent processes and analyses.

Despite the narrowing of the number of patients likely to be included in the study, the established
inclusion and exclusion criteria aimed to select a study population broad enough to include patients with
distinct physiological characteristics and clinical manifestations, reflecting more accurately the real-world
diversity observed in the ICU.

The study’s context and objectives guided the establishment of inclusion criteria, resulting in the ex-
clusive inclusion of patients submitted to ECMO support and concurrent invasive mechanical ventilation.
Due to the rarity and unique nature of pediatric cases, the study focused exclusively on adult patients

(age > 18 years old). Applying these criteria to the initially selected population resulted in a substantial
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reduction, with 452 exclusions, leaving 93 eligible patients.

The need to refine the study population led to the establishment of exclusion criteria, allowing the
removal of patients whose characteristics significantly deviate from standard observations. Initially, pa-
tients subjected to the awake-ECMO modality, an uncommon therapeutic approach, were excluded, en-
suring equivalent hospitalization conditions. A standard minimum duration of 7 days for ECMO support
is typical, with shorter hospitalizations denoting rare occurrences marked by unexpected and particular
developments, such as sudden clinical deterioration. To capture these uncommon events and enhance
patient diversity within the study, a threshold of 3 days was established as the minimum accepted du-
ration for ECMO support. After setting the conditions for patient inclusion in the study, data quality was
assessed to ensure compliance with minimum quality standards, preventing issues that could negatively
impact the study’s results. Therefore, patients whose corresponding datasets had a ratio of missing val-
ues and outliers greater than 20% were excluded. Lastly, as some variables required manual extraction
from patients’ medical records stored within the ICU database, extreme incompleteness or unavailability
of these files automatically resulted in patient exclusion. Applying these criteria led to the exclusion of
12 individuals, resulting in a final study population comprising 81 patients.

Figure 4.1 illustrates the criteria-based patient selection process considering the inclusion and ex-

clusion criteria above defined.

[ 545 patients assessed for eligibility }

452 Exclusions

« Patients not submitted to invasive mechanical ventilation
« Patients not submitted to ECMO support
» Non-adult patients (age < 18 years old)

[93 patients submitted to ECMO support }

12 Excluded

» Patients submitted to awake-ECMO modality

o Patients submitted to ECMO support for less than 3 days

* Incomplete or missing patient medical record

« Ratio of missing values and outliers for the patient's dataset > 20%

[ 81 patients included in the study ]

Figure 4.1: Flowchart illustrating the criteria-based patient selection process and indicating the number
of patients included and excluded after each step.
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4.2 Data Acquisition

As mentioned in section 1.2, this retrospective and non-interventional study was carried out in strict
collaboration with the Intensive Care Department at Hospital de Santa Maria. Due to its nature and
context, a detailed protocol was initially submitted to the Academic Center Ethics Committee, addressing
several relevant procedural intricacies, mainly focusing on data acquisition and utilization. Submission

review and further discussions culminated in the study’s protocol approval: Code Reference 175/22.

The ICU incorporates multiple cutting-edge devices, such as ECMO, which provide physicians with
critical data and insights into the patient’s clinical condition and progression. These instruments monitor
multiple variables, generating extensive and comprehensive datasets typically stored within the ICU’s

database.

Data acquisition entailed direct access to the database of the ICU at Hospital de Santa Maria. Multi-
ple anonymization protocols were rigorously applied to eliminate protected personal and sensitive infor-

mation, ensuring compliance with relevant guidelines and regulations.

Within the ICU at Hospital de Santa Maria, data from patients undergoing ECMO support is automat-
ically transferred to the unit’s database daily, adhering to established protocols. The frequency of these

transfers varies based on the monitored variables, occurring at intervals of 4, 8, 12, and 24 hours.

For the selected patient cohort, multiple patient-specific data tables (illustrative example available
in figure 4.2) were generated daily, providing critical information for physicians to conduct thorough
retrospective assessments of each patient’s clinical condition. Consequently, several data files spanning
the entire hospitalization period were available for each patient. Since these files were easily extractable,

physicians made them available without requiring accessing the unit’s database.

Most variables considered in subsequent analyses were directly sourced from these files. However,
specific parameters, such as patient comorbidities, required manual extraction from the ICU’s information
system, known as Picis [39], represented in figure 4.3. Due to the intricate nature of this system, prior
training was received to gain familiarity, culminating in the acquisition of access credentials, crucial for

assessing required information.

Based on the experience of physicians regarding the management and treatment of these patients,
the data collected for each patient was confined to the initial 12 days of hospitalization under ECMO
support, a period deemed crucial in outcome assessment, based on the consensus that the patient’s
clinical trajectory during this period serves as a robust prognostic determinant. Specifically, a positive
clinical trajectory within this period often signals a favorable prognosis, whereas a negative trajectory
suggests a heightened likelihood of future clinical deterioration. For patients whose length of stay under
ECMO support was less than 12 days, the corresponding dataset encompassed the entire hospitaliza-

tion period under these conditions.
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Figure 4.2: Data table containing information for a unique patient referring to a single day of hospitaliza-
tion under ECMO support. These tables frequently contained outliers, as observed, for instance, in the
measurements of FiO, at 00h and 08h (30.0 would be the valid measurement instead of 0.30).
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Figure 4.3: Data stored within the Picis system for a single patient undergoing ECMO support.
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4.3 Data Preparation

The data collected from multiple patients in this study underwent additional preparation to meet the
study’s objectives and ensure structural compatibility with subsequent analyses. As discussed in section
4.3.1, the complexity and comprehensiveness of the patient datasets introduced the need to filter the
data, excluding multiple variables, leaving the remaining ones as candidate predictor variables. As the
data was intended for training a supervised learning algorithm, the necessity to establish an outcome
variable to label the patient datasets arose. Section 4.3.2 offers a detailed overview of the methodology

applied to build this variable, elucidating the resulting outcomes.

4.3.1 Candidate Predictor Variables

After collecting information and gathering data from the multiple patient data files, the preliminary
patient datasets were transformed into MTS, ensuring structural compatibility with subsequent analyses
and modeling techniques. At the same time, the datasets’ temporal properties were preserved, com-
plying with the assumption that this was critical to optimize overall performance and enhance results
throughout the study.

The extreme comprehensiveness of the MTSs obtained led to the exclusion of multiple variables as-
sociated with low anticipated clinical value, defined as variables that do not contribute to increasing the
physicians’ ability to accurately assess the patient’s clinical condition nor present with any correlation
with the clinical situation of the patients within the study cohort. Additionally, the exclusion also encom-
passed variables that could introduce bias in the study, including those dependent on medical judgment
and intervention (i.e., indicators of noradrenaline, antibiotics, sedation, and muscle relaxants administra-
tion). This process was conducted in cooperation with physicians, aiming to simplify the patients’ MTSs
and, consequently, subsequent analyses.

The resulting patient-specific MTSs comprised a total of 41 variables, corresponding to the study’s

candidate predictor variables, mapped into the following high-level clinical categories:

+ Demographics and Comorbidities: encompasses demographic information and indicators of the

presence or absence of specific underlying health conditions (comorbidities).

+ Imnmediate Pre-ECMO Condition: provides insights into the patient’s overall clinical condition

immediately before ECMO implementation.
+ Clinical Data: includes a broad spectrum of patient vital signs and physiological measurements.

+ ECMO Physiology: consists of parameters directly retrieved from the ECMO device, providing

information regarding its configuration and functional status.

+ Integrated Patient Physiology: offers a comprehensive overview of the patient’s circulatory and

respiratory status.

+ Native Lung Physiology: provides insights into the physiological and functional condition of the

patient’s native lung.
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+ Laboratory Data: includes the results of laboratory tests conducted throughout hospitalization.

Table 4.1 presents the candidate predictor variables that fall into each high-level clinical category.

Table 4.1: High-level clinical categories and corresponding candidate predictor variables. *Categorical
variables. **Binary presence variables (0 and 1 indicating absence and presence, respectively).

High-Level Clinical Category Candidate Predictor Variables

Demographics and Comorbidities Age, Sex*, Diabetes**, Hypertension**, Obesity
Degree*.

Immediate Pre-ECMO Condition Infection**, SAPS I, Murray Score.

Clinical Data Body Temperature, Heart Rate, Non-VAP Infection**,
VAP**,

ECMO Physiology Air Flow, O, Concentration, Rotations, ECMO Pump

Flow, Delta Pressure, PaO, Pre-Filter, PaO, Post-Filter,
SatO, Pre-Filter, SatO, Post-Filter.

Integrated Patient Physiology Cardiac Output, Lactate, pH, Arterial PaO,, Arte-
rial PaCO,, Arterial HCO;, Arterial SatO,, Plateau
Pressure, Lung Compliance, Renal SOFA, Respiratory

SOFA, SOFA.

Native Lung Physiology Ventilatory Mode*, FiO,, PEEP, Respiratory Rate, Tidal
Volume.

Laboratory Data Hemoglobin, Platelets, Sodium (Na™).

The candidate predictor variables within the MTSs present with distinct temporal behaviors. Thus, to

facilitate subsequent data processing, these were divided into the following temporal categories:

« Static (Time-Independent): the value of these variables remains constant throughout hospitaliza-

tion, and they were expanded to ensure correct integration within the MTSs.

» Dynamic (Temporal): the value of these variables changes throughout hospitalization.

Table 4.2 presents the candidate predictor variables that fall into each temporal category.

Table 4.2: Temporal categories and corresponding candidate predictor variables.

Temporal Category Candidate Predictor Variables

Static (Time-Independent) Age, Sex, Obesity Degree, Diabetes, Hypertension, Infection,
SAPS II, Murray Score.

Dynamic (Temporal) Body Temperature, Heart Rate, VAP, Non-VAP Infection, Air
Flow, O, Concentration, Rotations, ECMO Pump Flow, Delta
Pressure, PaO, Pre-Filter, PaO, Post-Filter, SatO, Pre-Filter,
SatO, Post-Filter, Cardiac Output, Lactate, pH, Arterial PaO,,
Arterial PaCO, Arterial HCOj , Arterial SatO,, Plateau Pres-
sure, Lung Compliance, Renal SOFA, Respiratory SOFA,
SOFA, Ventilatory Mode, FiO,, PEEP, Respiratory Rate, Tidal
Volume, Hemoglobin, Platelets, Sodium (Na*).
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The first phase of data preparation has resulted in the generation of 81 patient-specific unlabeled
MTSs spanning the first 12 days of hospitalization under ECMO support or the complete hospitalization
period in case the patient recovered or died before reaching the 12" day of hospitalization. As men-
tioned earlier, since the goal was to train a supervised learning algorithm, labeling the MTSs became
imperative. The following section provides a detailed overview of the characteristics of the established

outcome variable and the corresponding data labeling strategy.

4.3.2 Outcome

The outcome variable and corresponding data labeling strategy markedly differ from those outlined
in the literature, constituting an innovative element of this study.

Section 3.1.3 demonstrates that prior research referring to the application of ML within critical care
predominantly focused on assessing well-defined outcomes, typically characterized by straightforward
defining criteria. For instance, Liu et al. [29] and Hyland et al. [31] consider the onset of sepsis,
diagnosed using the Third International Consensus Definitions for Sepsis and Septic Shock (Sepsis-3)
[40], and the onset of circulatory failure, diagnosed based on the assessment of 3 types of variables:
lactate (arterial and venous), mean arterial pressure, and presence of vasoactive drugs, as the primary
outcomes of their studies, respectively.

Contrary to this trend, the outcome variable of the current study aims to capture the intricate real-time
patient-specific clinical dynamics spanning the complete hospitalization period considered. To achieve
this goal, a binary variable was initially defined. However, the complexity and uncertainty associated
with accurately evaluating the patients’ clinical condition in different instances introduced the need for an
alternative strategy. As aresult, a ternary variable had to be established, allowing the inclusion of periods
posing heightened challenges to physicians in making precise clinical inferences. The three scenarios
represented by this ternary variable, provided below, are derived from the physicians’ assessment and

interpretation of the patient’s clinical dynamics at specific time instants of the corresponding MTSs.

Table 4.3: Description of each possible value of the established ternary outcome variable.

Outcome Description

-1 Based on past and current data analysis, physicians infer that the
patient’s clinical condition is deteriorating.

0 Based on past and current data analysis, physicians are unable
to confidently infer the patient’s clinical trajectory, although it re-
mains plausible that clinical developments may be unfolding.

+1 Based on past and current data analysis, physicians infer that the
patient’s clinical condition is improving.

The employed data labeling strategy aimed to replicate real-world conditions, where access to past
and present information is exclusive, and knowledge of the patient’s clinical evolution and outcome is
restricted. Consequently, the multiple patient-specific MTSs were individually presented to physicians

for blinded analysis, culminating in the assignment of an outcome value to every time instant within the
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respective MTS. The visual depiction of this process is elucidated in figure 4.4, which simulates the

comprehensive assessment conducted by physicians on a single patient's MTS.

Past Future
Data Data

ECMO 12! Day of ECMO

. Current
Implementation *
plementatiol Instant () Support Treatment

ECMO 12" Day of ECMO

. Current "
Implementation Instant (t;, ;) SupportTreatment

Figure 4.4: Visualization depicting the data labeling process: the blue region denotes both past and
present information available to physicians for analysis, guiding outcome assignment decisions for the
current instant; meanwhile, the gray region reflects forthcoming data lying beyond current knowledge or
access, thus inaccessible to physicians at the current instant. *For patients with a length of stay under
ECMO support of less than 12 days, data labeling was conducted for the entire hospitalization period
under these conditions.

After applying the strategy depicted in figure 4.4 to label the 81 patient-specific MTSs considering

the established ternary outcome variable, the results illustrated in table 4.4 were achieved.

Table 4.4: Results obtained by applying the data labeling strategy to the multiple patients’ MTSs.

Outcome Total instances Patients with instances exclusively labeled with outcome class

-1 641 (12.11%) 2 (2.47%)
0 3583 (67.72%) 14 (17.28%)
+1 1067 (20.17%) 0 (0.0%)

The results outlined in table 4.4 underscore a prevalent trend: most instances across the multiple pa-
tient MTSs were labeled with outcome class 0. These findings highlight the complexity and uncertainty
inherent in evaluating these patients’ clinical dynamics, emphasizing the need for integrating more ad-
vanced, automated systems in the ICU (especially in the context of ECMO support). By leveraging this
integration, physicians gain invaluable assistance in assessing the intricacies of patient care, enhancing

their ability to make informed decisions, and ultimately impacting the quality and efficacy of care.

4.4 Exploratory Data Analysis

Even though the study population’s size was relatively limited, its complexity was significant, neces-
sitating the implementation of a robust exploratory data analysis framework. The first step focused on
generating informative insights regarding the patient cohort, providing a more comprehensive picture of
patient characteristics (section 4.4.1). The second step involved assessing data quality to avoid error

propagation (e.g., derived from inconsistencies associated with data acquisition and registration) and
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thus contamination of subsequent analyses, ultimately culminating in the removal of variables that were

not compliant with minimum quality standards (section 4.4.2).

4.4.1 Patient Cohort: Descriptive Statistics and General Characteristics

Despite the small number of patients in this study, the differences between individuals ensured that
the population remained highly comprehensive and representative. As described in section 4.1, this
results from the implemented criteria-based patient selection process, which aimed to produce a rela-
tively uniform and homogeneous population while ensuring that patients exhibited distinct physiological

characteristics and clinical manifestations, reflecting real-world diversity.

To effectively describe the patient cohort, multiple key variables were assessed, including Age,
Sex, Comorbidities (Diabetes, Hypertension, and Infection), ECMO support duration, and Mortal-
ity. These were selected since they serve as accurate descriptors that enable the characterization of
the study population. Table 4.5 provides descriptive statistics computed using the selected variables,

including a brief description to support the analysis.

Table 4.5: Patient cohort descriptive statistics. *Excludes Sars-CoV-2 infection. SD: standard deviation.

Variable Description Statistics

Age Patient’s age Mean: 49.4, Median: 52.0, SD: 12.0,
Range: 21-74

Sex Patient’s sex Male: 56 (69%), Female: 25 (31%)

Diabetes Presence of diabetes Yes: 11 (14%), No: 70 (86%)

Hypertension Presence of hypertension Yes: 28 (35%), No: 53 (65%)

Infection Presence of infection* Yes: 16 (20%), No: 65 (80%)

ECMO Duration Length of stay subject to ECMO Mean: 30.5, Median: 26.0, SD: 25.3,
Range: 5-193

Mortality Patient’s survival outcome Survival: 65 (80%), Death: 16 (20%)

Table 4.5 presents valuable information regarding the study’s patient cohort. The mean age was
49.4 years old, contradicting the widespread perception that patients with COVID-19 pneumonia requir-
ing ECMO support were predominantly elderly. Most patients were male (69%), and a relatively high
incidence of comorbidities was observed, with diabetes, hypertension, and infection affecting 14%, 35%,
and 20% of individuals, respectively. The duration of ECMO support varied significantly, with a mean of
30.5 days, reflecting the uncertainty and volatility inherent in this therapeutic intervention. Additionally,
the mortality rate reached 20%, which, despite not seeming excessively high, is substantial considering
the cohort’s mean age, thus underscoring the critical condition that characterizes patients undergoing
ECMO support, irrespective of underlying health issues, age, or other factors.
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4.4.2 Data Quality Assessment

As outlined in section 4.2, the data from patients undergoing ECMO support is automatically trans-
ferred and recorded in the ICU database. However, this process is occasionally inconsistent, requiring
direct human intervention, inevitably increasing susceptibility to errors. Consequently, a robust method-
ology for assessing data quality was implemented, focusing on identifying and filtering out potentially
compromising factors.

Given the patient cohort’s limited dimension, the strategic priority was to minimize patient exclusions.
Thus, the methodology was designed based on the assumption that the negative effect associated with
eliminating variables from the patients’ MTSs would be minimal compared to that observed in the case of
removing patients. As a result, the strategy applied focused on individually assessing the quality of the
different variables across the multiple patient-specific MTSs, seeking to identify the most compromising,
therefore limiting the potential of reverse causation affecting model predictions in a subsequent phase.

The methodology’s first step involved identifying variables associated with a percentage of missing
values and outliers exceeding 30% for at least one patient. This threshold was determined based on
combining approaches observed across reviewed studies outlined in section 3.1.3 (Noy et al. [28] and
Garcia-Gutiérrez et al. [30] consider a threshold of 40% and 25% for variable removal, respectively)
and input provided by physicians. The result was the identification of 13 potentially compromising vari-
ables: Non-VAP Infection, Air Flow, Rotations, Delta Pressure, PaO, Post-Filter, Plateau Pressure, Lung
Compliance, Renal SOFA, Respiratory SOFA, SOFA, FiO,, PEEP, and Tidal Volume.

These variables underwent additional scrutiny through a straightforward methodology comprising two
sequential steps. Initially, attention was directed towards identifying and removing particularly anoma-
lous variables. Subsequently, critical variables failing to meet the established minimum quality standards

were also identified and removed. Additional details are listed below:

1. Variables that were entirely missing or incorrect for at least one patient and deemed irrecoverable
were selected for removal. Figure 4.5 illustrates the frequency with which this scenario occurs for
each of the 13 variables initially identified. Following assessment, 4 variables were removed from
the multiple patient-specific MTSs: Delta Pressure, Renal SOFA, Respiratory SOFA, and SOFA.

2. The remaining 9 variables from the initial group of 13 were then evaluated for overall quality, with
the following 2 variables being removed from the multiple patient-specific MTSs due to the abnor-
mally high frequency with which the corresponding ratio of missing values and outliers exceeds

50%, as illustrated in figure 4.6: Plateau Pressure and Lung Compliance.

In conclusion, the data quality assessment methodology resulted in the removal of 6 variables from
the multiple patient-specific MTSs, including Delta Pressure, Renal SOFA, Respiratory SOFA, SOFA,
Plateau Pressure, and Lung Compliance. Consequently, a total of 81 patient MTSs comprising 35

variables were retained for subsequent analyses.

38



Non-VAP Infection Patients (n)
Air Flow
Rotations
Delta Pressure
Pa02 Post-Filter
Plateau Pressure
Lung Compliance
Renal SOFA
Respiratory SOFA
SOFA
Fio2
PEEP

Tidal Volume

Patients (n)

Figure 4.5: Count of patients per variable for which no valid measurements are available.
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Figure 4.6: Count of patients per variable for which invalid measurements (either missing or incorrect)
surpass 50%.
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Chapter 5

Research Methodology

The research methodology implemented in this study involved processing and modeling multidimen-
sional and multidomain datasets obtained through the protocolized monitoring system applied to all
patients undergoing ECMO support in the ICU at Hospital de Santa Maria. Considering the study’s

objectives, the following two-phase design was established:

* Phase 1: involved processing multiple patient datasets appropriately to enable the development
of a well-performing, calibrated, and interpretable ML model capable of accurately distinguishing

between clinical deterioration and improvement (section 5.1).

» Phase 2: involved computing a risk score, using the ML model outputted through the preceding
phase, that provides a real-time estimate of the risk of clinical deterioration throughout hospitaliza-
tion under ECMO support for each patient, and its evaluation through qualitative and quantitative

methods (section 5.2).

5.1 Phase 1: Development of a Machine Learning Model for Clas-

sification of Clinical Deterioration and Improvement
This phase involved implementing a ML pipeline encompassing the following steps:

1. Data Preprocessing: ensure the quality and consistency of the multiple patient MTSs (e.g.,

through data imputation and outlier detection and removal) (section 5.1.1).

2. Feature Engineering: represent the several patient MTSs in a modeling-suitable format that pre-
serves the datasets’ temporal properties, thereby enhancing the ML models’ ability to extract rele-

vant insights (e.g., patterns and trends) from the data (section 5.1.2).

3. Model Training and Hyperparameter Optimization: involves the supervised training and hyper-
parameter optimization of ML models (SVM and Random Forest) to distinguish between clinical

deterioration and improvement (section 5.1.3).
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4. Model Evaluation and Selection: evaluate the performance of the different ML models through

performance metrics’ computation and calibration assessment (section 5.1.4).

5. Model Interpretability: produce valuable insights into the key features that influence the models’

predictions, enabling interpretability and ultimately enhancing applicability (section 5.1.5).

5.1.1 Data Preprocessing

Each patient's MTS comprised manually registered information and data automatically transferred to
the ICU’s information system, as described in section 4.2. Direct human intervention in the data acqui-
sition and registration process increases susceptibility to errors. Consequently, implementing a robust
data preprocessing pipeline (figure 5.1) to prevent error propagation and contamination of subsequent

processes was essential to ensure the reliability of further analyses.

Data Preprocessing

3 Outlier Detection " Derived Variables : Preprocessed
MTS Pationt 1 : and Removal Data Imputation Generation " M‘IPS Pationt 1

f > Correlation-Based '
MTS patient (1, ., : Variable Selection* 1

3 Outlier Detection " Derived Variables , Preprocessed
4’{ MTS patient n }—w> and Removal Data Imputation 7| Generaton [ : MWPS Patient n

Figure 5.1: Flowchart illustrating the data preprocessing pipeline. * Represented as a single block since
the multiple patient-specific correlation matrices are aggregated and assessed jointly (this process is
described in detail below). MTS: Multivariate Time Series.

Outlier Detection and Removal

The volatility that characterizes the patient cohort prompted the decision to implement a rules-based
approach for outlier detection rather than other commonly considered methods (i.e., statistical-based,
distance-based, clustering-based, and density-based [41]).

Consequently, to screen for grossly incorrect measurements resulting from the data acquisition and
registration process, a range of valid values per each continuous numerical variable, both static
(time-independent) and dynamic (temporal), was established through a collaborative process involv-
ing physicians. This approach enabled the inclusion of extreme, pathological values that would typically
be flagged as outliers but could represent natural occurrences within the patient cohort. At the same
time, it also guaranteed the exclusion of erroneous data points.

Table 5.1 illustrates the set of rules established for the continuous numerical variables.

Categorical variables, both static (time-independent) and dynamic (temporal), underwent a straight-
forward verification process to ensure that each value corresponded to one of the predefined categories.

Table 5.2 depicts the available categories for a specific subset of categorical variables.
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Table 5.1: Minimum and maximum accepted value for each of the continuous numerical variables (static
and dynamic). *beats per minute; **rotations per minute; *** cycles per minute.

Variable Minimum Maximum Unit of Measurement
Age 18 - -
SAPS I 0 163 -
Murray Score 0 4 -
Body Temperature 32.0 42.0 °C
Heart Rate 20 220 bpm*
Air Flow 0 15 LOs/min
0. Concentration 0.21 1.0 %
Rotations 500 5,000 rpm**
ECMO Pump Flow 0.4 7.0 L/min
PaO, Pre-Filter 20 100 mmHg
PaO, Post-Filter 50 500 mmHg
SatO, Pre-Filter 0.3 1.0 %
SatO, Post-Filter 0.4 1.0 %
Cardiac Output 1.0 15.0 L/min
Lactate 1.0 200.0 mg/dL
pH 6.5 8.0 -
Arterial PaO, 40.0 500.0 mmHg
Arterial PaCO, 25.0 150.0 mmHg
Arterial HCO3 2.0 45 mmol/L
Arterial SatO, 0.21 1.0 %
FiO2 0.21 1.0 %
PEEP 0.0 30.0 cmH,0
Respiratory Rate 5 40 cpm***
Tidal Volume 1.0 1,000.0 mL/cycle
Hemoglobin 4.0 17.0 g/dL
Platelets 1.0 1,000.0 cel/uL x 103
Sodium (Na™) 110.0 180.0 mmol/L

Table 5.2: Available categories for selected categorical variables (excluding binary presence variables).
*The categories for variable Obesity Degree were established based on guidelines and directives pro-

vided by the U.S. Centers For Disease Control and Prevention [42].

Variable

Categories

Sex
Obesity Degree*

Ventilatory Mode

M (Male), F (Female)
0 (Non-Obese), 1 (Class 1 Obesity), 2 (Class 2 Obesity), 3 (Class 3 Obesity)

ESP (Spontaneous), PS (Pressure Support), PC (Pressure Control),
VC (Volume Control)

The remaining categorical variables (not depicted in table 5.2) were binary indicators reflecting the

presence or absence of specific clinical conditions (e.g., Diabetes, Hypertension, Infection, VAP, Non-

VAP Infection). Outlier detection for these variables was equally straightforward, verifying that values

confirmed the valid categories: 0 (absence) and 1 (presence).
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Data Imputation

Similarly to outlier detection, the data imputation strategies employed were defined based on the

specific characteristics of each variable, as outlined below:

+ Static (time-independent) variables: missing data for these variables was manually recovered
from the ICU’s information system. Binary presence variables Diabetes, Hypertension, and Infec-
tion, were included in this category as they represent conditions that remain constant throughout

the patient’s hospitalization under ECMO support.

+ Dynamic (temporal) variables: imputation strategies for dynamic variables differed based on
wether the variable was categorical or continuous. Binary indicators for the presence of VAP and

Non-VAP infection were treated as categorical variables.

— Categorical variables: in line with the approach employed by Tomasev et al. [27] for imputing
missing values in the dataset’s ground-truth labels, these variables underwent backward and
forward filling within time windows of up to three days. Specifically, the last value available
within a time window of less than three days was copied forward in time until a subsequent
measurement was available, assuming it fell within the 3-day window. If the measurement
corresponding to the first time instant was missing, the same rule applied but with backward
filling, where the first available value was copied backward in time, under the condition that it
belonged to the 3-day window. Beyond the 3-day mark, missing values were not imputed but
instead classified as unknown, preventing outdated, potentially misleading information from

being incorporated into the patient MTSs.

— Continuous numerical variables: similarly to the approach implemented by Noy et al. [28],
these variables were imputed considering the multivariate Iterative Imputer algorithm, which
draws inspiration from Multivariate Imputation Chain Equation [43]. This algorithm applies
regression to predict missing values for each variable by considering other variables itera-
tively. In each iteration, missing values for all variables are estimated sequentially, generating
a dataset at each step. This process continues until convergence, with the final iteration

yielding the imputed dataset.

Derived Variables Computation

The computation of additional variables (termed derived variables), established cooperatively with
physicians, aspired to augment and enrich the patient MTSs by enabling the inclusion of high-value
data (i.e., data that captures key physiological indicators critical for assessing the clinical condition of
patients undergoing ECMO support). These variables are relatively complex and scarcely represented
in the existing literature (as they are exclusive to ECMO support), supporting the idea that their inclusion
might allow the ML models to access information that reinforces their ability to capture relevant clinical

dynamics.
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The mathematical formulations used to compute the derived variables represented via equations 5.1
to 5.9 (where A Filter Oy Content (t) = Post-Filter Oy Content (t) — Pre-Filter Oy Content (t)), are
closely aligned with the physiological principles discussed within section 2.2, in which the meaning and

relevance of each variable in these equations is clearly defined.

Pre-Filter Oy Content (t) = 1.34- Hemoglobin (t)- Pre-Filter SatOs (t)+0.03- Pre-Filter PaO (t) (5.1)

Post-Filter Oz Content (t) = 1.34 - Hemoglobin (t) - Post-Filter SatOs (t) + 0.03 - Post-Filter PaOs (t)
(5.2)

ECMO Os Transfer (t) = ECMO Pump Flow (t) - A Filter Oy Content (t) (5.3)

Arterial Oy Content (t) = 1.34 - Hemoglobin (t) - Arterial SatOs (t) 4+ 0.03 - Arterial PaOs (t)  (5.4)

Arterial O Delivery (t) = Cardiac Output (t) - Arterial Os Content (t) (5.5)

Venous Oz Return (t) = Cardiac Output (t) - Pre-Filter Oz Content (t) (5.6)

Body Oz Consumption (t) = Arterial Oz Delivery (t) — Venous Oz Return (t) (5.7)
Native Lung Oy Transfer (t) = Body Os Consumption (t) — ECMO Oy Trans fer (t) (5.8)
ATidal Volume (t) = Tidal Volume (t) — Tidal Volume (0) (5.9)

Correlation-Based Variable Selection

The datasets’ multidimensional and multidomain nature, which enhances the likelihood of highly
related variables with non-linear associations, emphasizes the need to conduct a robust examination of
underlying relationships and dependencies within the data.

As a result, the correlation between all the datasets’ eligible variables was assessed. As described
by Papana [44], several correlation measures are available, including the Pearson correlation coefficient

(accounts exclusively for the variables’ linear relationships and is sensitive to data distributions) and
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Spearman’s rank correlation coefficient (alternative non-parametric correlation characterized by a no-
table ability to capture monotonic relationships within the data). Based on the datasets’ characteristics,
Spearman’s rank correlation coefficient was selected as the primary correlation measure.
Spearman’s rank correlation was applied to compute correlation matrices for the multiple patient
MTSs. As the main objective of this analysis focused on assessing dynamic changes and patterns
over time, static (time-independent) variables, categorical (including binary presence) variables, and
variables with zero variance for at least one of the several patient MTSs were excluded. The resulting
matrices were then aggregated into a single matrix by averaging their values, providing a proxy for the
correlations identified across the multiple patient MTSs. The final matrix was ultimately considered to

filter out highly correlated variables.

5.1.2 Feature Engineering

After completing data preprocessing, the multiple patient MTSs were subject to the application of a
robust feature engineering pipeline, illustrated in figure 5.2. This pipeline was designed based on the
premise that preserving the datasets’ temporal properties would enhance the ability to derive relevant

insights through subsequent analyses.

Feature Engineering

Preprocessed : : . Outcome-Based : .
*){ MTS patient 1 %—) Data Windowing Window Selection | ] : Training Subset

> Data Splitting* Feature Extraction™ —

Preprocessed . . . Outcome-Based . -
4){ MTS paont n }I—> Data Windowing Window Selection | ; Validation Subset

Preprocessed
MTS patient {1, ..., n}

Figure 5.2: Flowchart illustrating the feature engineering pipeline. *Represented as a single block since
windows selected from different patients are combined and then assigned to the training and validation
subsets according to predefined criteria (further details discussed below). **Represented as a single
block since the feature extraction pipeline is initially fitted onto the training subset and subsequently
used to transform (i.e., extract features from) both the training and validation subsets (further details
discussed below). MTS: Multivariate Time Series.

Data Windowing

The multiple preprocessed patient MTSs were initially transformed to reframe the sequential super-
vised learning problem into a conventional supervised learning format.

Unlike the scenario discussed in section 3.1.2, the outcome variable in this study was dynamic,
exhibiting frequent fluctuations over short time intervals. As a result, different values of the outcome

variable could occur within the same prediction window, where oscillations between states of clinical
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deterioration (outcome class -1), uncertainty (outcome class 0), and improvement (outcome class +1)
were frequent.

As previously mentioned, the patient cohort’s volatility introduced additional difficulties (regardless
of physicians’ experience) in assessing the patient’s clinical condition throughout hospitalization in real-
time, making predicting future clinical trajectories even more challenging. As a result, to ensure greater
alignment with the outcome variable’s dynamic nature, slight modifications were introduced to the struc-
ture depicted in figure 3.1. The modified sliding window method, illustrated in figure 5.3, presented the

characteristics listed below:

» The observation window has a fixed length, spanning three consecutive time points, equivalent

to an 8-hour period (with each timestep having a duration of 4 hours).

» The prediction window is omitted, meaning that prediction time coincides with the last time point
of the observation window. Consequently, the focus shifted to answering the question: ”Based
on the assessment of the observation window, what is the patient’s current clinical condi-
tion?”, rather than "How will the patient’s clinical condition evolve within the next x hours?”, where

2 would otherwise depend on the prediction window’s length.

» The prediction time corresponds to the last time point of the observation window, with the out-

come variable at this time point serving as the predicted value.

» The window shift is equivalent to a timestep, meaning that consecutive instances (in practice,

observation windows) are separated by a 4-hour interval.

Past 8-hour observation Future
Data window (t) Data

ECMO : 12 day of ECMO

) . Prediction "
implementation time (t) support treatment’

A
( )_V_

8-hour observation
window (t;,1)

A
O—x

o E ] icti 12! day of ECMO
i i k Prediction
implementation €« I g
P 4-hour time (tjzq) support treatment
window shift

Figure 5.3: Modified sliding window method applied to convert the multiple patient MTSs into sets of
labeled instances (8-hour windows). *For patients with a length of stay under ECMO support of less
than 12 days, the sliding window spanned the entire period of hospitalization under ECMO support.

The application of the modified sliding window method resulted in the generation of several patient-
specific datasets, each containing numerous independent windows. The data within each window was
vectorized and condensed into a single row in the resulting dataset. Since each window encompassed,
for each variable, measurements obtained at three consecutive time points, a suffix s was appended

to the name of each dynamic (temporal) variable, where s € {1,2,3} denotes the first, middle, and
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last (most recent) measurement (e.g., Heart Rate_1, Heart Rate_2, Heart Rate_3), respectively. Ad-
ditionally, no suffix has been added to the name of static variables, as their value remains unchanged
throughout hospitalization under ECMO support. Ultimately, the dimension of the vector computed from
each window was given by equation 5.10, where n,..;.,- depicts the dimension (i.e., number of elements)
of the vector, naynamic represents the number of dynamic (temporal) variables, and nq+. COrresponds

to the number of static variables.

Nwyector = 3- Ndynamic + Nstatic (51 0)

Outcome-Based Window Selection

Following the execution of the previous step, multiple patient-specific datasets, each comprising
numerous instances (8-hour windows), were generated. Extrapolating information available in table 4.3,
one can conclude that windows labeled as 0 reflect periods where physicians could not confidently infer
the patient’s clinical condition (although remaining possible that clinical developments may be occurring).
Therefore, to prevent the model from using data associated with medical ambivalence and uncertainty
during training, these windows were excluded, resulting in the exclusive utilization of windows labeled

as -1 and +1 for subsequent steps.

Data Splitting

The strategy implemented for partitioning the numerous patient-specific datasets into training and
validation subsets was designed based on the assumption that the model could accurately classify the
patient’s clinical condition (i.e., assign a label of -1 or +1 to indicate clinical deterioration or improvement,
respectively) at a specific time point (prediction time) through exclusively assessing the corresponding
observation window, thereby not requiring access to preceding data. As a result, the implemented strat-
egy performed random assignment of patient-specific windows to the training and validation subsets,

following a process based on the criteria listed below:

» The windows from the training subset for the same patient should precede those assigned to the
validation subset. This precaution prevents information leakage, ensuring the training subset does

not contain future data relative to the validation subset.

» The allocation of windows between the training and validation subsets should maintain the balance

of outcome classes.

Garcia-Gutiérrez et al. [30] proposes a data splitting strategy that assigns all data from each patient-
specific dataset to either the training or validation subset. However, this approach risks introducing
imbalances across the two subsets, potentially failing to capture the diversity of the patient cohort. As
a result, model learning and performance could be compromised, particularly if the model does not en-
counter specific patient subgroups during training. Therefore, to mitigate these risks, the windows from

each patient-specific dataset were randomly assigned to the training and validation subsets, ensuring
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compliance with the aforementioned criteria. This approach ensures that both subsets adequately rep-
resent the patient cohort’s characteristics, allowing the model to learn patterns that reflect the cohort’s

inherent heterogeneity.

Ultimately, a 4:1 ratio was employed to allocate patient-specific windows labeled as -1 and +1

to the training and validation subsets.

Feature Extraction

After splitting the data into the training and validation subsets, the next step involved transforming
the data to ensure compatibility with modeling techniques. As a result, a feature extraction pipeline
comprising the following two steps was designed: scale numerical variables and encode categorical

variables.

Numerical variables were scaled using the StandardScaler method, implemented via the scikit-
learn library [45], which standardizes the data by centering it (subtracting the mean) and scaling it to unit
variance. The corresponding mathematical formulation is presented in equation 5.11, where x denotes

the original value, 1 represents the mean, and o depicts the standard deviation.

=1k (5.11)

This method standardizes each variable to ensure a mean of 0 and a standard deviation of 1. These
transformations are particularly relevant when considering ML models sensitive to feature magnitudes,
preventing variables whose values are concentrated within a substantially higher range relative to the

others from potentially dominating model training.

To ensure compatibility with ML models requiring numerical inputs, categorical variables within the
datasets were encoded using the OneHotEncoder method, implemented via the scikit-learn library [45].
This method’s underlying mathematical formulation converts a categorical variable with k& unique values
(categories) into k binary features (i.e., it transforms each categorical variable into a binary vector where
each category is represented by a separate column containing values of 0 or 1). As an illustrative
example, the result obtained from encoding the categorical variable Obesity Degree depicted in table

5.2 would be the following:

« {0=11,0,0,0],1=[0,1,0,0], 2 = [0,0,1,0], 3 = [0,0,0, 1]}

The feature extraction pipeline was initially fitted to the training subset and ultimately applied to both
the training and validation subsets, transforming them into sets of features suitable for modeling. Fitting
the pipeline to the training subset ensured that the scaling and encoding transformations were exclu-
sively based on the characteristics of the training subset, preventing data leakage from the validation

subset (i.e., ensuring that no information from the validation subset influenced model training).
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5.1.3 Model Training and Hyperparameter Optimization

Following the transformation of the training and validation subsets into sets of features, two conven-
tional ML models were employed: SVM, introduced by Cortes and Vapnik [46], and Random Forest,
developed by Breiman [47]. The selection of these models, rather than more advanced ones (e.g., neu-
ral networks), was motivated by their ability to effectively handle data of small to moderate size (neural
networks typically require large datasets to perform well), which is an essential attribute given the lim-
ited available data in this study. The theoretical insights regarding both models presented below resulted

from the analysis of both foundational works:

« SVM: it performs well in high-dimensional spaces while presenting a notable ability to find the
optimal decision boundary that maximizes the margin between distinct classes, making it espe-
cially effective in handling smaller datasets. This effectiveness is enhanced by the SVM’s ability to

generalize well with fewer data points, namely when paired with an appropriate kernel function.

+ Random Forest: it constructs an ensemble of decision trees, averaging their outputs, which en-
ables the achievement of remarkable predictive performance while simultaneously preventing over-

fitting, which is particularly challenging when dealing with smaller datasets.

The SVM model, implemented via the scikit-learn library [45], was trained considering distinct kernel
functions: linear, polynomial of degree 3, and Radial Basis Function (RBF). The key hyperparameters
of the SVM model, C, which controls the strength of regularization, and ~, which depicts the kernel
coefficient for the polynomial and RBF kernel functions, were assigned the default values as established
in the corresponding scikit-learn implementation: C' = 1; v = scale. Based on this equality, the numerical
value of the hyperparameter ~ is determined through equation 5.12, where n_features denotes the total

number of features and X.var() represents the variance of the input features across the dataset.

1

n_features x X.var()

v = (5.12)

The Random Forest model was also implemented using the scikit-learn library [45]. The training
process involved the optimization of the hyperparameter n_estimators, which depicts the number of
trees within the ensemble. The optimization process encompassed an iterative search approach that

included the following steps:

1. Perform a random search across an established interval (for the first iteration, the interval is defined

by randomly selecting lower and upper boundaries, e.g., [1, 1000]).

2. Assess model performance (details on the methods employed available in the following section) at

various equally distanced points across the interval.

3. Establish a narrower search interval, allowing for a more targeted search in regions corresponding

to higher model performance.

The optimization process described above was executed repeatedly until a sufficiently narrow inter-

val was reached. At that point, model performance was assessed for multiple equally distanced points,
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culminating in selecting the optimal value (i.e., the value that maximizes model performance) for hyper-
parameter n_estimators.

Ultimately, since the models will be used to construct a risk score that provides a real-time estimate
of the risk of clinical deterioration throughout hospitalization under ECMO support for each patient, they
require calibration, which enables the correct quantification of the level of confidence (or uncertainty)
associated with instance-wise predictions, which can be interpreted as reliable probability estimates. For
the SVM model, the boolean parameter probability (designation used in the corresponding scikit-learn
implementation) was set to True, activating the Platt Scaling calibration method, which applies a logistic
regression model to the SVM’s decision function outputs, converting them into calibrated probabilities
[48]. The transformation follows equation 5.13, where p..iinrateqd represents the calibrated probability
estimate, f(x) depicts the model’s decision function output, and A and B are scalar parameters learned

during the calibration process.

1

Pcalibrated = W (5.13)

In contrast, the Random Forest did not contain any internal parameter for activating calibration,
thereby requiring an external method to be employed: CalibratedClassifierCV using the sigmoid

method (implemented via the scikit-learn library [45]), which functions equivalently to Platt Scaling.

5.1.4 Model Evaluation and Selection

After fitting the ML models into the training subset, their performance was assessed using the valida-
tion subset. Considering that the problem at hand consists of a binary classification task (with outcome
classes -1 and +1 representing clinical deterioration and improvement, respectively), the first step within

the evaluation pipeline involved computing a confusion matrix, whose structure is depicted in figure 5.4.

Predicted Positive Predicted Negative
(Outcome Class -1) (Outcome Class +1)
Actual Positive
(Outcome Class -1) True Positive (TP) False Negative (FN)
Actual Negative
(Outcome Class +1) False Positive (FP) True Negative (TN)

Figure 5.4: Structure of the confusion matrix generated to evaluate the ML models’ performance in
distinguishing between clinical deterioration (outcome class -1) and improvement (outcome class +1).

As illustrated in figure 5.4, the confusion matrix provides four potential outcomes: True Positive (TP),
which occurs when the model correctly predicts clinical deterioration (outcome class -1) for an instance
(8-hour window) labeled as -1; FP, where the model incorrectly predicts clinical deterioration (outcome

class -1) for an instance (8-hour window) that in reality is labeled as +1; False Negative (FN), where the
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model incorrectly predicts clinical improvement (outcome class +1) for an instance (8-hour window) that
in reality is labeled as -1; True Negative (TN), which occurs when the model correctly predicts clinical
improvement (outcome class +1) for an instance (8-hour window) labeled as +1.

The next step in the evaluation pipeline involved computing key performance metrics derived from

the confusion matrix, commonly assessed in binary classification tasks:

» Accuracy: represents the proportion of correctly predicted instances (8-hour windows), referring
to both clinical deterioration (outcome class -1) and improvement (outcome class +1), relative to

the total number of instances (equation 5.14).

TP+TN
TP+TN+FP+ FN

Accuracy = (5.14)
 Precision: represents the proportion of instances (8-hour windows) where the model correctly
predicted clinical deterioration (outcome class -1), relative to all instances classified by the model
as -1 (equation 5.15).
TP

Precision = ——— A
recision TP+ FP (5.15)

* Recall (also known as Sensitivity): represents the proportion of instances (8-hour windows) where
the model correctly predicted clinical deterioration (outcome class -1), relative to all instances
labeled as -1 (equation 5.16).

TP

Recall = m (516)

» F-Score: harmonic mean of Precision and Recall, particularly useful for balancing the trade-off
between both metrics, which is especially relevant for imbalanced datasets (i.e., it provides a more
balanced measure of model performance by penalizing large discrepancies between Precision and
Recall) (equation 5.17).

F-Score — 92 - Precision - Recall (5.17)

Precision + Recall

After computing performance metrics derived from the confusion matrix, the Reliability Diagram
(also known as Calibration Curve) was generated for each model to ensure that the models’ decision
function outputs could be interpreted as reliable probability estimates. These diagrams were analyzed
qualitatively (i.e., through visual assessment), with better calibration depicted as higher proximity be-
tween the curve corresponding to the model and the diagonal representing perfect behavior. The reli-
ability diagrams’ generation involved computing the probability of each instance (8-hour window) being
classified as positive (outcome class -1), denoted as p(y; = —1|z;).

These diagrams provide a visual tool to assess how well the models’ predicted probabilities align
with the observed outcomes (ground truth), illustrating the comparison between the average predicted
probabilities and the actual frequency of positives (i.e., the ratio of instances labeled as -1).

For each model, the predicted probabilities were divided into ten equally spaced intervals between 0

and 1. Then, the following two key metrics were calculated for each interval:

1. The average predicted probability for instances within that interval
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2. The relative frequency of actual positives, determined using the ground-truth labels

Finally, the reliability diagram was generated by plotting the relative frequency of actual positives

(y-axis) against the average predicted probability (x-axis) for the multiple intervals.

5.1.5 Model Interpretability

Considering the established objective of producing interpretable results, the SHAP method was im-
plemented [49]. SHAP, which is rooted in cooperative game theory and ensures high local accuracy
and consistency in feature contributions assessment, generates detailed explanations for individual pre-
dictions by quantifying each feature’s contribution to the model’'s output, making it a suitable technique
for understanding complex model behavior [50]. In the context of this study, focused on providing in-
terpretable and actionable insights on the patient’s clinical condition throughout hospitalization under
ECMO support, SHAP’s capacity to provide consistent explanations across features is invaluable, which
is particularly important given the high intensity, complexity, and volatility of the clinical settings consid-
ered. The guidelines available at the GitHub repository provided by Lundberg and Lee [49] were central
to implementing the SHAP method.

As described in section 5.1.2, each patient's MTS was transformed into a set of labeled 8-hour
windows, where each window comprised three consecutive measurements for each variable, distin-
guishable through suffix s € {1, 2,3} appended to the variables’ names, depicting the first, second, and
third (most recent) measurements. The SHAP method’s application to this particular dataset, exclusively

considering the validation subset, followed the two-step methodology described below:

1. SHAP values computation: the SHAP values were computed for each variable at different in-
stances (8-hour windows). Since each variable appears three times within the same instance,
the single SHAP value referring to each variable was computed by averaging the SHAP values
obtained for the three corresponding measurements. This approach ensured that the temporal
relationships captured across the different instances were appropriately reflected in the overall
feature importance scores. The result is a matrix of SHAP values with dimensions n x m, where n
depicts the number of instances (8-hour windows) within the validation subset, and m represents

the number of variables in the dataset.

2. SHAP values selection: as discussed in section 5.2, the primary objective of this study is to
develop arisk score that provides a real-time estimate of the risk of clinical deterioration throughout
hospitalization under ECMO support for each patient. Therefore, the SHAP values corresponding
to outcome class -1 were selected for further analysis, as these values provide critical insights into

the model’s decision-making process for identifying periods of clinical deterioration.

Finally, the SHAP values, denoting feature importance scores, were visualized using a SHAP sum-
mary plot. This easily interpretable, highly informative, and intuitive tool depicts the relationship between
features and the selected outcome (in this case, clinical deterioration). In the SHAP summary plot, each

row corresponds to a unique feature for which multiple dots are displayed, each depicting the SHAP

52



value corresponding to a specific instance (8-hour window) of the validation subset. The color of these
dots expresses the feature value (with blue indicating lower values and red indicating higher values).
On the other hand, their position along the x-axis reflects the feature’s impact on the model’s output
for the selected outcome, where negative and positive values denote an inverse and direct relationship

between feature and outcome, respectively.

5.2 Phase 2: Development of a Machine Learning Risk Score for

Real-Time Assessment of the Patient’s Clinical Condition

The second phase aimed to leverage the best-performing, calibrated, and interpretable ML model
outputted through the preceding phase to develop a tool for assessing each patient’s clinical condition
throughout hospitalization under ECMO support in real time. Specifically, this tool consisted of a risk
score that provided an estimate of the likelihood of clinical deterioration at each time point across the
hospitalization period.

The development of the risk score involved extensive optimization of the underlying mathematical
formulation (section 5.2.1) and performance evaluation through two complementary approaches: quali-
tative and quantitative, as detailed in section 5.2.2.

5.2.1 Development and Optimization

As outlined in section 5.1.2, model training exclusively involved instances (8-hour windows) labeled
as -1 and +1, excluding the remaining, labeled with outcome class 0. The first step involved applying
the ML model outputted through the first phase to the multiple patient MTSs, each encompassing the
hospitalization period comprised between ECMO implementation and the 12" day of ECMO support (or
the entire hospitalization period if the length of stay under ECMO support was less than 12 days). This
process generated predictions and the corresponding decision function outputs (interpretable as reliable
probability estimates after ensuring model calibration) for all instances of every patient, including those
labeled as 0. The predictions and probability estimates corresponding to instances labeled as 0 were
aggregated with the results obtained during model training and validation for instances labeled as -1 and
+1, preserving the datasets’ temporal order.

Initially, a curve connecting the probability estimates corresponding to outcome class -1 was gen-
erated for each patient, resulting in patient-specific scores illustrating the risk of clinical deterioration at
different time instants during hospitalization. While providing instance-based probability information may
be valuable, physicians were primarily interested in assessing trends observed over time.

To effectively incorporate these observations, the risk score’s mathematical formulation was de-
signed to balance the significance of individual probability estimates with the overall trends observed
over time. The resulting mathematical formulation is depicted in equation 5.18, where p,(t) represents
the smoothed probability estimate for clinical deterioration at time ¢, dr-(t) s the derivative (trend

dt
component), computed using p;(¢) and depicting the rate of change of the smoothed probability esti-
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mate, and « is an optimization parameter that controls the relative contribution of the trend component

compared to the smoothed probability estimate.

' dps(t)
dt

s(t) = ps(t) + « (5.18)

The probability estimates for each patient were smoothed using a rolling window with a moving
average. The rightmost element of the window corresponds to the probability estimate at the current
time instant (p(t)), ensuring that only past and present data were considered during smoothing, an
essential requirement for real-world applicability. Letting n denote the rolling window length (number of
instances within the rolling window), p(¢) represent the probability estimate for the current time instant ¢,
and ¢ depict the number of preceding instances (8-hour windows) relative to ¢, the smoothed probability

estimate p,(t) was computed through equation 5.19.

S op(t—k) fori<n

LS opt—k)  fori>n

ps(t) = (5.19)

Similarly to the process applied to smooth the probability estimates, the derivative (trend compo-
nent) was computed using a rolling window. The rightmost element of the window depicts the smoothed
probability estimate at the current time instant (ps(¢)), once again ensuring that only past and present
data were considered during computation. Due to the patient cohort’s volatility, sudden shifts in clinical
dynamics are frequent (e.g., a patient showing signs of improvement may rapidly deteriorate). There-
fore, to ensure sufficient sensitivity to fluctuations in p,(¢) and preserve the ability to highlight relevant
shifts in clinical dynamics, smoothing was not applied to the trend component, offsetting the risk of
over-smoothing (especially considering that this signal results from already smoothed values). Letting
m denote the rolling window length (number of instances within the rolling window), p(t) represent the
smoothed probability estimate for the current time instant ¢, and ¢ depict the number of preceding in-

dps (t)

stances (8-hour windows) relative to ¢, the derivative (trend component) was computed through

equation 5.20.

0 fori =0

dps(t ;

pdt( ) _ pe()=ps (t=0) for1 <i<m (5.20)
p(t)—P—<f1—m+1) fori>m

The optimization of the risk score’s mathematical formulation, depicted in equation 5.18, involved
fine-tuning three essential components through a series of iterative trials: the length of the rolling window
applied for smoothing the probability estimates (smoothing window); the length of the rolling window
employed to compute the trend component (trend window); the parameter «, which controls the relative

contribution of both components in the risk score.

For each iteration of the fine-tuning process, a unique combination of elements was evaluated and

optimized based on specific performance criteria, detailed below, which were jointly assessed to ensure
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the best possible outcome:

* Smoothing window: the smoothing window’s length optimization required balancing the need to
suppress short-term fluctuations, which may not signify relevant clinical events, with the require-
ment to avoid excessive distortion that could conceal meaningful trends in the patient’s clinical

condition.

» Trend window: the trend window’s length optimization required balancing the need to simultane-
ously emphasize critical clinical dynamics (e.g., an upward trend within a period of elevated values
for ps(t), and a downward trend within a period of lower values for p;(t)), and soften periods of
increased clinical uncertainty (e.g., an upward trend within a period of lower values for p4(t), and

a downward trend within a period of elevated values for p,(t)).

* a: the optimization of «, constrained within the interval [0, 5], involved ensuring an appropriate

weighting of both components of the risk score: p,(t) and 22s(1)

The lengths of both rolling windows (i.e., the number of instances they encompass) were constrained
within the interval [2, 7], corresponding to a duration between 4 and 24 hours. Based on discussions with
physicians, windows exceeding this range were excluded, as longer windows risked diminishing the risk
score’s ability to capture the evolving dynamics of the patient’s clinical condition.

Finally, to ensure consistency and comparability across iterations, the risk score was scaled using
the MinMaxScaler, implemented via the scikit-learn library [45], mapping it to the range [0, 1].

The main objectives considered when evaluating the risk score’s performance across iterations were

the following:

» Ensure that the risk score demonstrates consistent behavior, aligning with the physicians’ assess-
ment of the patient’s clinical condition throughout hospitalization, while simultaneously avoiding

erratic behavior.

+ Ensure that the risk score demonstrates the ability not only to accurately detect periods of clini-
cal deterioration and improvement (expected assuming that the ML model performed well during

training and validation) but also to predict them in advance.

Ultimately, assessing the achievement of these objectives necessitated both qualitative and quan-

titative approaches, as outlined in section 5.2.2.

5.2.2 Evaluation and Selection

The risk score’s performance was evaluated through two complementary approaches: qualitative
and quantitative.

Qualitative assessment of the risk score’s performance encompassed plotting the risk score for the
multiple patients in the study. Designing an interpretable and informative visualization for the risk score

involved several steps, starting with establishing the plot’s background, under which to represent the risk
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score curve, which depicts the values computed through equation 5.18. The plot’s background should
be able to intuitively convey the ground truth, meaning the patient’s clinical condition according to the
physicians’ assessment, thereby enabling the evaluation of the risk score’s behavior and its ability to
align with medical assessment. Accordingly, the color scheme described below was established for the

plots’ background:

» Green: indicates clinical improvement, representing instances (8-hour windows) labeled with out-

come class +1 by physicians.

» White: indicates clinical uncertainty, representing instances (8-hour windows) labeled with out-

come class 0 by physicians.

* Red: indicates clinical deterioration, representing instances (8-hour windows) labeled with out-

come class -1 by physicians.

After generating the background for each patient, which required access to the ground-truth labels,
patient-specific risk score curves were represented against the corresponding background. As detailed
in section 5.1.2, each data point on the curve represents an 8-hour window, separated from adjacent
data points (windows) by a 4-hour interval. Therefore, the risk score curve starts at the time point
indicating 8 hours after ECMO implementation (this being the earliest point from which sufficient data for
building 8-hour windows is available), meaning that estimates for the risk of clinical deterioration were
not provided for the time points depicting ECMO implementation and the following 4 hours.

The risk score was designed to classify instances (8-hour windows) reflecting clinical deterioration
and improvement in real-time (as evaluated in section 5.1.4) while simultaneously aiming to anticipate
such events. Therefore, performance evaluation primarily focused on its behavior within predefined
time windows preceding periods of clinical deterioration and improvement. The remaining plot sections
do not yield such valuable insights: within white regions (depicting periods of clinical uncertainty), the
risk score’s behavior cannot be meaningfully evaluated as ground-truth assessments regarding clinical
progression are not available for comparison (although erratic behavior is not anticipated); within red
and green regions, for which physicians provided confident assessments of the patient’s clinical state,
the risk score’s behavior is expected to align with the physicians’ classification (assuming that the model
performed well during training and validation).

As indicated by physicians, accurately anticipating these patients’ clinical trajectories is highly chal-
lenging. Based on this input, windows of 4, 8, and 12 hours preceding periods of clinical deteriora-
tion and improvement were considered for subsequent evaluation.

Quantitative assessment of the risk score’s performance involved computing Receiver Operating
Characteristics (ROC) curves for the aforementioned time windows. These curves represent the False
Positive Rate (FPR) on the x-axis (equation 5.21), against the True Positive Rate (TPR) on the y-axis

(equation 5.22).

FpP

FPR= ———— =
R FP+TN

1 — Specificity (5.21)
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TP

TPR=75TFN

= Sensitivity (5.22)

The computation of the ROC curves followed an iterative process, where progressively higher deci-
sion thresholds (values that define the boundary between predicting clinical deterioration and improve-
ment) were applied within the range [0, 1], with increments of 0.01. At each iteration, the risk score was
evaluated over predefined time windows (4, 8, and 12 hours preceding periods of clinical deterioration
and improvement). The threshold value determined the classification of the risk score’s estimate for a
given time window as one of the following: TP (the risk score correctly predicts clinical deterioration in
advance), FP (the risk score incorrectly predicts clinical deterioration when in reality the patient’s clinical
condition is improving), FN (the risk score incorrectly predicts clinical improvement when in reality the
patient’s clinical condition is deteriorating), or TN (the risk score correctly predicts clinical improvement
in advance). After performing these evaluations for each threshold on a patient-by-patient basis, the fol-
lowing key metrics were computed: FPR, which depicts the proportion of periods of clinical improvement
misclassified as clinical deterioration, indicating the likelihood of a false alarm (incorrectly signaling clin-
ical deterioration); TPR, which represents the proportion of periods of clinical deterioration successfully
predicted by the risk score within the predefined time windows.

Finally, after computing the FPR and TPR for all decision thresholds and predefined time windows,
the ROC curves were generated. The area under the curve was also calculated, serving as the decisive
metric for selecting the optimal risk score (i.e., the smoothing and trend windows’ length and the value

of a, the three essential components considered for fine-tuning the risk score).

57



Chapter 6

Results and Discussion

The research methodology described in chapter 5 aimed to leverage ML techniques to process and
model multidimensional and multidomain datasets referring to patients undergoing ECMO support. The
ultimate objective consisted of creating a tool that supports physicians in high-quality medical judgment
and decision-making by providing accurate and interpretable real-time estimates of the risk of clinical
deterioration throughout hospitalization under ECMO support for each patient.

The evaluation of the outcomes of the proposed research methodology involved a comprehensive
strategy combining technical analyses and context-based observations, as will be discussed throughout

this chapter.

6.1 Phase 1: Development of a Machine Learning Model for Clas-

sification of Clinical Deterioration and Improvement

The first phase of the research methodology involved processing the multiple patient MTSs, trans-
forming them into a format suitable for applying ML models to detect clinical deterioration and improve-
ment. Despite limited data availability (the datasets from 81 patients, each constrained to the first 12
days of hospitalization under ECMO support, were considered), robust data preprocessing and feature
engineering pipelines were employed. These steps facilitated the transformation of a sequential super-
vised learning problem into a standard supervised learning one, enabling conventional ML models to
achieve substantial performance in distinguishing between clinical condition deterioration and improve-
ment, underscoring the strength of methodological choices shaped by the study’s inherent limitations.

The results obtained within each phase of the ML pipeline employed will be analyzed and discussed

throughout this section.

6.1.1 Data Preprocessing

The first step in the data preprocessing pipeline involved performing outlier detection and removal.

As outlined in section 5.1.1, selecting the most appropriate strategy required careful consideration of the
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patient cohort’s unique characteristics. Due to the critical clinical state and inherent volatility of patients
hospitalized under ECMO support, certain variables exhibited erratic behaviors, resulting in extreme
measurements. While such measurements would typically be flagged as outliers using conventional
methods (e.g., statistical-based), they actually reflected natural clinical occurrences within this study.
Consequently, using a rules-based approach, validated by physicians prior to implementation, proved
to be highly effective at eliminating significant inaccuracies, mainly derived from manual data entry
errors. The application of this strategy resulted in a relatively low outlier incidence, highlighting the
robustness of the ICU’s automated data collection and management systems while also underscoring
the physicians’ adherence to established protocols.

Following outlier detection and removal, missing values for each variable were imputed using strate-
gies tailored to their specific characteristics. Missing values for static (time-independent) variables were
manually recovered from the ICU’s information system. For dynamic (time-independent) variables, two
distinct approaches were considered: for continuous numerical variables, the multivariate Iterative Im-
puter algorithm, a widely used method across similar studies, was applied; for categorical variables,
missing values were imputed using backward and forward filling based on the first available measure-
ment within a 3-day adjacent time window, with the missing value being classified as unknown if no valid
measurement was found within this window. The latter approach minimized the risk of incorporating
outdated, potentially misleading information into the patients MTSs, thus avoiding compromising the ML
models’ learning outcomes. Notably, this scenario did not arise, reaffirming the physicians’ adherence
to established protocols.

Figure 6.1 presents an overview of the incidence of outliers and missing values for all the variables
across the multiple patient MTSs, with missing values generated through outlier removal not being con-
sidered.

Overall, both the outlier and missing value rates were relatively low, especially considering that an
initial filtering process was employed to eliminate grossly anomalous variables that would have other-
wise compromised data quality and, by extension, the validity of the results (further details available
within section 4.4.2). It is relevant to note the absence of outliers and missing values for the static
(time-independent) variables Age, Sex, Obesity Degree, Diabetes, Hypertension, and Infection. These
variables were manually recorded in each patient's MTS by consulting the corresponding clinical file,
thereby avoiding reliance on physician manual entry and automated data acquisition and registration
systems. Ultimately, the impact of artificially introduced data was minimal.

After ensuring data quality and consistency, the subsequent step involved computing the derived vari-
ables represented via equations 5.1 to 5.9. These variables, established cooperatively with physicians,
hold significant clinical relevance in the context of this study, further enhancing its innovative nature.
Notably, an extensive literature review revealed that these variables have not been previously reported
in similar studies.

The final step of the data preprocessing pipeline involved evaluating the correlation between specific
variables across the multiple patient MTSs using Spearman’s rank correlation coefficient. This analysis

focused on identifying dynamic patterns and temporal relationships between variables, which ultimately
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Figure 6.1: Incidence of outliers and missing values across all variables within the multiple patient MTSs.

led to the exclusion of several categories of variables:

+ Static (time-independent) variables: these variables (Age, Sex, Obesity Degree, Diabetes, Hy-
pertension, Infection, SAPS Il, Murray Score) do not change within a patient’s MTS and thus offer

no meaningful insights in the context of temporal correlation assessment.

* Nominal categorical variables: these variables (VAP, Non-VAP Infection, Ventilatory Mode) were
excluded since Spearman’s rank correlation is unsuitable for unordered categories, as it ranks the

data before computing correlations.

+ Variables with zero variance for at least one patient’s MTS: these variables (Rotations, SatO,
Post-Filter, Respiratory Rate, FiO,, PEEP, O, Concentration) were excluded since Spearman’s
rank correlation relies on rank-based differences, meaning variables that do not change over time

provide no information for correlation analysis.

Derived variables computed in the preceding step were also omitted from this analysis, as their
clinical relevance requires further consideration in subsequent stages.

Correlation matrices were initially computed for each patient. These matrices were then aggregated
into a single, averaged matrix to provide a general overview of the correlations across the patient cohort.
While averaging individual matrices does not offer a perfect reflection of the underlying correlations, the

aggregated matrix, illustrated in figure 6.2, serves as a reliable proxy for the overall correlation structure.
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Figure 6.2: Correlation matrix obtained after aggregating the multiple patient-specific correlation matri-
ces computed considering the Spearman’s rank correlation coefficient.

The most notable correlations observed across the multiple patient MTSs encompassed the follow-
ing variable pairs: (SatO, Pre-Filter, PaO, Pre-Filter), (Arterial PaCO., pH), and (Arterial SatO-, Arterial
PaO.). To determine which variable to exclude from each pair, an initial analysis focused on evaluating
model performance by iteratively considering different combinations of these six variables was con-
ducted. However, model performance remained practically unchanged regardless of the combinations,
leading to the abandonment of this approach. Furthermore, including all highly correlated variables did

not lead to any performance increment, reinforcing the decision to proceed with variable exclusion.

Ultimately, an alternative approach focusing on the incidence of artificially added values was em-
ployed, leading to the exclusion of variables exhibiting the highest overall incidence of such values. Re-
ferring to figure 6.2, the variables with the higher incidence for each pair were: PaO, Pre-Filter (1.24%
vs. 0.68%), pH (0.43% vs. 0.3%), and Arterial SatO, (0.49% vs. 0.36%). Consequently, variables
PaO, Pre-Filter, pH, and Arterial SatO, were excluded from the multiple patient MTSs.

Excluding highly correlated variables that did not impact model performance reduced the datasets’
dimensionality and overall complexity, preventing redundant information from being incorporated in sub-
sequent analyses. Also, by considering fewer variables, the datasets’ construction process was further
simplified, enhancing applicability and ultimately facilitating the interpretation of results.
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6.1.2 Feature Engineering

The first step within the feature engineering pipeline involved transforming each patient’s MTS into
multiple independent, labeled windows, each comprising three consecutive time points. This transfor-
mation was essential to preserve temporal dependencies within the data, a critical aspect regarding the
analysis of clinical information where consecutive observations often reveal trends indicative of the pa-
tient’s clinical condition progression throughout hospitalization under ECMO support. By incorporating
consecutive time points within each window, the model could effectively capture patterns and temporal
dynamics, which would not be possible if it relied exclusively on isolated observations. The results of

this transformation are illustrated in table 6.1.

Table 6.1: Results obtained after transforming each patient’s MTS into multiple labeled windows, each
comprising three consecutive time points

Outcome Total windows Patients with windows exclusively labeled with outcome class

-1 632 (12.32%) 2 (2.47%)
0 3430 (66.87%) 14 (17.28%)
+1 1067 (20.8%) 0 (0.0%)

Table 6.1 shows that most resulting windows were labeled as 0. While ternary classification was
initially considered, significant class imbalance and the specific characteristics of windows labeled as 0
(indicative of medical uncertainty) led to poor predictive performance (regardless of window length and
overall training settings), with the model exhibiting a considerable difficulty in distinguishing between the
three outcome classes. Based on these observations, windows labeled as 0 were excluded from the
model development process, resulting in a reduction of 66.87% in the total number of windows, limiting
data availability for model training. However, this approach enabled data quality to be maximized, lead-
ing to enhanced predictive performance and ultimately improved model applicability, as its development
exclusively encompassed windows indicative of medical certainty. Consequently, subsequent analy-
ses, including determining the optimal window length, were conducted exclusively considering windows
labeled as -1 and +1 (binary classification task).

Extensive experimentation validated the decision to establish the optimal window length at three time
points. Various window sizes, ranging from 1 (isolated observations) to 14 time points (representing
a 48-hour period), were assessed to balance temporal dynamics and model performance. Although
higher dimensional windows could theoretically capture more long-term trends, they also increased the
complexity and dimensionality of the datasets, heightening the risk of model overfitting and leading
to more substantial computational inefficiencies. Conversely, lower dimensional windows limited the
model’s ability to account for temporal dynamics, reflected in poorer predictive performance.

The results of these experiments revealed a significant performance decline when considering win-
dows of length 1 (isolated observations) and 2 (4-hour period), with a 40% and 20% average reduction
in performance metrics (section 5.1.4), respectively. Peak performance was achieved when considering

windows comprising three consecutive time points, after which it stagnated up to six time points. Per-
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formance gradually declined for windows with lengths constrained within the interval [7, 14], suggesting
no benefit in considering higher dimensional windows to capture meaningful time-related information.
This observation can be attributed to the volatility and critical clinical state inherent to the patient cohort,
meaning that significant changes in their clinical condition typically occur suddenly (i.e., within shorter
periods). Higher dimensional windows likely diluted this crucial information by blending time points cor-
responding to periods of clinical stability preceding deterioration or improvement, ultimately obscuring

relevant trends and temporal dynamics.

Finally, vectorizing each window into a fixed-length feature vector which, by application of equation
5.10, resulted in a total of 87 elements, enabled conventional ML models (SVM and Random Forest)
to process the temporal structure of the data without requiring more complex and computationally in-
tensive architectures (e.g., neural networks). Ultimately, this approach maintained the balance between

capturing essential temporal patterns and ensuring computational efficiency.

As shown in table 6.1, removing windows labeled as 0 resulted in the exclusion of 14 patients from
the model development process. This exclusion had a notable impact, as it reduced the number of
available patients by 17.28%, eliminating individuals with distinct characteristics, clinical trajectories,
and treatment responses, ultimately limiting data availability for model development. Consequently, the
ability of the remaining datasets (particularly the training subset) to capture the patient cohort’s inherent
complexity and diversity was significantly diminished, impacting the model’s ability to learn patterns
that effectively represent the heterogeneity of the patient population. This challenge underscored the
importance of carefully designing and implementing an appropriate data splitting strategy to mitigate
these limitations.

In contrast to the implemented methodology, a patient-based data splitting strategy (i.e., assign-
ing all windows corresponding to a single patient to either the training or validation subset) was found
to substantially decrease model performance, with a 15% average reduction in performance metrics.
Furthermore, this approach inherently limits the model’s exposure to different patient subgroups during
training, likely contributing to the observed performance decline.

An alternative strategy, which involved randomly assigning patient-specific windows to both the train-
ing and validation subsets neglecting temporal relationships (i.e., without maintaining temporal order),
was also considered. However, this approach not only facilitated data leakage, where the model trains
on data that is influenced by preceding observations assigned to the validation subset) but also resulted
in a non-negligible decline in model performance (average 8% reduction in performance metrics). This
decline was likely due to the disruption of temporal relationships critical for modeling time-independent
patient dynamics.

Ultimately, a total of 1334 windows were assigned to training subset and 365 to the validation subset.
The findings above presented validated the chosen data splitting strategy, which ensured that patient-
specific windows assigned to the validation subset were preceded by those used for training, thereby
simulating real-world scenarios where the model must predict future outcomes based solely on past
data. This approach not only improved the models’ predictive performance but also enhanced its appli-

cability by ensuring that the development process mirrored real clinical decision-making workflows.
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In the feature extraction process, both the StandardScaler and MinMaxScaler methods, imple-
mented via the scikit-learn library [45], were initially considered for scaling numerical variables. The
selection of the most appropriate method was heavily influenced by the characteristics of the data,
which consisted of multiple, highly volatile MTSs referring to patients hospitalized under ECMO support.
Even after performing outlier detection and removal, substantial oscillations and significant, often sud-
den variations in the data were frequently observed, which, despite looking abnormal, reflected natural
occurrences. As a result, certain variables had most values concentrated within a narrow range, with a
few extreme values significantly deviating from the norm.

The MinMaxScaler method scales numerical variables into a specific range (e.g., [0, 1]) based on their
minimum and maximum values. However, this approach was unsuitable for the data, as the frequent
occurrence of extreme values significantly impacted data distribution, causing the compression of most
data points into a very narrow range for certain variables, with the extreme measurements occupying
the remaining space. This uneven scaling compromised the ML models’ ability to assess the differences
among typical data points (as these were excessively compressed), thus compromising their ability to
learn relationships and meaningful patterns.

Regarding encoding categorical variables, the LabelEncoder method, implemented via the scikit-
learn library [45], which maps categories to integers, was also initially considered. However, in this study,
the LabelEncoder method introduced misleading ordinal relationships into the data, leading the models
to infer nonexistent hierarchical structures among categories. The data used within this study comprised
several categorical variables, including Obesity Degree, represented by integer values ranging from 0
to 3, akin to the output of the LabelEncoder method. This representation introduced an artificial ordinal
structure that lacked meaningful interpretation, hindering the models’ learning process and, ultimately,
their performance.

Ultimately, the feature extraction pipeline integrated the StandardScaler method for scaling numer-
ical variables and the OneHotEncoder method for encoding categorical variables. These methods were
carefully selected considering data characteristics and the specific strengths and limitations of the ML
models employed (e.g., the SVM model’s sensitivity to feature magnitudes, which necessitated the use of

a scaling method like StandardScaler, which preserved the relative distributions of numerical features).

6.1.3 Model Training and Hyperparameter Optimization

Both the SVM and Random Forest models were trained and further evaluated for their ability to
distinguish between clinical deterioration (windows labeled as -1) and clinical improvement (windows
labeled as +1). The SVM model was trained using three distinct kernel functions: linear (employed as
a baseline for comparison), polynomial with degree 3, and RBF, and did not undergo any additional
hyperparameter optimization.

Conversely, the Random Forest model’s training process involved optimizing the hyperparameter
n_estimators, which depicts the number of trees in the ensemble, through an iterative search approach

(further details available in section 5.1.3). The initial search window was set to [0, 1000], followed by
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a progressive narrowing of its length based on model performance, culminating in the identification of
a sufficiently narrow search window: [50, 150], associated with enhanced model performance. Within
this search window, performance remained relatively stable, particularly across the range [90, 110]. UI-
timately, the optimal number of trees was set to 100. The results derived from evaluating the perfor-
mance of the SVM model with each kernel function and the Random Forest model with 100 trees are
available in section 6.1.4.

Model calibration was another crucial step when training the models, as calibrated decision function
outputs (i.e., probability estimates) were subsequently used to compute a risk score. Calibration per-
formance was evaluated for the SVM model with three distinct kernel functions and the Random Forest
model with 100 trees. Platt Scaling was selected as the optimal calibration method due to its reduced
susceptibility to overfitting, a particularly relevant feature given the small size of the data.

Isotonic Regression, an alternative calibration method, was also considered. However, due to its
significant proneness to overfitting in smaller datasets, this method was discarded. Isotonic Regression
works by fitting a non-decreasing function to the data (lying as close to the observation as possible),
making it highly flexible (particularly relevant for larger datasets) and capable of capturing intricate re-
lationships. However, this can lead to overfitting when fewer data points are available, as sensitivity to
small fluctuations in the data increases, ultimately impairing its ability to generalize effectively [48].

Ultimately, the selection of the SVM and Random Forest models was primarily motivated by their
remarkable ability to handle datasets of small to moderate size, an essential feature given the limited
data availability in this study. Furthermore, data scarcity posed a significant challenge, requiring careful
selection of ML models capable of performing well under these conditions.

Additionally, these models also exhibit a notable ability to handle large datasets (particularly the
Random Forest model), as they are capable of accurately learning complex, nonlinear relationships in
the data. While the SVM can also capture nonlinear patterns, it requires a nonlinear kernel, such as
polynomial (degree > 2) and RBF. This feature offers a pathway for scalability, a key consideration in
the model selection process, as future phases of this study should involve applying these models to

increasingly larger datasets, making their ability to generalize to more complex data highly relevant.

6.1.4 Model Evaluation and Selection

Initially, a confusion matrix, structured as illustrated in figure 5.4, was computed for each model.
From these, the following performance metrics were calculated: Accuracy (equation 5.14), Precision
(equation 5.15), Recall (equation 5.16), and F-Score (equation 5.17), considered for evaluating the
ML models’ behavior and predictive performance. However, ultimately, the primary metric used for
selecting the best-performing model was the F-Score.

Accuracy was excluded as a reliable performance metric due to its vulnerability to bias in the pres-
ence of class imbalance. As shown in table 4.4, there is a noticeable imbalance between the number of
samples (and ultimately windows) corresponding to outcome class -1 and +1. This imbalance risked in-

flating accuracy, as a model biased toward predicting the majority outcome class (+1) could still achieve
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a considerable accuracy score without genuinely reflecting predictive performance.
In contrast, Precision and Recall were established as critical performance metrics in this study, pri-
marily due to their relevance in real-world clinical applications. A detailed discussion of their significance,

with a contextual framework, is provided below:

» Precision measures the predicted positive rate, being particularly important for minimizing FPs,
which occur when the model incorrectly predicts clinical deterioration for a window that, in reality,
reflects clinical improvement. In this study, limiting FPs is critical since unnecessary alerts for clin-
ical deterioration can lead to unreasonable, potentially compromising human (e.g., physicians and
nurses) and material (e.g., medical equipment) resource relocation. Moreover, FPs could trigger
unnecessary therapeutic interventions that might carry adverse side effects, ultimately impacting
the patient’s clinical trajectory. An excessively elevated rate of false alarms can also aggravate
alarm fatigue among healthcare professionals, which is particularly undesirable in such a high-
intensity and challenging environment like the ICU, already characterized by intense alarm activity
(particularly considering the management of critically ill patients hospitalized under ECMO sup-

port).

* Recall: measures the TPR, being particularly important for minimizing FNs, which occur when the
model incorrectly predicts clinical improvement for a window that, in reality, reflects clinical deterio-
ration. In clinical practice, an automated system that frequently fails to detect clinical deterioration
could lead to unintended relaxation in patient monitoring, facilitate premature cessation of essen-
tial therapeutic interventions, and cause resource misallocation. FNs pose a significant risk, as
they may delay critical interventions, potentially leading to life-threatening situations that require
urgent decision-making, ultimately increasing the likelihood of medical errors and jeopardizing the

quality of care and patient outcomes.

The F-Score provides a balanced assessment of the models’ performance, considering both FPs
and FNs, by combining Precision and Accuracy into a single metric through their harmonic mean. This
balanced evaluation is particularly relevant in this study, where it is imperative to minimize both types of
errors to ensure an automated system based on the ML models developed does not compromise clinical
decision-making, quality of care, or patient safety.

The performance metrics for the various ML models, computed using the validation subset, are

presented in table 6.2.

Table 6.2: Performance metrics for the ML models. * Polynomial; ** Random Forest.

Metrics Models
SVM (Linear) SVM (Poly*) SVM (RBF) RF**
Precision 0.9567 0.9918 0.9767 0.9959
Recall 0.9644 0.9526 0.9526 0.9565
F-Score 0.9606 0.9718 0.9659 0.9758
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Although the difference in performance between the models is minimal, the Random Forest with
100 trees demonstrated the highest F-Score (0.9758), as highlighted in table 6.2. The corresponding

confusion matrix is illustrated in figure 6.3.

Outcome Class -1 110 2

Actual

Qutcome Class +1 - 8

Outcomel Class -1 Outcome Class +1

Predicted

Figure 6.3: Confusion matrix for the Random Forest model with 100 trees, computed using the validation
dataset.

The results presented in table 6.2 demonstrate the models’ capability to accurately distinguish be-
tween clinical deterioration (windows labeled with outcome class -1) and clinical improvement (windows
labeled with outcome class +1), an expected outcome given the clear separation between these out-
come classes in the feature space. If the models had been unable to perform this task, which is easily
achievable for experienced physicians, their added value (i.e., support medical evaluation and decision-
making) would have been nullified.

Given that the selected model would be used to develop a risk score based on its decision function
outputs, it was essential to assess the calibration of the models to ensure that these outputs could
be interpreted as reliable probability estimates. As described in section 5.1.4, model calibration was
evaluated qualitatively, relying exclusively on visual analysis of the reliability diagrams, also known as
calibration curves. Consistent with the results observed for the performance metrics, the Random Forest
model with 100 trees outperformed the remaining models in terms of calibration, this time with a more
substantial margin. Figure 6.4 presents the reliability diagrams, computed using the validation subset,
for both the uncalibrated and calibrated (via the Platt Scaling method) versions of the Random Forest
model with 100 trees, enabling a direct comparison of their calibration performance.

The comparison between the reliability diagrams for the uncalibrated and calibrated versions of the
Random Forest model with 100 trees demonstrated a substantial improvement in calibration following
the application of the Platt Scaling method. The uncalibrated model (blue curve) exhibits significant de-

viations from the diagonal (perfect calibration), indicative of miscalibration, reflected in the tendency to
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Figure 6.4: Reliability diagrams (or calibration curves) for the uncalibrated (blue curve) and calibrated
(green curve) versions of the Random Forest model with 100 trees.

underestimate and overestimate the probabilities for outcome class -1. In contrast, the calibrated model
(green curve) aligned more closely with the diagonal (particularly within the probability range [0.2, 0.5]),
revealing that the calibration process successfully improved the precision of the model’s probability esti-
mates.

Although the calibrated model did not achieve perfect calibration, its performance was considerably
better across all probability ranges, correcting the miscalibration (i.e., reducing the degree of undercon-
fidence and overconfidence) observed in the uncalibrated model. However, the curves of both models
displayed a more inconsistent behavior within the interval [0.6, 1] on the x-axis, suggesting that the model
struggled with higher probability predictions. This instability was attributed to the limited number of posi-
tive samples (windows labeled as -1), which totaled 112 instances, as can be inferred from the confusion
matrix (figure 6.3). This small sample size likely increased statistical noise within this interval, making it
challenging for the model to generate stable calibration results. Considering this limitation, probabilities
within this range were cautiously interpreted.

Despite the fluctuations encountered when assessing the reliability diagrams, the calibrated Random
Forest model with 100 trees revealed the ability to produce probability estimates that could be reasonably

interpreted as reliable, fulfilling a critical requirement for developing an accurate, trustworthy risk score.

6.1.5 Model Interpretability

SHAP analysis was conducted to assess the contribution of each feature to the model’s predictions
regarding clinical deterioration (outcome class -1), aligning with the study’s objective to develop an
interpretable ML model for subsequent use in building a risk score. The SHAP method’s implementation
followed a methodology adapted to the characteristics of the data, as detailed in section 5.1.5.

Figure 6.5 presents the SHAP summary plot computed for the validation subset. To ensure the
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model’'s generalization, a comparison with the SHAP summary plot referring to the training subset was
performed. The analysis revealed that the top 10 features remained consistent across both subsets, with
only a minor rank change involving variables Rotations and Native Lung O, Transfer. This consistency
indicated that the patterns learned during training were effectively transferred to the validation subset,

underscoring the model’s ability to produce stable, reliable, and interpretable predictions.

High
Tidal Volume ~ semgffffpes — s
ECMO Pump Flow B
Rotations —&— .o
Native Lung O2 Transfer *-. .
Murray Score —‘-.— §
Age +—m . %
Respiratory Rate —*— -
Air Flow -’—---
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Figure 6.5: Display of the top 10 features ranked by their mean absolute SHAP values, with features
listed in descending order of importance for predictions. Each feature plot illustrates SHAP values across
observations (x-axis), color-coded to represent low (blue) to high (red) feature values. The absolute
value indicates the contribution extent, with the sign denoting positivity or negativity.

The SHAP summary plot results were reviewed and discussed with physicians, who provided in-
sights into the behavior of the multiple contemplated features, leading to a deeper understanding of the
underlying clinical dynamics that characterize the patient cohort. Table 6.3 summarizes the outcomes
of this collaborative analysis for the top 7 features, highlighting the positive impact that automated sys-
tems capable of processing and learning from multidomain and multidimensional datasets can have in

medical practice.
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Table 6.3: Collaborative evaluation of the 7 most relevant features determining model predictions for
clinical deterioration (outcome class -1), based on physicians’ feedback. The table highlights clinical
insights and contradictions revealed through SHAP analysis.

Variable Assessment

Tidal Volume Represents the volume of air delivered to the lungs by the me-
chanical ventilator during each respiratory cycle. Lower tidal vol-
umes (blue dots) suggest reduced mechanical compliance of the
lung, signaling a worsening condition and impaired lung function.

ECMO Pump Flow Represents the volume of blood circulating through the ECMO
circuit each minute (measured in L/min). Higher pump flow (red
dots) reflects greater reliance on extracorporeal support, thus in-
dicating a deteriorating clinical condition. Conversely, reducing
pump flow reflects improving clinical condition, ultimately signal-
ing reduced dependence on ECMO support.

Rotations Refers to the electromagnetic force that drives the blood through
the ECMO circuit. Higher rotation speeds correspond to in-
creased pump flow, which enables physicians to adjust ECMO
support as required. The need for higher rotation speeds (red
dots) indicates a worsening clinical condition.

Native Lung O, Transfer Represents the amount of oxygen transferred by the patient’s na-
tive lungs from the pulmonary alveolus into the bloodstream, con-
stituting a natural indicator of lung function. Lower native lung
oxygen transfer reflects more significant impairment, leading to
increased dependence on ECMO support.

Murray Score Index employed to assess the severity of Acute Respiratory
Distress Syndrome (ARDS) prior to ECMO implementation. A
higher score (red dots) indicates more significant lung impair-
ment, meaning a worsening clinical condition. Interestingly, a
more elevated score is associated with a lower risk of clinical de-
terioration, possibly due to the already critical and extreme condi-
tion of these patients (nonetheless, conventional clinical rea-
soning would expect patients with higher Murray score val-
ues to exhibit worse clinical progression throughout ECMO
support).

Age Patients’ age directly correlate with worse clinical outcomes, with
older patients (red dots) facing a more elevated risk of clinical de-
terioration throughout hospitalization under ECMO support. This
observation aligns with medical expectations, as older individuals
often present with comorbidities and substantial clinical frailty.

Respiratory Rate For patients undergoing ECMO support, a higher respiratory rate
may indicate reduced sedation and gradual clinical improvement,
contrasting with the characteristic physiological response, where
worsening lung function and disease severity typically result in a
more elevated respiratory rate, which serves as a compensatory
mechanism for impaired gas exchange (i.e., the lungs’ efforts in-
crease to ensure sufficient oxygen delivery). However, for pa-
tients undergoing ECMO support, an increased respiratory rate
is often associated with recovery, signaling greater autonomy and
reduced dependence on ECMO support.
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Ensuring that the results produced by these systems were interpretable to physicians fostered mean-
ingful medical reflection, enabling physicians to access insights that align and contradict clinical reason-
ing (e.g., through highlighting typically undervalued or overlooked variables and identifying underlying
dynamics that may be subtle or concealed from clinical observation). This disparity between physi-
cians and the outputs of these systems presents an opportunity for enhanced analysis, facilitating the
uncovering of hidden clinical insights and adoption of more appropriate (potentially effective) treatment
strategies (i.e., strategies possibly overlooked in the absence of these results).

Analysis of the SHAP summary plot revealed that physicians found the feature importance rankings to
be generally consistent with clinical reasoning, as no features were identified as nonsensical, relating to
the outcome (clinical deterioration) in a way that aligns with their expectations (the only exception comes
with variable Murray Score, whose behavior slightly contradicted conventional clinical reasoning, as
outlined in table 6.3). Moreover, physicians noted some unexpected rankings for the following variables:
Native Lung O, Transfer (expected to be ranked higher), and Arterial PaCO, (presented with an
unexpectedly high ranking).

Additionally, the SHAP summary plot highlighted the enriching impact of incorporating the innovative
variables depicted in section 5.1.1, demonstrated by the fact that two of these variables (Native Lung
O, Transfer and Arterial O, Content) were ranked among the top 10 most relevant features determining
model predictions for clinical deterioration, thereby enhancing its predictive power.

Ultimately, this first phase outputted a well-performing, calibrated, and interpretable Random
Forest model with 100 trees, which was used to build a risk score for assessing the patient’s

clinical condition throughout hospitalization under ECMO support.

6.2 Phase 2: Development of a Machine Learning Risk Score for

Real-Time Assessment of the Patient’s Clinical Condition

The demand for automatic systems (i.e., not requiring direct human intervention) capable of pro-
cessing and analyzing large volumes of complex data has grown significantly due to expanding data
availability, driven by continuous technological advancement (medical equipment is becoming increas-
ingly sophisticated, resulting in enhanced monitoring capacity and the consequent generation of larger
volumes of data). Its integration within specific medical settings can be positively transformative, partic-
ularly in high-intensity, volatile contexts (e.g., managing patients hospitalized in the ICU under ECMO
support). The insights produced by these systems could enable physicians to assess previously inacces-
sible (or undetectable) information, reducing the risk of undervaluing or overlooking relevant dynamics
(or trends), which could be the difference between being able or not to act early (or even preventively) in
the face of complex clinical scenarios and avoid irreversible, potentially catastrophic outcomes.

The risk score developed aimed to provide a support tool to physicians, enabling them to access
additional information that could stimulate more comprehensive reasoning and patient assessment, ulti-

mately improving their ability to perform early detection of clinical dynamics and trends (e.g., deteriora-
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tion or improvement of the patient’s clinical condition).

6.2.1 Development and Optimization

The decision to assess the risk of clinical deterioration throughout hospitalization under ECMO sup-
port emerged from extensive discussions with physicians, who expressed a clear preference for systems
that prioritize the detection of clinical decline over improvement. Due to the patient cohort’s significant
unpredictability and volatility, physicians find it particularly challenging to anticipate relevant clinical dy-
namics (e.g., deterioration and improvement). Ultimately, this uncertainty hinders the physicians’ ability
to track clinical progression across ECMO support effectively.

The early identification of patients at risk of clinical decline facilitates timely intervention, potentially
preventing further deterioration and reducing the need for additional resources (human and material), as
acknowledged by physicians and emphasized by Noy et al. [28]. Similarly, recognizing signs of clinical
improvement early on may allow the cessation of therapeutic interventions carrying potentially harmful
side effects, enhancing the availability of often scarce resources and ultimately enabling faster and more
complete recovery.

These challenges and opportunities formed the basis for developing a risk score designed to identify
and ideally anticipate periods of clinical deterioration and improvement throughout ECMO support. The
risk score should enable physicians to intervene early and adopt treatment strategies to prevent severe,
potentially irreversible (or even fatal) clinical deterioration and promote more favorable recovery.

The development and optimization of the risk score followed a comprehensive methodology, de-
scribed in section 5.2.1, driven by the necessity to ensure more effective identification of clinical trends
during ECMO support, unattainable through simply considering instance-based probability information.
Physicians highlighted the importance of understanding patient dynamics over time, as isolated proba-
bility estimates can be misleading, particularly considering the patient cohort’s critical clinical state and
significant volatility.

The following two scenarios, which illustrated these issues, were observed for several patients in the

cohort:

» Scenario 1: during certain intervals of hospitalization, the ML model consistently outputs elevated
probability estimates, suggesting a high risk of clinical deterioration. However, since patients under
ECMO support typically present a high risk of deterioration, this information alone is insufficient, as
what truly matters to physicians is identifying and ideally anticipating clinical trends within these in-
tervals. A decreasing trend in the risk score, despite elevated probability estimates, may signal that
the patient’s clinical condition is improving, suggesting that ECMO support is having a positive im-
pact (this is a particularly relevant input since the invasive nature of ECMO support makes it prone
to negatively affect the patient’s clinical condition in subtle ways that may often go undetectable).
Therefore, assessing the trajectory (rather than exclusively focusing on sporadic observations) of
these clinical indicators can offer more valuable insights into the patient’s clinical progression and

response to treatment.
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» Scenario 2: during certain intervals of hospitalization, the ML model consistently outputs low
probability estimates, suggesting a lower risk of clinical deterioration. However, this does not
necessarily reflect the success of ECMO support, as the underlying trend may still reveal that
the patient’s clinical condition is worsening, indicating that ECMO support and supplementary
therapeutic interventions may require some adjustment. Conversely, a downward trend in the risk
score would suggest ECMO support is succeeding in stabilizing the patient’s clinical condition.
Ultimately, this highlights how exclusively considering the model’s probability estimates for each
instance individually without assessing underlying trends may be misleading and lead physicians

to draw inaccurate conclusions.

Given these insights, relying solely on individual (or static) probability estimates was deemed insuf-
ficient (i.e., it did not enable physicians to become better equipped to make better-informed decisions).
Instead, a more comprehensive expression (equation 5.18) was established for the risk score, integrating
two critical components: smoothed probability estimates and derivative (trend), aimed at reflecting
the immediate risk and the underlying clinical dynamics, respectively. Achieving an adequate balance
between these components required extensive optimization, which focused on determining the optimal
values for the following three parameters (optimization parameters): smoothing window (controls the
extent of smoothing), trend window (defines the time frame for trend analysis), and « (weighting factor
to balance the contribution of both components). Optimizing these parameters involved a comprehen-
sive process, detailed in section 5.2.1, focused on maximizing the risk score’s predictive utility (i.e.,
ensuring the risk score aligns with medical assessment during periods of clinical deterioration and im-
provement, which was expected considering the model’s performance in distinguishing between clinical
deterioration and improvement, discussed in section 6.1.4, and that it is capable of anticipating such

periods). The results obtained are presented in section 6.2.2.

6.2.2 Evaluation and Selection

As outlined in section 5.2.2, assessing the performance of the risk score across the patient cohort
involved employing qualitative and quantitative methods. These evaluations were conducted iteratively,
with each iteration referring to the application of a specific combination of values for the optimization
parameters (smoothing window, trend window, and «). The optimal risk score was ultimately represented

via equation 6.1.

dps(t)
dt

s(t) = ps(t) + 1.5 (6.1)

In this optimal configuration, the smoothing window was set to five consecutive instances
(i.e., 8-hour windows), corresponding to a period of 16 hours, the trend window to three succes-
sive instances, equivalent to a period of 8 hours, and « was assigned the value of 1.5, ensuring
optimal balance between both components of the risk score’s mathematical formulation.

This configuration ensured compliance with the predefined optimization criteria, detailed in section

5.2.2. The 16-hour smoothing window effectively reduced short-term fluctuations (deemed uninforma-
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tive by physicians) in the model’s probability estimates throughout ECMO support. At the same time,
it avoided excessive signal distortion, thus ensuring the preservation of relevant clinical trends. In con-
trast, the shorter 8-hour trend window enabled the risk score to capture critical shifts in the patient’s
clinical condition, a dynamic frequently observed due to the cohort’s inherent unpredictability and volatil-
ity. Qualitative assessment of the risk score across the multiple patients in the cohort revealed that
shorter trend window durations were insufficient for capturing meaningful clinical trends and patterns.
Conversely, longer windows tended to overlook brief, often sudden shifts in the patient’s clinical con-
dition requiring immediate attention, thus compromising the physicians’ ability to act early and prevent
negative consequences.

The sensitivity of the risk score to sudden clinical shifts is demonstrated in figures 6.6 and 6.7, which
present the risk score for patients 52 and 76 of the cohort, respectively, computed using the optimal

configuration (equation 6.1).

W EY

Windows Windows
Figure 6.6: Risk score for patient 44 of the study Figure 6.7: Risk score for patient 76 of the study
cohort. cohort.

The ability of the risk score to exhibit upward and downward trends within time windows preceding
clinical deterioration (red background) and improvement (green background), respectively, constituted a
key performance indicator, as discussed in section 5.2.2. This behavior, consistently observed across
the multiple patients in the cohort, enhanced the risk score’s value in supporting early detection of critical
clinical trends (both negative and positive), enabling physicians to make better-informed clinical deci-
sions, intervene early, and take preventive measures whenever possible (e.g., interrupting a therapeutic
intervention that may be harming the patient).

The scenarios outlined in section 6.2.1 reflect some of the most challenging clinical dynamics to
assess in this patient cohort. Despite this complexity, the risk score was able to effectively identify

critical trends, as demonstrated in the following cases:

* In figure 6.8, the risk score depicts a clear downward trend during a period identified by physicians
as clinical deterioration (between windows 21 and 27). This phase eventually transitioned to clinical
uncertainty and later improvement, suggesting that ECMO support and supplementary therapeutic
interventions may have had a positive effect. The risk score’s behavior, signaling improvement

despite elevated risk estimates and the physicians’ assessment, highlights its ability to capture
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subtle positive clinical changes, some undetectable or even inaccessible to physicians.

* Infigure 6.9, the risk score shows the opposite behavior, exhibiting an upward trend during a period
marked by physicians as clinical progression (between windows 15 and 22). This phase eventu-
ally transitioned to clinical uncertainty and later deterioration, suggesting that ECMO support and
supplementary therapeutic interventions may have been insufficient. This upward trend, despite
the low-risk estimates initially observed, highlights the risk score’s sensitivity to emerging clini-
cal complications (often undetectable and even inaccessible to physicians), ultimately prompting

physicians to intervene earlier and reassess the patient’s requirements and clinical condition.

0
By 40 50 60 1 20 0 )

Windows Windows

Figure 6.8: Risk score for patient 53 of the study Figure 6.9: Risk score for patient 57 of the study
cohort. cohort.

As demonstrated, evaluating the performance of the risk score primarily relied on qualitative analysis
(i.e., assessing the score’s behavior across the patients within the cohort). Quantitative assessment
essentially served as a foundation for future advancements, such as the potential development of an
alarm-generating system that provides a real-time estimate of the patient’s clinical condition throughout
ECMO support, signaling clinical deterioration and improvement, ultimately supporting medical evalua-
tion and decision-making.

ROC curves, computed through a process described in section 5.2.2, aimed to quantify the risk
score’s ability to anticipate periods of clinical deterioration and improvement. The ROC curve’s axes
(FPR and TPR) were calculated by iteratively applying varying decision thresholds over time windows
of 4, 8, and 12 hours preceding periods of clinical deterioration and improvement. The Area Under the
Receiver Operating Characteristics (AUROC) curve provided an objective metric that guided the selec-
tion of the optimal values for the optimization parameters of the risk score’s mathematical formulation.
Ultimately, this quantitative assessment of the risk score’s performance provided relevant insights into
the model’s predictive capabilities. The results obtained for the optimal risk score configuration
(equation 6.1) are illustrated in figure 6.10, with the risk score achieving an AUROC of 0.9176,
0.8944, and 0.8556 for time windows of 4, 8, and 12 hours preceding clinical deterioration and
improvement, respectively.

Figure 6.10 demonstrates that the model’s predictive accuracy improves as the prediction

time nears the onset of clinical deterioration and improvement. This outcome aligns with medical
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Figure 6.10: ROC curves obtained for the risk score considering time windows of 4, 8, and 12 hours
preceding periods of clinical deterioration and improvement.

expectations as the patient’s clinical features become increasingly pronounced, thus reflecting
more evidently the shift in their clinical dynamics.

This analysis highlighted the relevance of ensuring a balance between sensitivity and specificity. For
instance, a risk score designed to maximize sensitivity at the expense of compromising specificity would
be highly adept at predicting impending clinical deterioration but ineffective at suppressing alarms when
deterioration is absent, thus potentially resulting in an excessive number of false alarms, which would
exacerbate alarm fatigue in an environment already overwhelmed by alarm activity. Such an imbalance
could also lead to resource misallocation, possibly aggravating the problem related to the low staff-to-
patient ratio typically observed under these conditions, ultimately compromising the physicians’ ability to
manage this patient cohort. Conversely, a risk score designed to maximize specificity at the expense of
compromising sensitivity would reduce false alarm generation, however, it would risk missing critical clin-
ical dynamics (indicative of deterioration), which could lead to misleading medical evaluations, delayed
interventions, and ultimately worse patient outcomes. Based on these considerations, the decision
was made to implement the risk score as a real-time monitoring tool rather than developing a
threshold-based alarm-generating system.

Alternative implementations (e.g., threshold-based alarm-generating system) would require expand-
ing the study to include a larger dataset, which could be achieved by considering extended hospitaliza-
tion periods and incorporating data from additional medical institutions (rather than solely relying on a
single one). This expansion is essential for conducting the necessary validation and testing, particularly
relevant given the critical and highly volatile nature of critical care medicine (namely ECMO support).

The following chapter, which concludes this dissertation, outlines promising avenues for future research.
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Chapter 7

Conclusions and Future Work

This dissertation has demonstrated the potential of establishing partnerships between multidisci-
plinary institutions, granting access to exclusive resources crucial for conducting innovative studies with
a valuable contribution to the scientific community. In collaboration with the Intensive Care Department
at Hospital de Santa Maria, this study focused on a particularly complex scenario: managing critically
ill patients under ECMO support. These patients, characterized by significant clinical volatility and un-
certainty, are constantly subject to the application of advanced monitoring equipment, resulting in an
extended and uninterrupted data stream. Analyzing this data is inherently complex, requiring a degree

of expertise that few physicians possess.

Chapter 2 introduced the concept of intelligent ICUs, highlighting the potential of integrating advanced
systems (monitoring, communication, analytics, and alarming) complemented by emerging technologies
such as Al. This integration facilitates more efficient analysis of the continuous flow of data generated
within ICUs. Specifically, patients under ECMO support produced large volumes of data reflecting the
intricate nature of this therapeutic intervention. However, physicians considered this data insufficient
to capture underlying biological processes triggered throughout ECMO support and the physiological
intricacies inherent in this technique. As a result, an additional set of variables was defined in collabora-
tion with physicians (equations 2.1 to 2.8), forming the basis for computing derived variables that were
subsequently integrated into the dataset, thus augmenting and enriching it.

The critical nature and complexity of ECMO support, typically applied when the patient exhibits se-
vere cardiac and respiratory dysfunction, results in a notable lack of publicly available datasets referring
to this intricate therapeutic intervention. Thus, chapter 3 primarily focused on reviewing methodological
approaches employed in studies of a similar nature, providing the foundation for the strategies employed

across this work.

Given the limitations imposed by the unavailability of publicly accessible datasets referring to ECMO
patients, the first step in this study involved designing a robust data preparation pipeline, detailed in
chapter 4. This process, involving physicians who supported and participated in this study, comprised
the selection of data from 81 patients with COVID-19 pneumonia who underwent ECMO support, a

relatively small cohort given the labor-intensive and time-consuming nature of manually assembling
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multidomain and multidimensional datasets. Another essential step in the datasets’ assembly process
was the definition of a dynamic ternary outcome variable (with possible values including -1, 0, and +1),
designed to track the clinical evolution of patients throughout ECMO support. The approach employed
to label each patient’s dataset remains open to future refinement to overcome some of the inherent
limitations in this strategy.

The research methodology, detailed in chapter 5, combined both conventional (i.e., typically observed
in the literature) and innovative approaches, aligning with the study’s objectives. The first step involved
transforming the sequential supervised learning problem into a conventional supervised learning format,
a particularly relevant step given the study’s inherent limitations (e.g., low data volume). This trans-
formation enabled the application of standard ML models (SVM and Random Forest) to develop a risk
score capable of generating accurate real-time estimates of the risk of clinical deterioration throughout
ECMO support for each patient.

Despite the study’s constraints, the results obtained were promising. The ML models accurately
distinguished between periods of clinical deterioration and improvement, with the SHAP methodology
proving effective at making model predictions interpretable (a particularly relevant feature for physicians
considering the critical nature and complexity of ECMO support). Ultimately, the computed risk score
demonstrated a remarkable ability to anticipate underlying clinical dynamics (deterioration and improve-
ment), thus reinforcing the potential of automatic systems capable of processing, analyzing, and learning
from complex datasets to support medical evaluation and decision-making in intensive care.

Despite the study’s promising results, several limitations were encountered across different stages,
suggesting opportunities for future development. Key areas where further investigation could effectively
address these limitations, thereby improving the quality, reliability, and ultimately generalizability of re-
sults, are summarized below.

The first objective out of the research objectives outlined in section 1.2 (developing an alternative
data acquisition and registration infrastructure) was partially achieved, as specific segments of code de-
veloped in this study could be integrated into the ICU information system to enable the automatic trans-
formation of raw, unstructured data into a format suitable for analysis, thus enhancing interpretability and
usability. However, fully achieving this objective would require a broader knowledge base and additional
resources, including direct collaboration with medical equipment manufacturers to ensure compatibility
between devices and information systems (i.e., enable data transmission between source and receiver),
as an in-depth understanding of each device’s settings and configurations are often required.

Overcoming data acquisition and registration challenges is essential to address a significant limita-
tion of this study: limited data availability. The criteria for establishing the patient population yielded a
relatively small cohort, reflecting the labor-intensive, time-consuming nature of the data acquisition pro-
cess. Ultimately, this limitation influenced several multiple methodological decisions across this study.
Despite the results’ robustness, a large, more diverse, and representative dataset would enhance the
study’s reliability and generalizability. The following two approaches are easily implementable and can

help to mitigate or even overcome the outlined limitations:

* Instead of exclusively considering the first 12 days of hospitalization under ECMO support (or the
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complete period of hospitalization in case the patient recovered or died before the established
period of 12 days), data collection should contemplate the complete period of hospitalization for

each patient (i.e., from ECMO implementation to ECMO discharge).

» The patient selection criteria should be reassessed to include patients with varying clinical situa-
tions undergoing ECMO support, allowing the establishment of a larger and more diverse patient
cohort. This expansion can easily be achieved since the datasets considered, despite referring
to patients with a primary diagnosis of COVID-19 pneumonia undergoing ECMO support, are
exclusive to all ECMO patients, incorporating data and information available for these patients,

regardless of the inherent clinical situation.

Despite its innovative nature, the data labeling strategy employed in this study was notably labor-
intensive and time-consuming, requiring expert physicians to dedicate significant time to this process,
which represents a challenging commitment considering their often work overload. These challenges
foster additional consideration of alternative strategies. A straightforward approach would involve recruit-
ing additional physicians to distribute the labeling workload more efficiently. Additionally, data augmen-
tation techniques could synthetically expand the datasets, presenting an alternative pathway. Ultimately,
more advanced solutions could include methods aimed at automating the labeling process, such as
Active Learning, which selects the most informative samples for expert labeling, thereby reducing the
overall efforts associated with this process.

With increased data availability, more advanced methodologies (e.g., the sliding window method
configuration described in section 3.1.2) and algorithms (e.g., neural networks) could be applied to
harness greater computing power, meaning the enhanced ability for data analysis, processing, and
learning.

The core focus of this study was the development of a risk score aimed at providing real-time esti-
mates of the risk of clinical deterioration for patients under ECMO support. As detailed in section 6.2.2,
the risk score demonstrated notable performance, accurately identifying and anticipating periods of clini-
cal deterioration and improvement. However, considering the critical nature of the environment for which
the risk score was conceived, further refinement is crucial to enhance its interpretability, reliability, and

applicability. The following approaches present promising pathways to achieve these objectives:

+ Integrate the SHAP method into the risk score’s real-time predictions, enabling dynamic visualiza-
tions of feature importance. This integration could enable physicians to conduct a more precise
analysis of the risk score’s output by providing access to critical information for understanding

relevant underlying feature trends and dynamics deemed critical by the score.

» Consider more objective outcomes to assess the risk score’s performance, such as whether the
patient recovered from ECMO support (i.e., successful removal of ECMO support) or died. A
well-performing risk score should demonstrate the ability to generate risk estimates that align with

these outcomes.

Ultimately, integrating the risk score into the ICU provides physicians with a supplementary tool for
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supporting clinical evaluation and decision-making. As a result, the risk score can also play a decisive
role in enhancing ICU management through optimized resource allocation, as the data-driven insights it
produces could provide less experienced physicians with critical information for supporting their ability
to assess patients under ECMO support (simultaneously contributing to boosting their confidence in
recognizing early warning signs requiring specialized attention), ultimately freeing up more experienced
physicians and enabling them to allocate their time more efficiently.

The study’s preliminary nature opens numerous avenues for future research and development, fit-
ting into a future where growing collaboration between physicians and advanced, automatic systems is

expected, ultimately improving the quality of care and patient outcomes.
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