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Abstract

Genome-Wide Association Studies (GWAS) aim to identify relations between Single Nucleotide Polymor-

phisms (SNPs) and the manifestation of certain diseases, which is an important challenge in biomedicine.

However, most genetic diseases are not only explained by the effects of individual SNPs, but by the in-

teractions between several SNPs, known as epistasis. Detecting high order epistasis is a very computa-

tionally demanding task, due to the exponential increase in evaluated combinations of SNPs. Recently,

deep learning has emerged as a possible solution for genomic prediction, but the black-box nature of

neural networks and lack of explainability is a drawback yet to be solved. In this dissertation, a new

framework for interpreting neural networks for epistasis detection is presented. Using sparse transform-

ers, a technique not yet employed for epistasis detection, SNPs can be assigned attention scores to

quantify their relevance for predicting a phenotype. This new methodology is proposed to be tested on

IPUs, a recent massively parallel processor aimed at machine learning workloads and efficient process-

ing of sparse data. The results on simulated datasets show that the proposed framework outperforms

state-of-the-art methods for explainability, identifying SNP interactions in various epistasis scenarios.

Furthermore, training on IPUs provides higher performance than GPUs and TPUs, achieving reason-

able speedups up to 2.79x. To conclude, the proposed framework is validated on a real breast cancer

dataset, identifying second to fifth order interactions in the top 40% most relevant SNPs.
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Resumo

Os Estudos de Associação do Genoma Completo (GWAS) procuram identificar relações entre polimor-

fismos de nucleótido único (SNPs) e a manifestação de certas doenças, o que constitui um importante

desafio na biomedicina. Contudo, a maioria das doenças genéticas não são apenas explicadas pe-

los efeitos de SNPs individuais, mas também pelas interações entre vários SNPs, conhecidas como

epistasia. A deteção de epistasia de ordem elevada é um desafio computacional, devido ao aumento

exponencial nas combinações de SNPs avaliadas. Recentemente, a aprendizagem profunda emergiu

como uma solução possı́vel na previsão de doenças, mas a dificuldade de interpretação dos modelos

(caixa preta) é uma desvantagem por resolver. Nesta dissertação, apresenta-se uma nova metodologia

para a interpretação de redes neuronais aplicadas à deteção de epistasia. Usando transformadores

esparsos, uma técnica nunca usada para deteção de epistasia, atribuem-se aos SNPs uma pontuação

de atenção para quantificar a sua relevância na previsão de doenças. Propõe-se a testagem desta

nova metodologia em IPUs, um processador paralelo massivo recente dirigido para aprendizagem au-

tomática e processamento eficiente de dados esparsos. Os resultados em dados simulados mostram

que a metodologia proposta supera os métodos do estado da arte para a interpretação de redes neu-

ronais, identificando interações entre SNPs em vários cenários de epistasia. Mais ainda, o treino em

IPUs permite ganhos de desempenho até 2.79x face a GPUs e TPUs. Para concluir, a metolodogia

proposta é validada em dados reais de cancro da mama, identificando interações de segunda a quinta

ordem nos 40% SNPs mais relevantes.

Palavras Chave

Estudo de Associação do Genoma Completo, Deteção de Epistasia, Aprendizagem Automática, IPU
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Chapter 1

Introduction

Genome-Wide Association Studies (GWAS) have provided insight into the relationships between

Single Nucleotide Polymorphisms (SNPs) and complex diseases for the past 20 years. The common

workflow of a GWAS follows a case-control design [1], where individuals are defined by the presence

(case) or absence (control) of a certain phenotype, which is a set of observable characteristics, such as

a disease. This methodology is based on the ”common disease-common variant” hypothesis [2], which

suggests that common diseases have common underlying influential variants across the population.

Some successes of GWAS include the discovery of the Complement H Factor gene and its influence in

age-related macular degeneration (AMD) [3] and the quantification of inherited susceptibility to obesity

using polygenic predictors [4].

The approach for GWAS considers that SNPs have independent effects to the phenotype and test

each SNP individually for statistical relevance to the disease [5]. However, this approach considers only

single SNP effects and neglects possible effects from gene-environment and gene-gene interactions.

Therefore, only a small portion of the genetic variance explains the observed phenotype, with the re-

maining part being referred to as ”missing heritability” [6]. The problem of missing heritability is partly

due to the effects that arise from interactions between two or more SNPs. This phenomenon of combi-

natorial effect between SNPs is known as epistasis. Epistasis detection focuses on the identification of

interactions of SNPs that are responsible for a certain phenotype, such as a disease. This approach has

been successfully used to explain complex diseases, such as rheumatoid arthritis [7] and Late Onset

Alzheimer’s Disease [8].

While initial GWAS studies focused on approximately 1000 SNPs, SNP arrays of 500 000 - 5 000

000 SNPs are now employed and are customizable [9], as a consequence of rapid improvements in

DNA sequencing technologies. Therefore, evaluating combinations of interacting SNPs is a current

computational challenge. For example, in a dataset with 500 000 SNPs, there are 125 possible billion

combinations of two genes (second order epistasis) and 20 quadrillion combinations of three genes (third

1



order epistasis). However, certain diseases are only explained when combinations of three or more

SNPs are considered (high order epistasis). As the search order increases, the number of possible

epistatic combinations increases exponentially, resulting in an intractable problem, due to infeasible

execution times for evaluation of all combinations.

Consequently, most exhaustive methods (i.e., methods that analyze all SNP combinations up to a

given order) only target second, third, and, in recent implementations, fourth order interactions. Other

methods to tackle this problem attempt to reduce the search space, either by removing SNPs (filtering) or

by using machine learning methods, such as Bayesian networks or deep learning, to identify promising

SNP combinations. In general, these approaches are less accurate when compared to exhaustive

methods, since not all possible combinations are explored.

1.1 Motivation

The high computational cost of evaluating all possible SNP combinations limits exhaustive search

methods to low order interactions. Furthermore, high order interactions (e.g., three or more SNPs)

are likely to have crucial implications on certain diseases [10]. As such, the need arises to derive

more efficient epistasis detection algorithms that take advantage of technological advances in recent

computer hardware. As an example, Graphics Processing Units (GPUs) are a widely used platform

for epistasis detection. GPUs are efficient in exploring data parallelism, as multiple operations can

be executed in parallel. For this reason, GPUs have been proven effective for second order [11, 12],

third order [13–16], and, more recently, fourth order epistasis detection [17]. Along with GPUs, Tensor

Processing Units (TPUs) have also become increasingly popular as accelerators for second order and

third order epistasis [13,16].

Another tendency to overcome the limitations of exhaustive search is to use Domain-Specific Archi-

tectures (DSAs), specifically made to offer better performance and energy efficiency for certain applica-

tions. As an example, the use of Field Programmable Gate Arrays (FPGAs) has proven successful in

accelerating epistasis detection for second order [18], third order [19], and, more recently, fourth order

epistasis detection [20].

While exhaustive search methods for fourth order epistasis already exist, they only proved successful

for datasets with hundreds [17] to a few thousands of SNPs [20], suggesting that increasing the effi-

ciency of exhaustive search may not be a feasible approach to tackle high order interactions in datasets

with hundreds of thousands of SNPs. Within the non-exhaustive methods, deep learning arises as a

promising tool for epistasis detection. Studies suggest that Deep Neural Networks (DNNs) are able to

capture relationships between SNPs and the observed phenotype [21] and have good performance in

large datasets [22, 23]. However, the biological interpretation is often ignored, as DNNs are black box
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models and extracting SNP interactions is not a trivial task. Furthermore, the size of the network is

also a limiting factor. As the number of parameters increases, the obtained accuracy also increases,

albeit at the cost of memory and computation capacities. Recent studies suggest that sparse networks

can achieve performance equal to dense networks [24,25], although the irregular nature of sparse data

leads to problems in memory accesses and load balancing.

Recent innovations in technology have introduced the Intelligence Processing Units (IPUs) as a

novel kind of massively parallel architecture, targeted for machine learning workloads. While IPUs have

not yet been applied to epistasis detection, they have already been benchmarked for machine learning

problems with state-of-the-art results [26–29]. Its design premise is the efficient execution of fine-grained

operations across a large number of parallel threads. Unlike other platforms, IPUs adapt well to irregular

computation and data accesses, which is fitting for sparse data. Therefore, it is of interest to develop

sparse machine learning methods that run on IPUs and are capable of identifying SNPs that are relevant

for the observed phenotypes for high order epistasis detection. Developing and implementing this new

approach is the main objective of this thesis.

1.2 Objectives

This thesis falls under the scope of EU Project Sparcity, being developed at INESC-ID. One of the

goals of this project is exploiting parallel processing in bioinformatics applications (as is the case of epis-

tasis detection) in emerging heterogeneous systems for high performance and energy efficient comput-

ing. Accordingly, the work presented here explores IPUs to implement high order epistasis detection

methods.

As suggested in [26–29], IPUs adapt well to sparse data and support machine learning models with

state of the art results. Therefore, this thesis has the following objectives:

• Designing accurate sparse machine learning methods for high order epistasis detection that pro-

vide a better interpretation of SNP interactions and are not yet existent in the literature;

• Implementing the developed models on Graphcore IPUs;

• Investigating different alternative codifications for the representation and processing of SNP data;

• Examining potential impacts in the time-to-solution of the proposed methods across state-of-the-

art hardware for machine learning: NVIDIA GPUs, Graphcore IPUs, and Google TPUs.
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1.3 Contributions

This work was supported by the FCT (Fundação para a Ciência e a Tecnologia, Portugal) and Eu-

roHPC Joint Undertaking through the Grant No. 956213 (SparCity). To bridge the gap between explain-

ability and predictions in deep learning models, a novel methodology and processing framework based

on transformers is proposed in this thesis to tackle epistasis detection. Transformers [30] are a kind of

neural network that has achieved state-of-the-art results for Natural Language Processing (NLP) tasks,

although it has not yet been used for epistasis detection. Using this network, SNPs need to be repre-

sented as dense vectors known as embeddings. The proposed implementation provides several options

on how to create these embeddings. For interpretation, the proposed framework leverages the attention

scores that the transformer assigns to each SNP during training, which are used in the post-processing

step to understand the relevance of each SNP to predict a patient’s phenotype. To provide scalability of

the transformer for large datasets, the proposed framework also focuses on sparsity for reduced storage

and efficient computing during training.

The proposed framework is scalable, configurable, and is able to find interacting SNPs under a vari-

ety of epistasis models for interactions ranging from second to fifth order. Furthermore, it is developed

on Graphcore IPUs, obtaining significant performance gains when compared to the state-of-the-art plat-

forms for machine learning (i.e., NVIDIA GPUs and Google TPUs). For validation, the proposed frame-

work is applied to a real breast cancer dataset, identifying second, third, and fourth order interactions

among the top 30% most relevant SNPs and a fifth order interaction among the top 40%, demonstrating

its reliability for epistasis detection.

1.4 Outline

This dissertation is structured as follows. Chapter 2 introduces the fundamental notions behind

epistasis and presents a summary of the state-of-the-art techniques, with a particular focus on ma-

chine learning methods. Chapter 3 provides a description of the proposed framework, explaining how

the transformer can be applied for epistasis detection and the methodology to interpret its predictions.

Chapter 4 provides the transformer’s results on a wide variety of epistasis scenarios, comparing it with

other state-of-the-art techniques for network interpretability. IPUs are compared to GPUs and TPUs,

regarding the necessary time each platform needs to train the transformer. To conclude and validate

the approach, the transformer is applied to a real breast cancer dataset. Finally, Chapter 5 presents

the most relevant conclusions from this dissertation, while also providing guidelines for future work and

improvements.

4



Chapter 2

Background and State of the Art

An important challenge in biomedicine is the assessment of the hereditary basis for diseases. The

dramatic increase in available genetic data in the last 20 years has facilitated the development of

Genome-Wide Association Studies (GWAS) [9]. The main goal of GWAS is to study genetic variants

within multiple individuals that display different phenotypes to find correlations between genetics and

diseases. In GWAS, SNPs, the most common types of mutations in the human genome, are compared

between individuals affected (cases) and unaffected (controls) by the studied disease. However, only

the independent effects of individual SNPs in the observed phenotype are modeled, which is insufficient

to understand complex diseases [6].

Epistasis detection is an approach in GWAS that departures from searching single SNP effects and

aims to find meaningful interactions between two or more SNPs to explain complex phenotypes [10]. To

find interactions between SNPs, the optimal approach is to exhaustively search all SNP combinations

for a given order. However, when performing exhaustive search, a large processing power is required,

as the number of combinations to analyze increases exponentially with the order of interactions and

the number of SNPs. As an example, in [31], the analysis of second order interactions in a 500 000

SNP dataset (which amounts to 125 billion combinations) took 19 hours using 2 quad-core Intel Xeon

processors @ 2.4 GHz. Other approaches consider non-exhaustive methods to reduce the complexity

of the epistasis detection. However, due to infeasible running times, high order epistasis detection is

barely tackled in the existing literature, even with non-exhaustive methods.

To better understand the problem, this chapter covers the fundamental basics for genetics to explain

SNPs and their relation to GWAS. A formal definition for epistasis is given, followed by a thorough

overview of the state-of-the-art approaches for epistasis detection. The most relevant methods are

examined, with a specific focus on machine learning and neural networks. Furthermore, the use of

specific hardware to accelerate epistasis detection is studied. Finally, a discussion on the analyzed

approaches is provided to give insight on the open research challenges of epistasis detection, specially
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the ones tackled in the scope of this master thesis.

2.1 Fundamentals on Genetics

To understand the phenomenon of epistasis, it is important to define the basics on genetics. Genetic

information is stored in a double-stranded molecule known as Deoxyribonucleic Acid (DNA). Each strand

is composed of nucleotides, linked by covalent bonds. Each nucleotide is composed of a sugar called

deoxyribose, a phosphate group, and one of four nitrogenous bases: cytosine [C], adenine [A], thymine

[T], or guanine [G]. Strands of DNA are connected through hydrogen bonds between nitrogenous bases,

in the form of the pairs A-T and C-G.

Genes are sequences of nucleotides that store genetic information regarding an individual’s pheno-

type. The human genome is characterized by 23 pairs of chromosomes, inside of which genes occupy

specific fixed positions known as locus. A variant of a gene in the same locus is named an allele. Each

locus is defined by two alleles, one in each chromosome of the pair. Alleles can be dominant or re-

cessive. Dominant alleles show their effect even if the individual only has one copy of the allele, while

recessive alleles only manifest their effect if the individual has two copies of the allele. Each allele is

inherited by one of the parents. If both alleles are of the same type, the locus is considered homozy-

gous. Otherwise, it is considered heterozygous. In the case of a heterozygous locus, the manifested

phenotype is determined by the dominant allele.

First proposed in 1996 [32], GWAS aim to find genetic variations that are associated with a certain

phenotype. SNPs are a common genetic variation employed in GWAS and represent a difference in a

single nucleotide at a specific position in the DNA. As an example, for a specific DNA position, where in

most individuals the nucleotide adenine (A) appears, a small group of people instead have the nucleotide

guanine (G). This difference in a single nucleotide results in the occurrence of two different alleles for

a specific locus, of which the least common one should appear, at least, on 1% of the population to be

considered a SNP. It is estimated that the human genome has around 10 million SNPs [9].

SNPs assume three possible states: Homozygous Major (both alleles are dominant), Heterozygous

(the alleles are different), and Homozygous Minor (both alleles are recessive). Table 2.1 depicts how

each SNP state is encoded, with Homozygous Major, Heterozygous and Homozygous Minor repre-

sented by 0, 1, and 2, respectively.

In GWAS, SNPs are considered to have independent effects on the observed phenotype. GWAS rely

on case-control studies by comparing arrays of SNPs from individuals that exhibit the disease (cases)

and individuals that do not exhibit the disease (control). Typically, to identify SNPs that are correlated

with the observed phenotype, the allelic frequencies (frequency of an allele at a specific locus) between

cases and controls are compared. Statistical tests are employed to find correlations between single
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SNPs and the disease state.

Table 2.1: SNP Encoding

Alleles Genotype Symbol

A/A Homozygous Major 0

A/a
a/A

Heterozygous 1

a/a Homozygous Minor 2

2.2 Epistasis Detection: Overview

The standard approach for GWAS only regards additive effects, as SNPs are considered to have

independent effects on the observed trait. This approach ignores gene-gene interactions, which may

explain in part the problem of ”missing heritability” [6]. The interaction between genes to define a phe-

notype is referred as epistasis. First introduced by Bateson in [33], epistasis, in a biological sense,

described the effect that an allele on one locus had at masking an allele at a different locus. The result-

ing effect is similar to dominance but at an inter-loci level.

A departure from this view is provided by Fisher, in [34], where epistasis is defined in a statistical

sense. This definition proposes the search of statistically relevant interactions between alleles at different

loci to explain a certain phenotype. This is the relevant definition to epistasis detection, which aims to

find all interacting combinations of SNPs that may explain an observed phenotype.

To develop algorithms to solve the problem of epistasis detection, it is necessary to understand how

epistasis is represented in computers. Table 2.2 depicts an example of a GWAS dataset, represented

by two matrices. The first matrix represents the SNP data, where each line represents an array of SNPs

from a patient (or sample) and each column represents a single SNP, encoded as previously explained

in Table 2.1. The last column in the matrix represents the binary phenotype of each patient, with 0

representing the absence of a disease (control) and 1 representing the presence of a disease (case).

Table 2.2: GWAS dataset example

SNP 1 SNP 2 SNP 3 SNP 4 ... SNP K

Sample 0 1 0 1 1 ... 2
Sample 1 0 1 2 1 ... 0
Sample 2 2 0 0 2 ... 1

... ... ... ... ... ... ...
Sample N-1 1 2 0 1 ... 0

Label

0
1
1
...
0
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Interactions between SNPs are described as genotype combinations, where the number of SNPs

in a combination represents the interaction order. In this context, interactions with order greater than

three are considered to be high-order interactions. To simulate epistatic interactions, the most common

strategy is to create penetrance tables. A penetrance table describes the probability of exhibiting a

certain phenotype for each allele combination. To create epistasis datasets, generators like GAMETES

[35], Toxo [36], and PyToxo [37] use these tables to express epistatic relationships.

To build penetrance tables and generate epistasis datasets using the aforementioned generators, it

is necessary to specify Minor Allele Frequency (MAF) and heritability. The MAF of a SNP denotes the

frequency in which the second most common allele occurs in a population. Epistasis datasets generators

use the assumption of Hardy-Weinberg Equilibrium (HWE) [38] to calculate genotype frequencies, which

considers that


f(AA) = p2

f(Aa) = 2pq

f(aa) = q2

p+ q = 1,

(2.1)

where f() represents the frequency, p is the frequency of the dominant allele A and q is the frequency

of the recessive allele a.

Heritability (h2) describes the proportion of observable differences between individuals of a popula-

tion that are explained by genetic factors. Heritability is described mathematically in [35] as

h2 =

∑
i(P (D|gi)− P (D))2P (gi)

P (D)(1− P (D))
(2.2)

P (D) =
∑
i

P (D|gi)P (gi) (2.3)

where P (D|gi) expresses the probability of exhibiting the phenotype having the genotype gi, P (gi) is the

probability of having genotype gi, and P (D) is the probability of expressing a phenotype in a population,

also denoted as disease prevalence.

As penetrance tables describe probabilities, each penetrance value must be in the interval [0,1].

Therefore, not all combinations of heritability, prevalence, and minor allele frequency produce valid pen-

etrance tables. Additionally, the generated tables may or may not exhibit marginal effects (i.e., the

interacting SNPs may or may not influence the phenotype individually).

Table 2.3 provides an example of a valid penetrance table that exhibits no marginal effects. The

marginal penetrance of each genotype is calculated as a dot product between the frequency vector and

the corresponding penetrance vector.
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As an example, the marginal penetrance of AA is given by

(0.5625, 0.375, 0.0625)(̇0.729, 0.998, 0.760) = 0.5625 ∗ 0.729 + 0.375 ∗ 0.998 + 0.0625 ∗ 0.760 = 0.778.

Calculating marginal penetrances for other genotypes would give the same result, not only for SNP

A, but also for SNP B. Therefore, this table has no marginal effects.

Table 2.3: Example of a penetrance table without marginal effects

SNP B Marginal
Genotypes BB (0.5625) Bb (0.375) bb (0.0625) Penetrance

AA (0.81) 0.729 0.998 0.760 0.778
SNP A Aa (0.18) 0.855 0.420 0.933 0.778

aa (0.01) 0.751 0.942 0.006 0.778

Marginal 0.778 0.778 0.778
Penetrance

2.3 Epistasis Detection: Software Methods

To tackle epistasis detection, different software methods have been developed and can be broken

down in several categories [5,39], such as exhaustive methods, filtering methods, nature-inspired algo-

rithms, Bayesian networks, and machine learning methods.

2.3.1 Exhaustive Methods

Exhaustive search methods analyze all possible combinations of SNPs to find the most accurate

combination that explains the observed phenotype. The analysis of all combinations, while computa-

tionally complex, avoids finding possible sub-optimal solutions.

Exhaustive methods are based on the concept of contingency tables. A contingency table describes

the frequency distribution of all possible genotypes. For example, for two SNPs, there are nine possible

genotypes and the contingency table is a 3 x 3 matrix, as is exemplified in Table 2.4. The values

presented on the table represent the frequency counts of cases or controls associated with a genotype.

For example, n000 and n001 represent the number of controls and cases associated with the genotype 00,

respectively. After building one contingency table, the frequency counts are evaluated with an objective

function to measure the quality of the solution. This process is repeated for each possible pairwise

interaction, which results in a computational demanding process for datasets with a high number of

SNPs, specially when high order epistasis is considered.
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Table 2.4: Contingency Table for Two SNPs

Controls SNP2 = 0 SNP2 = 1 SNP2 = 2

SNP1 = 0 n000 n010 n020

SNP1 = 1 n100 n110 n120

SNP1 = 2 n200 n210 n220

Cases SNP2 = 0 SNP2 = 1 SNP2 = 2

SNP1 = 0 n001 n011 n021

SNP1 = 1 n101 n111 n121

SNP1 = 2 n201 n211 n221

In [40], BOOST is proposed for exhaustive search of second order epistasis. By using a bit repre-

sentation for SNPs (to reduce memory requirements) and a CPU @ 3.0 GHz, BOOST could analyze

all possible SNP pairs of a dataset with 360 000 SNPs in 2.5 days. Another implementation, known as

GWISFI, is proposed in [41] for exhaustive search of second order epistasis in a single GPU. In GW-

ISFI, the GPU generates contingency tables for all SNP pairs in parallel, using multiple threads, stores

them in global memory, and scores each SNP pair according to an user-defined statistic (e.g., Pearson’s

χ-squared test). As an example, this implementation could analyze a dataset of 5000 samples and 450

000 SNPs for second order epistasis in 12 minutes.

Nevertheless, scaling exhaustive search to high order interactions results in an intractable problem,

as the search space of all combinations is given by

N !

K!(N −K)!
, (2.4)

where N is the number of SNPs and K is the interaction order. As K increases, the number of combi-

nations increases exponentially, resulting in a high computational cost. For this reason, most exhaustive

search attempts at epistasis detection do not go beyond third order interactions, evidencing the need for

other methods.

2.3.2 Filtering

A common approach to reduce the computational complexity of epistasis detection is to discard a

large subset of SNPs or prioritize small subsets according to some metric. To this end, filtering methods

have been suggested [42].

One possible strategy is to use statistical evidence of single-SNP effects to prioritize SNPs that are

deemed statistically significant. This approach inserts a bias into the analysis by assuming that relevant

interactions occur only between SNPs that independently have some effect on the disease state. Some

strategies include the use of statistical tests, such as Pearson’s χ-squared test [43, 44], and Principal
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Components Analysis (PCA) [45].

One of the most known methods is Multifactor Dimensionality Reduction (MDR) [46], a machine

learning method that aims to define new attributes as functions of two or more attributes. MDR selects

subsets of N SNPs within the pool of all SNPs. Next, the chosen N SNPs and their possible multifactor

classes are represented. As an example, a set of two SNPs, each with three possible values, results in

nine possible multifactor classes. For each class, the case-control ratio is estimated. If the ratio exceeds

some threshold, the class is labeled as ”high-risk”; otherwise, it is labeled as ”low-risk”. This strategy

reduces the initial N -dimensional model to a one-dimensional model (one variable with two classes).

MDR has succeeded in finding epistatic interactions in complex diseases, such as breast cancer [46]

and amyotrophic lateral sclerosis [47]. Furthermore, since its first introduction, numerous extensions to

MDR have been proposed to deal with large GWAS datasets [48].

Another strategy to filter SNPs is to employ feature selection algorithms to estimate SNP relevance

for an observed phenotype. A common algorithm in the literature is the Relief [49], a filter algorithm that

can capture feature dependencies by evaluating subsets of SNPs. Since its introduction, several variants

have been proposed [50], as can be seen in Figure 2.1, which depicts the original Relief algorithm, as

well as some of its derivatives. In its original form, the Relief algorithm considers a set of n samples with

p features. The algorithm runs for m iterations and start with a weight array of zeros with size p. At each

iteration, a random instance (Xi) and its closest neighbors (by Euclidean distance) are chosen. The

closest same-class instance to Xi is called ’near-hit’, and the closest different-class instance is called

’near-miss’. The weight array is updated

Wi = Wi − (Xi − nearHiti)
2 + (xi − nearMissi)

2, (2.5)

such that the weight of any feature decreases if it differs from that feature in nearby instances of the

same class more than nearby instances of the other class, and increases in the reverse case. After

m iterations, each element of the weight array is divided by m. This becomes the relevance vector.

Features are selected if their relevance is greater than a threshold.

ReliefF [51] finds a customizable number of nearest neighbors, instead of finding just two. Next,

IterativeRelief [52] is the first to attribute weights to neighbors according to their distance (the furthest

the individual, the lower its weight for scoring a SNP) and limits the considered neighbors within a

threshold distance. I−Relief [53] is similar to IterativeRelief , but all neighbors are weighted, according

to their distance. SURF maintains the threshold from IterativeRelief while assigning equal weights for

the individuals below this threshold and ignoring those above it. SURF∗ [54] uniformly weighs them with

two different customizable weights, for individuals below and above said threshold. Finally, SWRF∗ [55],

MultiSURF∗ [56], and MultiSURF [57] are hybrids of SURF [58] and SURF∗. SWRF∗ uses a

sigmoid function for neighbors outside the threshold, MultiSURF removes the scores for neighbors
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outside the threshold, and MultiSURF∗ introduces a customizable dead zone where no neighbors are

scored. This family of algorithms, known as Relief-based methods, have successfully found epistatic

interactions in simulated datasets [57, 58] and in some complex diseases, such as sporadic breast

cancer [54].

Figure 2.1: Summary of Relief-based Algorithms( [50])

While filtering reduces the computational complexity, it introduces a bias into the detection process

(for example, by testing only SNPs that have a high statistical correlation to the phenotype). Furthermore,

it leads to a potential loss of accuracy, as not all combinations are evaluated for epistasis. One possible

strategy to address these issues is by using random forests, a type of classifier that can find relevant

SNPs without introducing a bias or doing exhaustive search.
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2.3.3 Random Forests

Decision trees are a classifier model where each node represents a predictor variable and a path

is a sequence of predictor variables from the root to the leaves. For epistasis detection, each node

represents a SNP, as is represented in Figure 2.2. A tree-growing algorithm searches, in each step, for

a SNP that optimally segregates the population. However, a shortcoming of this approach is the high

dependence on the marginal effects of each SNP. To avoid the bias that comes from growing a single

tree model, random forests were designed. Random forests create multiple decision trees to apply an

ensemble procedure, which aggregates the predictions of all trees. The SNP set output is defined as

the most important variable set of the random forest.

Figure 2.2: Decision Tree

In random forests, decision trees are built using a bootstrap strategy, i.e., N samples of K SNPs

are selected randomly, with replacement, from a dataset with N samples. Individuals not drawn are

classified as out-of-bag (OOB) samples. To build the decision tree, a random subset of SNPs is selected,

ensuring low correlation between trees [59]. As an example, in [60], random forest is applied to select

a subset of SNPs, based on Gini Index [61], that minimized classification error. The candidate SNPs

were then statistically tested up to third order interactions and two interacting SNPS were successfully

identified in an AMD dataset.

However, even if random forests find SNP associations that may be true interactions, there is no

distinction between scenarios of interacting SNPs and the additive effect of several independent SNPs.

Therefore, random forests lack a clear interpretation. A possible approach to tackle this issue is to

employ Bayesian networks, as they offer an appealing and intuitive way to capture existing relationships

between SNPs and observed phenotypes.
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2.3.4 Bayesian Networks

Bayesian networks aim to find the causal relationships between sets of random variables and their

conditional dependencies, while providing a compact representation of a joint probability distribution.

The model is based on Bayes’ theorem

P (N |D) =
P (D|N)P (N)

P (D)
, (2.6)

where P (N |D) represents the posterior probability distribution of the Bayesian Network N , given the

data D, P (D) is the probability of D, P (N) is the prior probability of N (before observing the data), and

P (D|N) is the class-conditional probability.

The network is represented as a directly acyclic graph (DAG), where each random variable is a node

on the graph and has a defined conditional probability distribution. If a causal probabilistic relationship

exists between variables, a directed edge connects the nodes on the graph, as represented in Figure 2.3.

In the case of epistasis detection, X1, ..., Xk represent SNPs and Y represents the observed phenotype.

Figure 2.3: A Bayesian Network model between k-epistatic SNPs and disease state ( [62])

In Bayesian networks, each variable is independent of its non-descendants, given its parents in the

graph. Let X, Y , and Z be variables of the Bayesian network. If P (X|Y,Z) = P (X|Y ), then X is

conditionally independent of Z, given Y (noted X ⊥ Z|Y ). Therefore, the joint probability of k nodes is

given by

p(X1, X2, ..., Xk) =

k∏
i=1

p(Xi|parent(Xi)), (2.7)

where parent(Xi) denotes the parent node of Xi. The probability of P (D|N) can be computed, consid-

ering all variables in the DAG are discrete values, by

P (D|N) =

I∏
i=1

 Γ
(∑J

j=1 αij

)
Γ
(
ni +

∑J
j=1 αij

) J∏
j=1

Γ(nij + αij)

Γ(αij)

 , (2.8)

where Γ(
∑J

j=1 αij) = (
∑J

j=1 αij − 1)!, αij is a parameter that refers to the knowledge about the number
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of cases while the nodes take the corresponding ith combination and jth state, ni is the number of

samples associated with the ith combination, and nij is the number of samples associated with the ith

combination and jth state.

Taking an equal likelihood for all possible distributions in each Bayesian network model, P (N) and

P (D) are set to constants, and αij = 1, obtaining

P (N |D) ∝
I∏

i=1

 (J − 1)!

(ni + J − 1)!

J∏
j=1

nij !

 . (2.9)

When the joint probability distribution in Equation 2.7 is assumed to be a Dirichlet distribution, the K2

score is defined as

K2 =

I∏
i=1

 (J − 1)!

(ni + J − 1)!

J∏
j=1

nij !

 . (2.10)

Taking the logarithm of the previous expression, the K2 score can also be defined as

K2 =

I∑
i=1

ni+1∑
b=1

log(b)−
J∑

j=1

nij∑
d=1

log(d)

 . (2.11)

Several studies for epistasis detection [13, 14, 16, 17, 62–65] refer to the K2 score in its logarithmic

form. While Bayesian networks provide an intuitive representation of dependencies between variables,

learning the network’s structure amounts to a model selection problem, which is computationally inten-

sive. Specific techniques have to be used to reduce the computational cost, such as nature-inspired

algorithms.

2.3.5 Nature-Inspired Algorithms

Nature-inspired algorithms are a class of effective tools for solving optimization problems that are

flexible and efficient and have become widely used for dealing with highly nonlinear problems and tough

optimization problems [66]. While many nature-inspired methods exist [67], two classes are emphasized:

Genetic Algorithms (GAs) and Swarm algorithms.

GAs are a class of methods that mimic the biological evolution process and have been employed to

find epistatic interactions in complex diseases, such as AMD [68]. GAs begin with a random population

of solutions to a problem that, over iterations, evolves via evaluation, selection, and mutation processes.

GAs follow a common behavior to find solutions to a given problem:

1. Create a population of random solutions;

2. Test each solution using a fitness function;
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3. Keep the best solutions and use them to generate new possible solutions. This new generation

can be created using two mechanisms:

• Crossover: choose two solutions and mix them (e.g. weighted average) to create new indi-

viduals. Crossover happens with a high probability;

• Mutation: choose a solution and apply a random change (e.g. flipping a bit). Mutation guar-

antees that the search algorithm is not trapped in a local minimum, but occurs with a low

probability.

4. If the termination criterion is fulfilled (e.g., a certain number of fitness evaluations has been reached),

output the final population. Otherwise, jump back to step 2.

The population in genetic algorithms is usually evaluated by relying simultaneously on multiple ob-

jective functions, such as K2 Score and mutual information [65]. However, when considering more than

one function (i.e. multi-objective genetic algorithm), it is difficult to find a solution that is optimal for all

objectives. In general, a solution has a better performance on one objective and performs worse than

other solutions for other objectives. This issue is generally tackled by finding the Pareto Set.

For two objective functions f1(X) and f2(X) and two possible solutions as X1 and X2, X1 is said to

dominate X2 if one of the following conditions is satisfied:

1. f1(X1) < f1(X2) && f2(X1) < f2(X2),

2. f1(X1) = f1(X2) && f2(X1) < f2(X2),

3. f1(X1) < f1(X2) && f2(X1) = f2(X2).

If X1 is not dominated by other solutions, X1 is called a non-dominant solution. The Pareto Set is the

set of non-dominant solutions, that are candidates to solve the multi-objective problem.

As a practical example, EpiMOGA [64] is applied to the study of Late Onset Alzheimer’s Disease.

The proposed multi-objective genetic algorithm seeks to find SNP interactions that minimize two func-

tions: the Bayesian K2 Score (as a measure of correlation) and Gini Index (as a measure of statistical

dispersion).

Similar to genetic algorithms, swarm optimization algorithms are nature-inspired and belong to the

class of metaheuristic methods. Swarm optimization relies on the problem-solving capabilities that

emerge from interaction between agents.

Ant Colony Optimization (ACO) is a commonly used algorithm that has been applied to epistasis de-

tection, regarding, for example, Late Onset Alzheimer’s Disease [69] and AMD [65]. In ACO, optimization

problems are solved by simulating how ants discover food sources and communicate discoveries with

other ants. As ants move, they leave pheromone trails. More ants on a trail means more pheromones,

which motivates other ants to follow that trail instead of searching somewhere else.
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In the case of epistasis detection, the search space comprises all SNPs in a dataset. The ants

traverse the search space and build solutions consisting of SNP combinations, based on pheromone

values and transfer rules. The probability of an ant k traversing from SNP i to SNP j is given by

Pk(i, j) =

{
R if(q ≤ T0)

1 whenj = rand(Uk(i))if(q > T0),
(2.12)

where Pk(i, j) is the probability that an ant selects SNP j followed by SNP i, q is a number generated

randomly from an uniform distribution in (0,1), and T0 is a threshold to balance the convergence speed

and avoid being trapped in local minimums. Uk(i) represents the set of neighbors of SNP i that ant k

has not yet visited and rand(Uk(i)) selects a random neighbor from this set.

R represents a selection strategy for the next SNP to add and is described by a probability distribu-

tion, depicted as follows

R =


τδ
ijν

β
j∑

u∈Uk(i) τ
δ
iuν

β
u

j ∈ Uk(i)

0 j /∈ Uk(i)
, (2.13)

where τij is the pheromone factor between SNPs i and j, νj represents prior information on SNP j, and

δ, β are parameters. Pheromone factors are updated over iterations through positive feedback. The new

factors are computed as

τijNEW
= ατijOLD

+∆τijOLD
, (2.14)

where α is the evaporation rate and ∆τijOLD
is an increment from ants that go from SNP i to SNP j.

MACOED [63] is an example of an epistasis detection method that relies on ACO to find promising

combinations of SNPs for Late Onset Alzheimer’s Disease. The ACO algorithm uses two metrics. The

first objective function is the Akaike Information Criterion (AIC) score. This metric is derived from logistic

regression, considering a model where the phenotypes are dependent variables and the genotypes are

independent variables. The AIC score of the model is defined as

AIC = −2log(L) + 2d, (2.15)

where log(L) represents the maximized log-likelihood of the model, and d is the number of free param-

eters. The second objective function is the Bayesian K2 score. The algorithm aims to optimize these

two metrics. As with genetic algorithms, finding solutions that optimize both metrics is difficult. To solve

this issue, the Pareto Set is determined. Within the selected solutions, an exhaustive search with the

statistical Pearson’s χ-squared test is done. MACOED reports the solutions that have a p-value under

the Bonferroni-corrected significance.

When nature-inspired algorithms are used, there is no guarantee that an optimal solution is found
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on finite time and this solution may often depend on several parameters that require fine tuning. Fur-

thermore, these algorithms find an optimal solution for a given data that may not generalize well in the

presence of new data. A possible solution to these problems is to employ deep neural networks, given

their flexibility in modeling complex relationships between variables that generalize well in the presence

of new data.

2.3.6 Deep Learning

DNNs mimic the structure of the human brain and its ability to solve complex problems. Deep neural

networks rely on training data to capture patterns and improve accuracy over time. These networks

represent a directed graph in which neurons are connected by edges, whose direction represents the

information flow within the network. The data to be processed enters the input layer and is processed

through hidden layers until the final layer outputs the final result (classification). Each connection be-

tween neurons is attributed a weight to minimize prediction error.

Each individual node can be interpreted as its own linear regression model, composed of input data,

weights, a bias, and an output. In the context of epistasis detection, the input layer takes a set of SNPs

and the output is described as

y =

k∑
i=1

wif(xi) + b = w1f(x1) + ...+ wkf(xk) + b, (2.16)

where each xi is a SNP, f is a non-linear activation function, and b and wi are the ”bias” and weights,

respectively, to be estimated.

Training the network implies changing the weights in the network to optimize its performance for a

given task. To train the network for data classification, the dataset to be used is split into three different

subsets: training, test, and validation sets. The training set is used to train the model. The network’s

weights are randomly initialized and training is performed by observing the output and adjust the weights

until classification is correct. After training, the validation set is used to evaluate the performance of

the obtained model and the test set is used to evaluate the best model. When applied to epistasis

detection, each input neuron represents a SNP. Each sample represents a set of genotype values and

the correspondent disease state. Therefore, the model is trained to capture interactions between the

input SNPs and the observed disease states to make accurate predictions on the phenotype.

The performance of a neural network is dependent on the data and the given task. Therefore, finding

the most suitable network architecture is a key factor to maximize accuracy. Several architectures have

been applied to epistasis detection [70–78], which will be discussed in this section.
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Multilayer Perceptrons

Multilayer Perceptron (MLP), also known as fully connected feedforward networks, are artificial neural

networks that consist of at least three layers: an input layer, a hidden layer, and an output layer. To the

exception of the input nodes, every neuron in the network uses a non-linear activation function. Figure

2.4 presents the architecture of a MLP in the context of epistasis detection.

In [70, 71], MLPs are applied to epistasis detection in chronical dialysis and breast cancer datasets,

respectively. In both cases, the network classified the datasets and determined the top 20 most signif-

icant SNPs, having identified true pairwise interactions. In [72], a MLP is applied to a subset of SNPs

obtained by a clustering algorithm to identify epistatic interactions.

A recent implementation, described in [73], proposes the use of a MLP, with sparse regularization, to

find epistatic interactions in protein datasets. Consider a protein that has N mutational sites (which can

take binary values). It is possible to write a function, f , of these mutational sites as

f(X1, X2, ..., XN ) =
∑

S⊆[N ]

αS

∏
i∈S

Xi, (2.17)

where S is a subset of 1, 2, 3, . . . , N = [N ] and αS is the Walsh-Hadamard transform coefficient asso-

ciated with a combination in the set X1, X2, ..., XN . This transform is a 2N by 2N matrix that is applied

to 2N numbers. In this case, the Walsh-Hadamard transform is applied to the 2N combinations of a

protein’s mutational site, after being evaluated by a MLP, to obtain a function of the weights in the net-

work. Finally, the L1 norm is applied to promote sparsity within this function’s coefficients. This approach

works well for small values of N . For large values, a scalable alternative is proposed by sampling the

sequences.

Despite the good results in protein datasets, the proposed implementation is unfeasible for SNP

datasets. The Walsh-Hadamard transform operates on 2N numbers and is therefore more suitable for

binary variables than for SNPs. However, even if a binary representation exists for SNPs, using this

method on modern datasets, given the sheer number of SNPs, is still infeasible, as simply sampling the

sequences could not be enough to find promising SNP interactions.

Figure 2.4: MLP Architecture Representation For Epistasis Detection ( [21])
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Another recent implementation, known as DeepCOMBI [79], attempts to use MLPs for epistasis

detection, while providing explainability through Layerwise Relevance Propagation (LRP) [80]. LRP

uses the network weights and activations generated by the forward pass to propagate the output back

through the network up to the input layer and generate relevance scores for each input variable. With this

strategy, the subset of the most relevant SNPs is identified and tested for possible epistatic interactions.

This framework was tested in simulated and real datasets with reasonable success. However, because

the proposed MLPs are dense networks, this framework scales poorly as the number of SNPs, and

therefore it cannot be used for large epistasis datasets.

Stacked Autoencoders

Autoencoders are an unsupervised learning method that aim at feature extraction and dimensionality

reduction. The autoencoder learns lower dimensional representations of the unlabeled input data. The

architecture of an autoencoder consists of three layers, where the output, x̂, should be as similar as

possible to the input x. Given a dataset, the autoencoder learns a function such that

hW,b(x) ≈ x, (2.18)

where W and b are the weights and bias in a given layer, respectively.

Training the network penalizes outputs different from the original input, thus learning a reduced rep-

resentation for the data. However, simple autoencoders have a low representational power. To solve

this limitation, Stacked Autoencoders (SAE) are proposed, as depicted in Figure 2.5. Autoencoders are

stacked to enable greedy layer-wise learning where the lth hidden layer is used as input to the l + 1

hidden layer in the stack. The dimensionality of the data is decreased stack by stack, reducing noise

and preserving the most important information.

Figure 2.5: SAE Architecture Representation For Epistasis Detection ( [74])

In [74], autoencoders were employed to detect epistatic interactions in extreme obesity. The autoen-

coder is applied as a dimensionality reduction strategy and the resultant low dimensional data is fed to

a MLP to identify possible SNP interactions.
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Convolutional Neural Networks

While MLPs are a powerful technique to model non-linear relationships for regression and classifi-

cation problems, they are not the best option to manage spatial or temporal data. For situations where

the input is distributed along a space pattern, such as in the context of image processing, Convolutional

Neural Networks (CNNs) were proposed. Figure 2.6 depicts how convolutions work within the network.

Figure 2.6: (a) One-dimensional Convolution Operation. (b) CNN Architecture Representation For A SNP Matrix
( [21])

CNNs are composed by convolutional layers, pooling layers, fully connected layers, and normaliza-

tion layers. In convolutional layers, a ”kernel” (a multidimensional array of weights) is applied to the

input data, followed by an activation function, to produce an output. Next, the pooling layer merges the

”kernel” outputs, by taking the mean, maximum, or minimum of those values. Finally, the fully connected

layer provides the final classification, based on the previously extracted features.

In [75], CNNs are applied to a PANCAN dataset, describing several types of cancer, to perform

feature extraction and classification of the biomedical data. In [76], CNNs are applied to a dataset

regarding Late Onset Alzheimer’s Disease to extract population-level effects using large convolutional

kernels.

Bayesian Neural Networks

In general, parameters on neural networks are assigned to single values or point estimates. Bayesian

Neural Networks (BNNs) offer a different view on the weights by seeing them as probability distributions.

Every parameter in the model is attributed a prior distribution, P (W ), which is usually a normal distribu-

tion. The main goal is to calculate the posterior distribution (after observing the data) for the weights,

P (W |X), where W is the network’s weights and X is the data.

To find the posterior distribution, Bayes’ law, as described in Equation 2.6, can be used. However,

solving 2.6 requires a solution to an intractable integral that arises to find the probability of the data. To
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overcome this issue, variational inference is employed. The posterior is approximated with a variational

distribution, Q(W ), minimizing the Kullback-Leibler (KL) Divergence, defined as

DKL(Q(W )||P (W |X)) =

∫ +∞

−∞
Q(W )log

(
Q(W )

P (W |X)

)
. (2.19)

From the KL Divergence between the distributions, it is possible to write

log(P (X))︸ ︷︷ ︸
Evidence

−DKL(Q(W )||P (W |X))︸ ︷︷ ︸
Objective

= E[log(Y,X|W )]︸ ︷︷ ︸
Classification Loss

−DKL(Q(W )||P (W ))︸ ︷︷ ︸
Regularization Loss

, (2.20)

where the right-hand side is called Evidence Lower Bound (ELBO). Minimizing ELBO maximizes the

probability of the dataset being true, while minimizing the divergence between the variational distribution,

Q(W ), and the posterior, P (W |X), which is the objective.

It should be noted that BNNs and Bayesian networks are two different concepts. Bayesian networks

are simple graphical models that describe probabilistic relationships between variables, while BNNs

learn the probabilities and adjust the weights in the network to maximize the posterior probability distri-

bution.

Bayesian neural networks have been applied to epistasis detection in simulated datasets [78] and

in a tuberculosis dataset [77]. These neural networks, although promising, are, in practice, hard to

implement and often need more training time to achieve acceptable precision, which may not be ideal

from a time-to-solution perspective.

Transformers

Transformers are a novel architecture used in the scope of this master thesis that, to the best of our

knowledge, is not yet present in the state of the art approaches for epistasis detection. The transformer

was first proposed in [30] to handle long range dependencies in sequences and is the current state of the

art technique for Natural Language Processing (NLP) [81]. Figure 2.7 depicts the general architecture

of the transformer for sentence translation.

Consider an input sentence and its correspondent output in a different language. Each token (in the

case of NLP, a token is a word) in the sentences is converted into a vector of size B (Input Embedding

and Output Embedding). To account for the position of each word in its sentence, the positions are also

converted into vectors of size B and added to the sentence embedding (Positional Encoding).

For the input sentence, these vectors are fed to the Multi-Head Attention layer, where attention is

calculated. Attention is a mapping between a query (Q) and a set of key-value pairs (K,V ). Q, K, and

V are vectors obtained by linear transformations of the sentence embedding, which can be learned. A

common attention mechanism is the scaled-dot attention, defined as
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Attention(Q,K, V ) = softmax(
QKT

√
B

)︸ ︷︷ ︸
Attention Score

V, (2.21)

where
√
B is a normalization factor. The softmax function returns probabilities (attention scores) for

each token. The higher the score for a word, the more important it is for the classification of the given

data. Multiple heads are used to apply different linear transformations to the input embedding and learn

different attention values for different word embeddings. The attention values are added to the sentence

embedding and normalized (Add & Norm). These results are then fed to a fully connected layer (Feed

Forward) and added to this layer’s output before applying normalization again (Add & Norm).

Figure 2.7: Transformer Architecture ( [30])

For the output sentence, its embedding is fed to the Masked Multi-Head Attention layer, which masks

some of the embedded inputs. The idea behind masking is to predict the next word using previous results

without knowing the real word. The obtained attention scores are added to the sentence embedding and
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normalized (Add & Norm). These results, along with the results obtained from the input sequence, are

fed to another Multi-Head Attention layer, which maps words of the input and output sentences and finds

relationships between them.

The final attention scores are added to the input of the Multi-Head Attention layer and normalized

(Add & Norm layer). The result is fed into a fully connected layer (Feed Forward) whose output enters

a linear layer (Linear ). The final output of the transformer are probabilities for what should be the next

word in the output sentence.

While the transformer provides good results in NLP problems, its performance is hindered by long se-

quences, as the necessary memory for the attention mechanism scales quadratically with the sequence

length. Recent studies suggest that sparse transformers are enough to obtain the same accuracy as

standard transformers [82] and are able to scale to long sequences [83,84]. Sparsity refers to a structure

where most data is zero. In a neural network, sparsity can be classified as structured or unstructured.

Structured sparsity constrains patterns in the weights to achieve memory representations with low over-

head. On the contrary, unstructured sparsity allows for the pruning of arbitrary weights, albeit at the cost

of increased overhead for index structures and loss of efficiency in execution of dense computation.

2.4 Epistasis Detection on Modern Computing Devices

While the approaches for epistasis detection are diverse, interactions beyond third order are not

often explored due to the sheer computational size of the problem. A common approach to overcome

this bottleneck is to employ specialized hardware to explore parallelism in epistasis detection. Table

2.5 depicts a series of works on epistasis detection using different devices. For each work, a brief

description is provided, regarding device, year, biggest dataset, time to analyse all combinations, and

the considered epistatic order. The presented works focus on two specific platforms: FPGAs and GPUs.

Table 2.5: Comparison Of Computing Devices For Epistasis Detection

Device Year Epistasis Order #Samples #SNPs Time Ref

GPU 2011 2 5003 351,542 1h20m [11]
FPGA 2014 2 5000 500,000 4m [18]
FPGA 2015 3 5000 10000 4h33m [19]
GPU 2020 3 3200 6300 4m [15]
GPU 2020 3 6400 40000 9h7m [14]
GPU 2021 4 40000 400 20m [17]
FPGA 2021 4 4000 2000 1h46m [20]

FPGAs are programmable devices that offer a flexible platform for the implementation of custom

hardware, tailored to a specific application, at a low development cost. Compared to GPUs, FPGAs
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have relatively limited memory, bandwidth, and computing resources. However, they have the advan-

tage of achieving similar performances with lower power consumption. Furthermore, FPGAs excel at

applications where high levels of parallelism can be extracted, such as the creation of contingency tables

in epistasis detection, as these devices enable models with highly flexible fine-grained parallelism. For

these reasons, FPGAs are being successfully used to accelerate epistasis detection [18–20].

For second order interactions, [18] proposes an exhaustive search with the creation of contingency

tables in parallel. This design is implemented on a RIVYERA S6-LX150 FPGA. This FPGA implemen-

tation analyzed a dataset with 500,000 SNPs and 5 000 samples in 4 minutes, achieving a speedup

of 285x, in comparison to a CPU-only execution (2x Intel Xeon quad-core, 2.4 GHz). Furthermore, it

achieves 98.8x better energy efficiency in comparison to the GPU.

For third order interactions, [19] proposes an exhaustive search with the creation of contingency

tables and the use of mutual information as an objective function. This design is implemented on two

FPGAs, a Virtex7-VX690T and a Kintex7-K325T. For a dataset with 10 000 SNPs and 5 000 samples,

these FPGAs achieved a speedup of 363× and 181×, respectively, compared to a CPU-only execution

(Intel Core-i7 Sandy Bridge, 3.20 GHz with 6 cores).

A recent implementation, described in [20], is, to the best of our knowledge, the first attempt to tackle

fourth order interactions using FPGAs. Using mutual information to analyze SNP combinations, this

implementation processed a dataset with 2000 SNPs and 4000 samples in 1 hour and 46 minutes, using

the Virtex-7 690T FPGA, 250 MHz. Furthermore, this architecture attained comparable performances

to third-order GPU state-of-the-art approaches, with up to 8.2× better energy efficiency.

GPUs are designed for highly data-parallel applications with high arithmetic intensity. GPUs are or-

ganized as an array of Streaming Multiprocessors (SM). When a kernel is launched to the GPU for

execution, thread blocks are scheduled onto an SM. The number of thread blocks that execute concur-

rently on an SM is referred to as the occupancy of the kernel. Higher occupancy is typically desirable, as

thread-level parallelism can be exploited to hide the latency of memory and arithmetic operations. Due

to their ability to explore parallelism, GPUs have proven to be successful in accelerating data processing

in epistasis detection [12–17].

To perform second order epistasis detection, [11] implements BOOST [40], mentioned in Section

2.3.1, in a single GPU. Using a NVIDIA GTX 285 display card, GBOOST analyzed a dataset with 5003

samples and 351,542 SNPs in 1 hour and 20 minutes, resulting in a 44.8x speedup in comparison to

BOOST.

Several GPU implementations exist to perform third order epistasis detection. As an example, in [15],

MPI3SNP is presented. In the proposed implementation, SNPs are stored, using bitwise representa-

tions, as depicted in Table 2.6. SNPs are combined in groups of three to calculate genotypical fre-

quencies and store them in contingency tables. An entropy-based algorithm is employed to rank the
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interactions between SNPs. As an example, MPI3SNP analyzed an input of 6300 SNPs and 3200 sam-

ples in 4 minutes, using 8 NVIDIA K80 GPUs. By comparison, the same process would have taken over

3 days in a single CPU core.

Table 2.6: Binary Representation of one SNP

A 0 1 1 (...) 2 1

A0 1 0 0 (...) 0 0
A1 0 1 1 (...) 0 1
A2 0 0 0 (...) 1 0

In [14], the proposed implementation makes use of CPUs and GPUs. CPUs generate SNP com-

binations, which are sent to GPUs to build contingency tables and calculate the K2 Score for each

combination. This implementation, on a system with an Intel Core i9-7900X and NVIDIA Titan V GPU,

took 9 hours and 7 minutes to analyze all third order interactions in a dataset with 6000 samples and

40000 SNPs.

A more recent implementation, proposed in [17], is, to the best of our knowledge, the first attempt at

fourth order epistasis using exhaustive search on GPUs. The generation of SNP combinations is done

similarly to [14]. The contingency tables are partially constructed using third order interactions, as the

calculation of frequency counts is less demanding than directly performing all calculations for a fourth

order interaction. As an example, this implementation on a NVIDIA Titan RTX GPU @ 1.77 GHz with

4708 stream cores resulted in a 60x speedup with respect to CPU-only execution (2 Xeon Gold 6128

CPUs @ 3.4 GHz, each with 6 cores).

Some contemporary GPU architectures also have tensor cores, units specialized to matrix multipli-

cation. In [13,16], using the binarised representation of SNPs that was depicted in Figure 2.6, the con-

tingency tables are built by using GPU’s tensor cores to optimize the genotype counts. The emergence

of tensor cores have led to the development of TPUs, which are designed as hardware accelerators for

tensor operations in machine learning tasks, but have not yet been applied for epistasis detection.

To the best of our knowledge, IPUs have also not yet been applied to epistasis detection. The IPU

is a recent massively parallel platform aimed at Machine Learning workloads. Its design premise is

the efficient execution of fine-grained operations across a large number of parallel threads [29]. IPUs

provide a large number of cores, each tightly coupled to a local memory to reduce latency. As each

core only accesses its memory at a fixed cost and independently of access patterns, the IPU are effi-

cient at executing applications with irregular computation and data accesses, as is the case of sparse

data. Furthermore, for machine learning problems, such as natural language processing [26] and image

recognition [28], IPUs obtained state of the art results. The IPU’s good performance on machine learn-

ing problems, coupled with its efficiency on sparse data, makes it a promising platform to explore sparse
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machine learning methods for high order epistasis detection that do not exist yet in the state of the art.

2.5 Challenges on Epistasis Detection

Table 2.7 depicts a comparison between several existing methods for epistasis detection. The land-

scape, while vast, tackles mostly second and third order interactions between SNPs. Improvements

in hardware capabilities and algorithms have allowed for the search of high order interactions (such

as fourth order, for example) using exhaustive methods, but only on datasets with hundreds to a few

thousands of SNPs.

Table 2.7: Comparison Of Methods For Epistasis Detection

Method Strategy Year Epistasis Order #Samples #SNPs Ref

GWISFI Exhaustive Search 2014 2 5000 450000 [41]
EpiMiner Filtering 2014 3 2000 100 [85]

BNN Deep Learning 2014 2 2000 1000 [77]
MACOED Swarm Optimization 2015 2 1600 1000 [63]

PRF Random Forest 2016 2 1282 39 [59]
FAACOSE Swarm Optimization 2017 2 1368 309316 [69]
EpiACO Swarm Optimization 2017 2 146 103611 [65]
HiSeeker Filtering 2017 3 11950 423234 [43]

CNN Deep Learning 2018 2 800 20531 [75]
Epi-GTBN Genetic Algorithm 2019 2 146 1039 [68]

Deep Mixed Model Deep Learning 2019 2 540 6970 [76]
MPI3SNP Exhaustive Search 2020 3 3200 6300 [15]
SAERMA Deep Learning 2020 2 1997 2465 [74]
EpiMOGA Genetic Algorithm 2021 2 432 22164 [64]
HEDAcc Exhaustive Search 2021 4 4000 2000 [20]
Fiuncho Exhaustive Search 2022 6 2048 223 [86]

To find high order epistatic interactions in larger datasets, methods enhanced by machine learning

are a reasonable approach. In particular, deep neural networks are a promising tool for epistasis de-

tection, as they offer high flexibility in modeling complex relationships between variables. Furthermore,

DNNs benefit from parallelism, as the existing data may be split in several batches and evaluated in

parallel during inference. Therefore, the use of hardware that explore parallelism, such as GPUs, may

accelerate training. However, two key issues arise in the use of neural networks.

First, the obtained model is difficult to interpret. Model interpretation refers to the extraction of feature

importance from a dataset. To this regard, DNNs are black box systems, as there is no insight on the

importance of features for the given task. In epistasis detection, while methods that rely on DNNs are

often successful in classifying samples according to their phenotype, the biological interpretation is often
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ignored. Therefore, the need arises for deep learning architectures that can easily identify interacting

SNPs.

Second, as the scale of the given task increases, the networks also increase in depth and number

of parameters to achieve equal or higher accuracy. A larger network leads to a high demand of memory

and computation capacity. Recent studies suggest that a considerable proportion of the weights in DNNs

are not necessary to achieve good performance [24,25].

To compress neural networks and accelerate the training process, some approaches have focused

on training sparse networks with less neurons and connections. Sparse models are desirable in deep

learning to achieve higher accuracy and accelerate inference, as the necessary memory and opera-

tions are reduced [25]. However, sparsity poses a challenge for modern parallel architectures, as the

performance of operations in sparse data varies drastically with the topology of nonzero values and

level of sparsity. For traditional deep learning workloads, GPUs are the hardware of choice, and re-

cent works have focused on developing efficient software to overcome the difficulties of sparse data

processing [87,88].

Although some works exist to address the issue of interpretation in DNNs and tackle epistasis de-

tection [79], the use of transformers, as described in Section 2.3.6, can provide a more intuitive way of

identifying relationships between SNPs, while also being scalable. Given the potential of sparse trans-

formers for execution on large data [83, 84], choosing an adequate platform is relevant to achieve high

performance. While GPUs are usually the hardware of choice, IPUs, as mentioned in Section 2.4, are

tailored for machine learning workloads and are designed to be efficient on various kinds of memory

access patterns. For these reasons, the application of sparse transformers in IPUs has great potential

and are proposed in this thesis to target high order epistasis.

2.6 Summary

This Chapter started by providing the fundamentals on genetics to understand the importance of

epistasis. Next, the state-of-the-art approaches for epistasis detection were examined, confirming the

great variety of methods in the literature, while also depicting the existing bottlenecks. Modern com-

puting devices were analyzed to understand how epistasis detection can be accelerated to reduce the

computational time. Finally, the current challenges on epistasis detection were addressed.
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Chapter 3

Methodology for High Order Epistasis

Detection

The state of the art approaches for epistasis detection shows the potential of methods based on Deep

Neural Networks to explore high order epistasis detection [21]. While this approach may be capable of

predicting phenotypes based on SNPs, the main problem is the creation of black-box models, as it is

difficult to understand how neural networks are predicting a given phenotype and how to find interacting

SNPs [21]. Therefore, methods for network explainability are a necessary step to boost the potential

of these methods for epistasis detection. Developing such methods is necessary to not only predict if

a patient has a disease or not, but also to understand clearly which SNPs may be contributing for that

classification.

This dissertation presents a novel methodology for interpreting deep learning methods and detecting

interacting SNPs. Transformers are introduced as a promising deep learning technique that is yet to

be applied for epistasis detection and that provides good interpretation measures for Natural Language

Processing (NLP) tasks, as seen in the literature [89]. To understand how the transformer can be

applied to tackle epistasis detection, its architecture is presented and modified, focusing on three parts.

First, embeddings are studied to find meaningful SNP representations that the transformer can use for

learning. Afterwards, it is necessary to understand how the transformer’s attention mechanism works

and how it can be used to assign scores for each SNP, providing network interpretation. Finally, because

epistasis datasets can have thousands of SNPs and transformers do not scale well for large sequences,

sparsity strategies are studied to mitigate the transformer’s computational load.

To evaluate the performance of the transformer, simulated datasets are created to address several

epistasis models under a wide range of values for heritability, minor allele frequencies, and interaction

orders, emphasizing high order epistasis.
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3.1 Framework for Epistasis Detection

Figure 3.1 depicts the complete framework for epistasis detection, based on transformers, which

will be further elaborated in Section 3.2 to explain how to develop a transformer for epistasis detection.

Given an input epistasis dataset, the positional embeddings are first calculated, using one of the three

algorithms described in Section 3.2.1. Then, the dataset enters the transformer network, where each

sample consists of an array of SNPs, plus the label, for which token embeddings will be generated and

added to the positional embeddings. Attention is calculated using the SNP embeddings as a context

and the label embedding as a token to predict. For each patient, the attention scores for each SNP

are obtained and added together. After training, these scores are sorted by magnitude and the top 5%,

10%, and 25% are analyzed.

Figure 3.1: Framework For Epistasis Detection

Note that, for simulated datasets, because the interacting SNPs are known, evaluating the trans-

former’s performance requires only checking if the interacting SNPs are in the top 5%, 10%, or 25% of

attention scores. However, for real datasets, it is unknown whether interacting SNPs exist. Therefore,

after identifying the SNPs that exhibit the top 5%, 10%, and 25% attention scores, an exhaustive search

should be performed as an extra step to identify potential epistatic interactions within the SNPs filtered

with the transformer.

This framework provides several advantages when compared to other deep learning techniques.

First, it is a scalable framework. Unlike, for example, exhaustive methods, where the number of SNPs

and patients is a bottleneck for evaluating epistasis, the proposed method is able to handle large
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datasets. Second, it provides the necessary interpretation and explainability that was missing in other

state-of-the-art approaches that apply machine learning methods to target epistasis detection. By means

of attention scores, it is possible to quantify the relevance of each SNP in the prediction of a given phe-

notype and identify, similar to a filtering process. Third, this framework is configurable. For example,

different embedding functions can be selected and the sparsity percentage on the attention module can

be altered. Finally, note that, as Deep Learning models do not make assumptions on the datasets, the

transformer should be able to identify interacting SNPs regardless of the epistatic order, meaning it is

possible to explore high order epistasis.

3.2 Modifying the Transformer for Epistasis Detection

In Section 2.3.6, the transformer was presented as a state-of-the-art deep learning model that excels

at NLP tasks. However, the original architecture, as depicted in [30], is proposed for sequence-to-

sequence tasks. Given two sentences, the transformer learns relationships between words of both sen-

tences. An example of a sequence-to-sequence task is sentence translation, for which the transformer

was designed. For epistasis detection, however, the objective is to predict the phenotype of a patient

(i.e., to predict whether it has the disease or not) and find which SNPs may be interacting to explain the

observed phenotype. This task closely resembles another NLP problem for which the transformer can

be applied, known as sequence modeling [90].

For sequence modeling, consider a sentence x with t words from a given vocabulary. The goal is

to learn a probability distribution over a single word, x[t], using the preceding words, x[1 : t − 1] as a

context. This reasoning for NLP can be explored for epistasis detection, where the word to predict is

a patient’s phenotype, the patient’s SNPs are the context, and the vocabulary is {0, 1, 2}. As will be

explained in Section 3.2.2, each SNP will be assigned an attention score, providing a means to interpret

what SNPs are considered relevant to predict a given patient’s phenotype.

For sequence-to-sequence tasks, the transformer uses an encoder-decoder architecture, as is shown

in Figure 3.2. Encoders aim to generate encodings that contain information about which inputs are

relevant to each other. This is done using self-attention, which calculates the relevance of each token

against all other tokens in a sentence. On the other hand, decoders receive the encoder’s outputs,

which incorporate contextual information, to generate an output sequence. Both layers have a feed-

forward neural network for additional processing of the outputs and contain residual connections and

layer normalization steps to keep gradients small during training.

For sequence modeling, it is shown in [91] that an encoder-only architecture is enough for this par-

ticular task, as the goal is to predict a token in a sentence using its context (and the encoder finds rela-

tionships between tokens) and not to generate sentences (which is the decoder’s function). Therefore,

31



to apply transformers for epistasis detection, the decoder block is removed, while keeping the encoder

without any structural changes. It will be necessary, however, to modify how the attention algorithm

works, as the original algorithm is more focused on sequence-to-sequence tasks and not on sequence

modeling. This will be further explained in Section 3.2.2.

Figure 3.2: Encoder-Decoder Architecture

The overall structure of the remaining network is depicted in Figure 3.3. Given an input epistasis

dataset, embeddings are calculated to represent the input SNPs of a sample (patient). These embed-

dings are fed to the encoder layer, which attempts to measure the relevance of each input SNP to predict

the phenotype, using attention as the main algorithm. The encoder’s outputs are then fed to dense layers

before a sigmoid layer outputs the predicted label for the patient (0 or 1).

Figure 3.3: Transformer Architecture

A disadvantage of the proposed architecture lies in handling long sequences, due to scaling issues.
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In particular, attention tends to scale quadratically with the sequence size, which poses a problem for

epistasis detection, given that a dataset may have thousands of SNPs. A solution to this problem,

as discussed in Section 2.3.6, is to employ sparse transformers, which are good for scaling to long

sequences, while maintaining a reasonable performance. Consequently, to solve the scaling issues, a

strategy for sparsity, Top-KAST [92], is employed to the attention module, as will be explained in Section

3.2.3, to enforce sparse patterns on the weight matrices that the attention algorithm requires.

Embeddings, as mentioned before, are the first module in the transformer. For epistasis detection,

there is no categorical data, only numerical data, which could suggest that embeddings are not nec-

essary. However, embeddings are kept in the network as a means to represent SNPs in a way that

could potentially reveal SNP interactions. Therefore, to apply the transformer for epistasis detection, it

is necessary to understand how to build meaningful SNP embeddings.

3.2.1 Embedding Representations

Because neural networks cannot interpret words, it is necessary to find a mapping between words

and numbers in NLP tasks. While this is not a problem for GWAS datasets, which are already numerical,

it may be advantageous to consider alternative SNP representations that make it easier to find SNP

interactions during the transformer’s training.

For epistasis detection, let us consider that each patient represents a sentence whose words are the

SNP values (0, 1, or 2). A first approach to create SNP embeddings is to consider how many SNPs

exist in a dataset. If N SNPs exist, then each SNP is associated to a vector of size N , where all entries

are zero, except one. This process is called one-hot encoding. However, this approach has several

disadvantages. First, it cannot represent possible similarities or relationships between SNPs. Second,

the vector size increases linearly with the vocabulary size. Finally, as these vectors are highly sparse,

neural networks struggle in finding meaningful information. A solution to these problems is to map each

SNP to a dense vector, or embedding. A dense embedding allows for a richer SNP representation, as

interacting SNPs may have similar embeddings, as opposed to the one-hot encoding.

The mapping between a SNP value and a vector is called the input or token embedding. However,

the original transformer uses two types of embeddings. Because the same word in different positions

in a sentence may have different meanings. it is also necessary to map the word’s position to a vector.

This is the positional embedding, which is added to the token embedding. For epistasis detection, as a

patient is represented by an array with N SNPs, the SNP positions range from 0 to N − 1. Therefore,

each position will also be assigned a vector. These two embeddings (token and positional) are summed

together to provide the complete embedding for a single word in a sentence.

Figure 3.4 depicts this process to obtain the complete embeddings for N SNPs, using embeddings

of size D. Consider, as an example, the SNP in position 2, which, for a given patient, has a genotype
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1, as highlighted in Figure 3.4. The positional embedding is a function that, maps the SNP position 2 to

a vector (0.3,−0.5, 0.03, 0.46), while the token embedding is another function that maps the genotype 1

to a vector (0.1, 0.13,−0.2, 0.15). These two embeddings are summed together to obtain the complete

embedding (0.4,−0.37,−0.17, 0.61)) for this SNP in the given patient. This process is performed until

an embedding for all the SNPs and for the patient’s label is obtained. The need for an embedding that

represent the patient’s label will be further explained in Section 3.2.2.

The embedding vectors are learned by the transformer and, therefore, change during training. For

epistasis detection, as the vocabulary is small (3 genotypes) when compared to the number of positions

in the sentence (N positions), the positional embeddings are more relevant than the token embeddings.

Therefore, while token embeddings can be treated as parameters to be learned by the network, posi-

tional embeddings should be calculated a priori to ensure a meaningful SNP representation.

Figure 3.4: Embedding Workflow

In [30], positional embeddings based on sinusoidal functions are proposed to capture the fact that,

for example, position 2 in an input sentence may be more related to position 3 than it is to position 10.

In epistasis detection, interacting SNPs are not necessarily in adjacent positions for a given patient, so

another strategy should be employed. Considering a dataset with P patients, each SNP, along with the

label, can be thought as a point in a P -dimensional space, while an embedding can be considered a

point in a D-dimensional space.

On epistasis datasets, P can potentially be a large number, but D should be small, given that the
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transformer has layers with a quadratic complexity in D [30]. For this reason, positional embeddings

should be obtained, for example, by dimensionality reduction techniques. Dimensionality reduction tech-

niques have been used to visualize SNPs in lower dimensions [93] to find correlations between SNPs.

Therefore, these techniques can be used to find meaningful SNP representations. Furthermore, the

number of dimensions, D, can be selected freely. For these reasons, to build SNP embeddings, some

of the most used dimensionality reduction techniques are explored.

Principal Components Analysis

Principal Components Analysis (PCA) [94] is a common dimensionality reduction technique that aims

to find linear combinations of input variables, also known as principal components, by determining the

maximum variance of the data. Assuming a dataset of N SNPs and P patients, the principal components

can be written as

Y1 = a11SNP1 + a12SNP2 + ...a1NSNPN

Y2 = a21SNP1 + a22SNP2 + ...a2NSNPN

...

YP = aP1SNP1 + aP2SNP2 + ...aPNSNPN ,

where the first principal component, Y1, points towards the direction of most variance in the data. If D

principal components are calculated, then SNPN is represented by [a1N , a2N , ..., aDN ], which will be its

positional embedding. For PCA, the choice of D is more intuitive. For example, D components can be

calculated such that 90% of the data’s variance is covered.

Principal components can be calculated from the eigendecomposition of the dataset’s covariance

matrix. Although PCA is a simple algorithm to build SNP embeddings, it is limited to linear projections,

which means it cannot handle non-linear data well [95]. Therefore, non-linear dimensionality reduction

techniques should also be considered as possible candidates to create SNP embeddings.

Locally Linear Embedding

Locally Linear Embedding [96] is a non-linear dimensionality reduction algorithm that aims at preserv-

ing the local geometry of the original data points (i.e., if the points were close in the high-dimensional

space, the same points should be close in the low dimensional space).

To apply this algorithm, it is necessary to apply first K-Nearest Neighbors on the dataset, with a

proper choice of K that accommodates the general structure of the dataset. Next, each point is recon-

structed as a linear combination of its neighbors to minimize
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The first step in Locally Linear Embedding is to consider, for a data point Xa, its K-Nearest Neigh-

bors (based on Euclidean distance). After obtaining its neighbors (Xb), Xa is reconstructed as a linear

combination of Xb to preserve the local properties of Xa. This is done by minimizing

E(W ) =
∑
a

(Xa −
∑
b

WabXb)
2,

where E(W ) is the reconstruction error and each weight, Wab, represents the contribution of Xb to

reconstruct Xa. The weights are selected such that
∑

b Wab = 1 and that, if Xa and Xb are not neighbors,

Wab = 0. The points in low-dimensional space, Ya, are chosen to also minimize the reconstruction

error, with the weights Wab previously calculated. The coordinates of these points can be calculated

by eigendecomposition and represent the embeddings for each input variable. Note that, because K-

Nearest Neighbors is used in this algorithm, the number of considered neighbors, K, can influence the

quality of the embeddings.

Spectral Embedding

Spectral Embedding [97] is a nonlinear dimensionality reduction technique that, similarly to Locally

Linear Embedding, aims to preserve the local geometry of the original data points. This technique is

commonly used for graph structures and has already been applied in transformers for positional embed-

dings in [98].

Similar to Locally Linear Embedding, the first step is, for each SNP, to find its K-Nearest Neighbors

and build an adjacency matrix, A, such that, if two SNPs are neighbors, they are connected by an

edge with a positive value. This can be done using Gaussian weights or unitary weights. For epistasis

detection, another possibility is explored, by setting the weight between two points as the inverse of the

distance. The closer two points are, the higher the weights should be to ensure that low-dimensional

representations of these points are also close [97].

After obtaining A, a diagonal matrix, Λ, is calculated, where the elements of the diagonal are the

row sums of A. Finally, the Laplacian matrix, defined as L = A − Λ, is calculated. Performing an

eigendecomposition of this matrix provides the low-dimensional representations of the input variables,

which will be used as positional embeddings.

3.2.2 Attention Algorithm

After embeddings are calculated, the obtained SNP representations enter the attention module. At-

tention is a mechanism in the transformer architecture that uses contextual information (in the case of

NLP, this information can be preceding text) for predicting the current token. The transformer, as is in-

troduced in [30], is applied for sequence-to-sequence tasks, such as sentence translation, and attention
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is calculated all-to-all tokens. This is known as self attention. However, the transformer may also be

employed for sequence modeling, where the goal is to predict a token in a sentence, given the previous

tokens (known as context tokens). For this task, a different strategy, known as single-query attention [99],

is employed. This algorithm is tailored for sequence modeling, as it is employed to predict a word in a

sentence, given all the previous words as context, and assigns scores to each context word. Similarly,

in epistasis detection, the goal is to predict a phenotype, given all the SNPs in a patient and, using this

algorithm, each SNP can be assigned a score for interpretation.

For single-query attention, the embedding of the current token to predict is mapped to a query vector

and the embeddings of the context tokens are mapped to a key vector and a value vector through linear

projections. Attention can then be calculated as

Attention(Q,K, V ) = softmax(
QKT

√
D

)︸ ︷︷ ︸
Attention Score

V. (3.1)

where D is the embedding size, Q ∈ RD is the query, K ∈ RD is the key, and V ∈ RD is the value.

The inner product QKT can be interpreted as a measurement of how important is a context token

to predict the current token. If the current token and a context token have similar embeddings, they are

mapped to a similar query and key and, consequently, the inner product QKT should be large, meaning

that there could be a possible relationship between the two tokens. Conversely, if they have different

embeddings, this product may be small, meaning that there is probably no existent relationship between

the two tokens.

The next step is to apply the softmax equation, as follows:

Softmax(QKT
t ) =

exp(QKT
t /
√
D)∑

t exp(QKT
t /
√
D)

, (3.2)

where exp(.) denotes the exponential function. The output of a softmax function is a probability distri-

bution over the context tokens. These probabilities, or attention scores, are then used to combine the

value vectors. This calculation is summarized in Algorithm 3.1.

The algorithm’s inputs are the current token embedding (e) and the context tokens embeddings (et)

and the output is a vector representation of the token t and context projections combined (ṽ). The pa-

rameters Wq, Wk, Wv represent the query, key, and value linear projections, respectively. The input e

is mapped to a query, q, while the context, et, is mapped to a key, kt, and a value, vt, for every context

token t. By applying the softmax function, an attention score, αt, is obtained for every token t. Finally,

these attention scores are linearly combined with vt.
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Algorithm 3.1: Basic Single-Query Attention
begin

Input: e ∈ Rdin , vector representation of the current token
Input: et ∈ Rdin , vector representations of context tokens t ∈ [T ]
Output: ṽ ∈ Rdout , vector representation of the token and context combined
Parameters: Wq,Wk ∈ Rdattn×din , bq, bk ∈ Rdattn , the query and key linear projections
Parameters: Wv ∈ Rdout×din , bv ∈ Rdout , the value linear projection

q ←Wqe+ bq
∀t : kt ←Wket + bk
∀t : vt ←Wvet + bv

∀t : αt =
exp(qT kt/

√
dattn)∑

u exp(qT kt/
√
dattn)

return ṽ =
∑T

1 αtvt

For epistasis detection, let us consider that the current token to predict is the patient’s label. In that

case, the label embedding is mapped to a query vector, Q, while the complete SNP embeddings are

mapped to key and value vectors K and V , respectively. Equation 3.1 can then be applied to calculate

attention. Figure 3.5 depicts the workflow for attention scores. During training, the attention scores for

each sample (patient) are calculated and accumulated for analysis after training. As the attention scores

represent a probability distribution, it is expected that, the higher the probability, the more important a

SNP is to predict the phenotype of a given patient. For this reason, it is expected that interacting SNPs

have high attention scores.

Figure 3.5: Workflow For Attention Score Calculation

After training the network, filtering the attention scores (e.g., by keeping the top 5% most relevant
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SNPs) provide a means to find potential interacting SNPs. For simulated datasets, this filtering step

is enough to find the interacting SNPs, given that they that are known. On real datasets, because the

interacting SNPs are unknown, an exhaustive search should be performed as an extra step after the

filtering to find the optimal SNP combination.

3.2.3 Sparsity in Attention

While the transformer has been shown to excel at NLP tasks, long sequences are a bottleneck of this

network, as the necessary memory and computations scale quadratically with the sequence length [25].

This can be a problem when the transformer is applied for epistasis detection, as a single patient in a

dataset may have hundreds of thousands of SNPs.

Figure 3.6: Attention Calculation

As mentioned in Section 2.3.6, recent research studies consider sparse transformers, which have

been shown to obtain the same accuracy as standard transformers [82], while being able to scale to

long sequences [83, 84]. The proposed strategies often try to sparsify attention, due to the complexity

of the operations. Figure 3.6 depicts the necessary operations to calculate attention in the proposed

methodology. The token to predict is represented by the label embedding and is multiplied by a weight

matrix to obtain the query, which will also be a vector. On the other hand, the context tokens are

a matrix of embeddings, with each row representing an embedding for one token. Creating the key

and value requires multiplying the embedding matrix by a weight matrix, which also outputs a matrix.

The inner product QKT will then be a matrix-vector multiplication, which outputs a vector to which
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softmax is applied. Finally, attention is a multiplication between the softmaxed vector and the value

matrix. Therefore, in the proposed methodology, calculating attention would require three matrix-vector

multiplications and two matrix-matrix multiplications.

In the state-of-the-art, the proposed strategies to sparsify the transformer are applied to architec-

tures that employ self-attention mechanisms. Self-attention, as described in [99], applies attention to

each token, considering that all other tokens represent the context. Self-attention is often employed in

sequence-to-sequence tasks, but as this is not the case for the proposed epistasis detection methodol-

ogy, other methods to sparsify the transformer should be considered.

As an example, the work proposed in [92] describes a strategy known as Top-KAST that has been

tested for transformers. This method consists of selecting, for each training step, subsets of weights

that correspond to the top-K weights by magnitude. Selecting weights by its magnitude provides an

effective estimate of which parameters contribute the most to define the network’s behavior, while also

being inexpensive. To update the weights, a larger subset of weights is chosen to apply gradients. This

keeps the gradients sparse, while allowing the weights with highest magnitude to change.

Figure 3.7 depicts the basic functional principle behind this. Consider a general weight matrix, C,

with eight weights. Suppose that Top-KAST is used to select the top four weights. Then, in C, the four

weights with highest magnitude are kept, while the others are set to zero. The resultant matrix, A, is

now sparse. A is then used for operations in the neural network (e.g., multiplication with an input X)

to generate an output Y . For backpropagation, in addition to updating the four weights of A, additional

weights are updated to allow permutations between the weights with highest magnitude.

Figure 3.7: Top-KAST Strategy Illustration [92]

However, because it is unknown what weights could be more relevant for the network, in backpropa-

gation, it is preferable that all the weights are updated, instead of just choosing a larger subset, allowing

for permutations between the weights. Therefore, during the forward pass, the weight matrices are spar-

sified by selecting the weights with highest magnitude, but the gradients for backpropagation are dense,

with every weight being updated. Another advantage of Top-KAST is that it is possible to choose how
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sparse the weight matrices can be, and is therefore possible to explore the sparsity percentage as a

hyperparameter for the neural network.

3.3 Hyperparameter Optimization

To implement deep learning models such as the transformer, hyperparameter optimization is a nec-

essary step to maximize the model’s performance. To evaluate transformer architectures, the first hyper-

parameters to consider are the number of inputs, the number of layers, activation functions, and learning

rates. The number of inputs controls the amount of existent noise in a dataset and, therefore, influences

the detection of interacting SNPs. For example, it is easier for a neural network to find two interacting

SNPs in a set of 100 SNPs than in a set of 10000. The number of layers and activation functions in-

fluence the network’s non-linearity. Finally, the learning rate influences the gradient updates during the

backpropagation in the network. For low learning rates, the network converges slowly to a minimum

loss, but high learning rates may lead to overshooting.

The aforementioned hyperparameters are general to any neural network model, but the proposed

transformer also has hyperparameters that are unique. The first to consider is the embedding size, i.e.,

the size of the dense embedding which will be used to represent each SNP. As explained in Section

3.2.1, the transformer’s complexity is quadratic with the embedding size, thus, this hyperparameter must

be chosen carefully. Additionally, as it is unknown what would be the optimal algorithm to determine

meaningful SNP embeddings, using different algorithms may yield interesting results and should also be

considered a hyperparameter. To this end, the algorithms described in Section 3.2.1 are tested to verify

which one provides the best embeddings.

Dropout percentage is also a hyperparameter to consider, as dropout layers are introduced in the

network. High dropout percentages may hinder training by setting too many values to zero, but low

dropout percentages may be used to avoid overfitting. Finally, as a consequence of the chosen strategy

to sparsify the attention mechanism, it is possible to consider sparsity percentage as a hyperparameter

to optimize. With low sparsity percentages, weight matrices may still be dense and the necessary

computations are not reduced. On the other hand, high sparsity percentages could hinder the training

process, as the weight matrices would have mostly zeros.

Table 4.2 provides possible ranges of values for some of these hyperparameters, considering state-

of-the-art works [25, 30, 70, 71, 82, 91]. To perform hyperparameter optimization, a good strategy is to

apply grid search to test all network architectures. However, the number of hyperparameters must be

small. Applying grid search, considering all the hyperparameters of Table 4.2, would lead to a heavy

computational load due to the sheer number of possible combinations and, for that reason, it is nec-

essary to choose carefully which hyperparameters are more important to optimize. A more detailed
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analysis of the chosen hyperparameters, as well as the range of values for each hyperparameter, is

provided in Section 4.2.

Table 3.1: Hyperparameter Table

Hyperparameter Range

Embedding Function [PCA, Locally Linear Embedding, Spectral Embedding]
Embedding Size [32, 512]

Activation Functions [Relu, Tanh, Softsign]
Sparsity Percentage [0.1, 0.5, 0.7, 0.9, 0.99]

Dropout [0.01, 0.05, 0.1, 0.3]

Learning Rate 1× 10−3

3.4 Epistasis Modeling with Synthetic Datasets

To test novel methodologies for epistasis detection, a first step is to model epistasis with synthetic

datasets, based on simulated penetrance tables. In this section, this topic is covered by studying the

necessary parameters to generate penetrance tables and their potential impacts on the performance of

deep neural networks, the mathematical models used to describe penetrance tables, and the interaction

orders that can be achieved using state-of-the-art epistasis datasets generators.

3.4.1 Epistasis Parameters

To generate penetrance tables, it is necessary to specify two parameters. The first parameter is heri-

tability, which, as explained in Section 2.2, is the percentage of phenotype differences that are explained

by genetic variance. For this reason, different values of heritability have an impact on the performance

of deep neural networks. For lower values of heritability, the chances of detecting interacting SNPs are

lower, while for higher values, it is easier for a deep neural network to find interacting SNPs.

The second parameter is MAF, which is the frequency of the second most common allele in a pop-

ulation. This parameter also influences the performance of a deep neural network. For lower values of

MAF, it is less likely for a SNP to take the value 2. In this case, it may be easier for a deep neural network

to find interactions between SNPs and the observed phenotype. Likewise, for higher values of MAF, it

may be harder to find those same interactions. Considering the influence of MAF and heritability, a range

of values should be chosen for each parameter to cover as many epistasis scenarios as possible. The

values adopted for each parameter are presented in Section 4.1.1.
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3.4.2 Epistasis Models

In addition to MAF and h2 values, a defined epistasis model is required to create penetrance tables.

Models describe how epistatic interactions are mapped and determine the penetrance tables. Tables

3.2 to 3.5 describe the additive, multiplicative, threshold, and xor epistasis models, respectively, which

are used to generate datasets. These models were first proposed in [100] and are commonly used to

test the performance of epistasis detection algorithms.

In these tables, x represents the baseline probability of having a disease and y represents genotypic

effects. The probability of having a disease increases by a factor of (1 + y)z, where z is a function of

the genotype values. For example, in the additive model, z is the sum of genotypes. If a patient has a

genotype AA (represented by 0) and a genotype bb (represented by 2), the odds of having the disease

would be x(1+y)2, as z = 0+2. Likewise, for the multiplicative model, z is the multiplication of genotype

values; for the threshold model, z is 0, if at least one of the SNPs has genotype 0, and 1 otherwise; and

for the xor model, z is the xor between the genotype values, which takes the values 0 or 1.

When using these models, not all combinations of MAF and heritability are possible. Because the

equations used to find penetrance tables need these two parameters, depending on the model’s com-

plexity, it may lead to impossible solutions, meaning that MAF and heritability should be chosen carefully.

Finally, note that penetrance tables defined according to the aforementioned models will exhibit marginal

effects, meaning that SNPs interact individually with the phenotype.

Table 3.2: Additive Model Penetrance Table

Genotypes AA Aa aa

BB x x(1 + y) x(1 + y)2

Bb x(1 + y) x(1 + y)2 x(1 + y)3

bb x(1 + y)2 x(1 + y)3 x(1 + y)4

Table 3.3: Multiplicative Model Penetrance Table

Genotypes AA Aa aa

BB x x x

Bb x x(1 + y) x(1 + y)2

bb x x(1 + y)2 x(1 + y)4
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Table 3.4: Threshold Model Penetrance Table

Genotypes AA Aa aa

BB x x x

Bb x x(1 + y) x(1 + y)

bb x x(1 + y) x(1 + y)

Table 3.5: Xor Model Penetrance Table

Genotypes AA Aa aa

BB x x(1 + y) x

Bb x(1 + y) x x(1 + y)

bb x x(1 + y) x

3.4.3 Interaction Order

To tackle high order epistasis, it is desirable to create penetrance tables with various interaction or-

ders. Using the PyToxo [37] library to generate penetrance tables, it is possible, for the models presented

in Section 3.4.2, to generate penetrance tables for second to fifth order interactions.

Higher interaction orders are not explored, due to the complexity of the multiplicative model. As

is explained in [37], PyToxo performs well for the multiplicative model up to fifth order, but cannot find

higher order penetrance tables for most configurations of heritability and MAF. Therefore, to evaluate

all models equally, only second to fifth order interactions are considered. After building the penetrance

tables, the GAMETES [35] generator is employed to generate the simulated datasets that are used to

train the transformer.

3.5 Summary

The main goal of this dissertation is to develop deep learning algorithms that are not yet present

in the state of the art of epistasis detection and that can be easily interpreted, overcoming the usual

black-box nature of these algorithms.

To this end, the architecture of the transformer is thoroughly analyzed, explaining its application for

NLP tasks and how it can be applied to epistasis detection by devising SNP representations, based on

embeddings, and interpretability measures, based on attention scores. Furthermore, methods for induc-

ing sparsity on these networks are employed, as sparse transformers can achieve good performance. To

test the proposed methodology under different epistasis scenarios, a wide variety of datasets is created

with different parameters.
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Chapter 4

Experimental Results

To validate the proposed methodology for network interpretation and SNP detection, a series of

experimental tests are performed on the transformer to demonstrate its performance for epistasis detec-

tion. To this end, simulated datasets based on various parameters and models are created to evaluate

the transformer’s performance under multiple epistasis scenarios.

In this chapter, a hyperparameter optimization is performed to identify the optimal network to use

for experiments. The experimental results are divided in three sections, each exercising different capa-

bilities of the proposed framework. The first section focuses on evaluating different methods for SNP

embeddings (using the algorithms presented in Section 3.2.1), while fixing the hardware, in order to

analyze its impact on different epistasis models. The second section presents the transformer’s results

on the optimal network, which are then compared to state-of-the-art approaches for network explainabil-

ity. Finally, to showcase the performance of the Graphcore IPU to train the transformer, this platform is

evaluated on datasets with varying numbers of SNPs and patients and compared to NVIDIA GPUs and

Google TPUs in terms of computational time.

To conclude the validation of the proposed methodology, the transformer is applied to a real breast

cancer dataset. The interacting SNPs that are identified are compared to previous studies that applied

exhaustive search algorithms to the same dataset.

4.1 Initial Configuration and Experimental Setup

In this section, the initial configurations used for the proposed experiments are presented. An

overview of the created datasets is provided, as well as the chosen parameters and models. Next, the

used metrics for the transformer’s performance analysis are presented. Finally, the training parameters

and the platforms that are employed to train the transformer are presented.
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4.1.1 Datasets

As referred in Section 3.4, to create epistasis datasets, PyToxo is used as a tool to generate pene-

trance tables, while GAMETES uses these tables to generate simulated datasets.

The values used for MAF are [0.05, 0.1, 0.2, 0.5]. For each MAF value, the values used for heritability

(h2) are [0.01, 0.05, 0.2, 0.4]. These sets of values are similar to the ones used in MACOED [63]. To

generate penetrance tables in PyToxo, the models described in Section 3.4.2 are used. For additive,

multiplicative, threshold, and xor models, it is possible to generate penetrance tables for second to fifth

order interactions, given the proposed values of MAF and h2, although, for some combinations, it is

impossible to generate penetrance tables for fifth order interactions using the multiplicative model.

For each combination of model, MAF, h2, and interaction order, 100 datasets are created. For all

datasets, the number of patients is set to 1600, with 800 controls and 800 cases, and the number of

SNPs is set to 1000. Additionally, datasets with a range of patients from 400 to 6400 and a range of

SNPs from 250 to 4000 are created for evaluation conducted in Section 4.5.

4.1.2 Performance Metrics

For classification tasks, it is typical to build a table known as a confusion matrix to analyze the

performance of a supervised learning algorithm. This table is used to register the predictions made

by the model and compare them with the ground truth. Ideally, the confusion matrix should only have

elements in its diagonal, as these represent the number of correct predictions made by the model.

Table 4.1 is an example of a confusion matrix, where:

• True Positives (TP) is the number of positive samples (case) that are correctly predicted;

• True Negatives (TN) is the number of negative samples (control) that are correctly predicted;

• False Positives (FP) is the number of samples that are predicted positive (case), but the sample is

negative (control);

• False Negatives (FN) is the number of samples that are predicted negative (control), but the sample

is positive (case).

Table 4.1: Confusion Matrix

Predicted Class
Negative (0) Positive (1)

Real Negative (0) TN FP
Class Positive (1) FN TP
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From the confusion matrix, it is possible to deduce performance metrics to evaluate the model, as

described by Equations 4.1 to 4.4

Accuracy =
TP + TN

FP + FN + TP + TN
, (4.1)

Precision =
TP

FP + TP
, (4.2)

Recall =
TP

FN + TP
, (4.3)

F1 Score =
2 ∗Recall ∗ Precision

Precision+Recall
. (4.4)

Accuracy (Equation 4.1) is the proportion of correct predictions among the total number of examined

samples. Precision (Equation 4.2) describes the ratio between correctly predicted cases among all the

samples that were classified as cases, while recall 4.3) describes the ratio between correctly predicted

cases among all the samples that are cases. Finally, the F1 score (Equation 4.4) is simply the harmonic

mean between precision and recall.

These metrics allow to distinguish models that generalize well from overfitting models, specially for

unbalanced data. For example, in a dataset with 90% controls and 10% cases, 90% accuracy may seem

excellent, but if, for this case, precision is 0%, it would mean the model is only predicting the controls

correctly, which makes it useless in practice.

4.1.3 Training Parameters

For all experiments, the number of epochs is set to 50 with a batch size of 32 samples. The network

is trained on 90% of the total data, with the remaining 10% used as a test dataset to evaluate the

performance metrics and the generalization capabilities of the transformer. To avoid overfitting, early

stopping is employed, with a patience of 40 samples, meaning that if the validation accuracy does not

improve in the following 40 samples, the training stops.

4.1.4 Setup

All the experiments are conducted on an IPU GC-200. All the networks are implemented in Python

3.7.3 and Tensorflow 2.4.0 and trained on the IPU. In Section 4.5, for hardware comparison, experiments

are also conducted on an Nvidia A100 GPU and on a Google Cloud TPU-V3 Accelerator (using 8 cores).
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4.2 Architecture and Hyperparameter Optimization

In Deep Learning, it is necessary to perform hyperparameter optimization to maximize a network’s

performance. Table 4.2 describes the used transformer architecture to optimize. The inputs are patients,

characterized by SNPs and a label. First, an embedding layer maps the inputs to dense vectors, which

enter the encoder. The encoder is characterized by an attention layer and feed-forward layer, interleaved

with dropout layers (to avoid overfitting) and layer normalization (so that gradients do not explode during

backpropagation). The encoder’s outputs are averaged to obtain tensors with compatible size for the

next layers. The final layers are dense, also interleaved with dropout layers. The last layer outputs the

predicted label, according to a sigmoid function.

Table 4.2: Transformer Architecture

Layer Type Output Activation Dropout Ratio Sparsity (%)

0 Input (32, 1001) - - -
1 Embedding (32, 1001, 32) - - -
2 Attention (32, 1000, 32) Relu - 0.9
3 Dropout (32, 1000, 32) - 0.01 -
4 Layer Normalization (32, 1000, 32) - - -
5 Dense (32, 1000, 32) Relu - -
6 Dropout (32, 1000, 32) - 0.01 -
7 Layer Normalization (32, 1000, 32) - - -
8 Global Average Pooling (1D) (32, 1000, 32) - - -
9 Dropout (32, 32) - 0.01 -
10 Dense (32, 32) Relu - -
11 Dropout (32, 32) - 0.01 -
12 Dense (32, 1) Sigmoid - -

As explained in Section 3.3, the transformer has several hyperparameters to optimize. Grid search,

while a good strategy to find the optimal network, works better on a small number of hyperparame-

ters to avoid a combinatorial explosion. Consequently, it is necessary to prioritize the hyperparameters

to evaluate. Three hyperparameters are considered for optimization: embedding functions (which in-

fluence how SNPs are represented), activation functions (which influence the network’s training) and

sparsity percentage (which influences the transformer’s attention module and, therefore, the network’s

capabilities to find interacting SNPs).

The remaining hyperparameters are fixed. For the experiments conducted in this section, the num-

ber of inputs is kept fixed at 1000 SNPs, with 1600 samples. The dropout rate is fixed at 0.01, as is

proposed in [21] that small values of dropout are preferable for training. Finally, the learning rate and

embedding size are fixed at 0.001 and 32, respectively. Table 4.3 defines the grid search for the rele-

vant hyperparameters of the proposed network architecture. The ranges for each hyperparameter were
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chosen considering state-of-the-art works [25,30,70,71,82,91].

Table 4.3: Hyperparameter Search Space

Architecture Hyperparameter Range

Inputs 1000

Embedding Function [PCA, Locally Linear Embedding, Spectral Embedding]
Embedding Size 32

Transformer Activation Functions [Relu, Tanh, Softsign]
Sparsity Percentage [0.1, 0.5, 0.7, 0.9, 0.99]

Dropout 0.01

Learning Rate 1× 10−3

For each combination of model (4 models), MAF (4 values), heritability (4 values), and interaction

order (4 values), a dataset is sampled from the existent 100 datasets to test with the transformer. The

number of datasets used to train each network would be 256 (44), but because no penetrance tables

were found in some cases for the multiplicative model, the total number of datasets is 250. For each

combination of activation function (3 functions), embedding function (3 functions), and sparsity percent-

age (5 values), a different network is obtained, which amounts to 45 networks. All possible networks are

analyzed in terms of the number of datasets on which the interacting SNPs are found on the top 5%,

10%, and 25% of the attention scores, and in terms of accuracy. Figures 4.1, 4.2, and 4.3 show, for each

evaluated hyperparameter, the dataset percentage on which the analyzed network found the interacting

SNPs within the top 5%, 10%, and 25% of attention scores, as well as the average accuracy.

The first hyperparameter to analyze is the embedding function (PCA, Locally Linear Embedding,

Spectral Embedding). The results depicted in Figure 4.1 show that the range of values of accuracy, as

well as dataset percentage, is very similar for all the embeddings, without great improvements going from

top 5% to top 25%. However, it is also possible to see that, for each embedding, there are networks for

which the results clearly stand out, suggesting that the other hyperparameters could have more influence

on the transformer’s performance.

The next hyperparameter to analyze is the activation function (Relu, Tanh, Softsign). The results

provided in Figure 4.2 show that different activation functions do influence the transformer’s performance.

While Relu and Softsign function seem to have similar results, some networks using the Tanh function

achieve dataset percentages around 60% and above in the top 10% and top 25% charts, while also

achieving good accuracy, suggesting that this activation function could be a good candidate for the

proposed network.
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Figure 4.1: Transformer Embedding Analysis

The final hyperparameter to analyze is the sparsity percentage. The graphs presented in Figure 4.3

show the results for each considered percentage (10%, 50%, 70%, 90%, 99%). For 99%, the results

show that the transformer finds interacting SNPs on a small percentage of the training datasets, with

low accuracy. This is an expected result, as, for a given weight matrix in the attention layer, 99% of its

values are zero, resulting, as a consequence, in a model with a poor performance. On the other hand,

low sparsity (10%) exhibits a slight better performance than 99%, while still keeping a low accuracy,

because, for this percentage, the weight matrices are still dense, which hinders the training due to

noise. The intermediate values for sparsity (50% and 70%) provide better results in terms of accuracy

and dataset percentage, while 90% as the sparsity percentage provides both better accuracy and better

dataset percentage, when compared to network that employ other sparsity percentages.

Figure 4.2: Transformer Activation Function Analysis
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Figure 4.3: Transformer Sparsity Analysis

Table 4.4 presents the hyperparameters for the 5 networks that display the best results out of all

analyzed networks (45). An interesting result to note is that the top 3 networks use the same activa-

tion function (hyperbolic tangent) and sparsity percentage (90%), while changing the used embedding

function, which supports the previous analysis done for each hyperparameter. Furthermore, the optimal

network, which will be used in Section 4.4 for comparison with state-of-the-art approaches, uses Spec-

tral Embedding as an embedding function, hyperbolic tangent as an activation function, and applies a

90% sparsity pattern on the attention module.

Table 4.4: Top 5 Networks

Ranking Embedding Activation Sparsity Top 5% Top 10% Top 25% Accuracy

1 SE Tanh 0.9 0.543 0.63 0.685 0.708
2 LLE Tanh 0.9 0.5 0.523 0.599 0.705
3 PCA Tanh 0.9 0.469 0.508 0.581 0.703
4 SE Softsign 0.9 0.421 0.442 0.553 0.691
5 SE Relu 0.9 0.391 0.426 0.536 0.691

4.3 Embedding Comparison

Given that it is unknown which algorithm could be better to represent SNPs, exploring the perfor-

mance of all algorithms may yield interesting results. To this end, the top 3 networks found in Section

4.2 are selected to run all datasets, given that all parameters are fixed for these networks, except the

embedding algorithms. Figures 4.4 to 4.6 present the obtained results. In these images, each row rep-

resents a combination of heritability and MAF, each column represents model and interaction order, and

each number represents the percentage of datasets on which the transformer found all interacting SNPs
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within the top 25%, for a given combination of MAF, heritability, model and interaction order. For each

algorithm, an analysis of the transformer’s performance for each epistasis model (additive, multiplicative,

threshold, and xor) is provided.

Starting with PCA, the results for the top 25%, as depicted in Figure 4.4, suggest that PCA is a good

strategy to create SNP embeddings for additive models. In fact, considering all datasets for the additive

model, using PCA, the transformer can find all interacting SNPs in 90.6% of the datasets. This behavior

is not unexpected, as PCA works by finding linear combinations of the input variables (in this case, the

SNPs). An additive model works in a similar fashion and, consequently, it is expected that building SNP

embeddings with PCA provides good results for this particular model. However, for the multiplicative,

threshold, and xor models, PCA is a poor choice, as the transformer finds the interacting SNPs in 27.6%,

35.9%, and 6.25% of the datasets, respectively.

Figure 4.4: PCA Embedding Top 25%

Given that Locally Linear Embedding and Spectral Embedding are both non-linear dimensionality

reduction techniques, an increase in the transformer’s performance could be expected for the multiplica-

tive, threshold, and xor models. The results for Locally Linear Embedding, provided in Figure 4.5, show

that, for additive and threshold models, the transformer finds all interacting SNPs for 71.9% and 34.3% of

all datasets, respectively, resulting in a worse performance, when compared to PCA. On the other hand,

for the multiplicative and xor models, the transformer can find all interacting SNPs for 37.9% and 12.5%

of all datasets, respectively. The biggest improvement is in the xor model, where using this embedding

doubles the transformer’s performance, in comparison to PCA.

On the other hand, Spectral Embedding seems to work with reasonable performance across all

epistasis models. The results provided in Figure 4.6 show that, for the additive model, the transformer
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finds all interacting SNPs in 81.8% of all datasets, which is better than Locally Linear Embedding, but

worse than PCA. For multiplicative, threshold, and xor, the transformer finds all interacting SNPs in

60.2%, 58.8%, and 52.1% of all datasets, respectively, which outperforms both PCA and Locally Linear

Embedding. Again, the biggest improvement is in the xor model, where using Spectral Embedding

results in a 40% improvement, when compared to Locally Linear Embedding, and a 46% improvement,

when compared to PCA.

Figure 4.5: Locally Linear Embedding Top 25%

Figure 4.6: Spectral Embedding Top 25%

Table 4.5 summarizes the obtained results for each epistasis model, using the aforementioned em-
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bedding functions.

Table 4.5: Embedding Results

Dataset Percentage

PCA LLE SE

Additive (6400 datasets) 90.6% 71.9% 81.8%

Multiplicative (5800 datasets) 27.6% 37.9% 60.2%

Threshold (6400 datasets) 35.9% 34.3% 58.8%

Xor (6400 datasets) 6.25% 12.5% 52.1%

4.4 Comparison with State of the Art Approaches

To compare the performance of the proposed transformer framework in terms of interpretation, the

work described in [79] is used, referred herein as DeepCOMBI. In this work, a MLP is used to predict

phenotypes in GWAS datasets. For network interpretation and SNP detection, LRP [80] is employed to

find the most relevant SNPs. LRP uses the network weights and activations generated by the forward

pass to propagate the output back through the network up to the input layer and generate relevance

scores for each input variable. Table 4.6 describes the architecture of the employed MLP, characterized

by two dense layers of 64 neurons, regularized with L1 and L2 norms to avoid overfitting, interleaved

with two dropout layers with a dropout percentage of 0.3. The final layer, using a softmax activation

function, outputs the probabilities for each possible label.

Table 4.6: MLP Architecture

Layer Type Input Output Activation Dropout Ratio L1 Regularizer L2 Regularizer

0 Input (40, 1001) (40, 1001) - - - -
1 Dense (40, 1001) (40, 64) Relu - 0.0001 0.000001
2 Dropout (40, 64) (40, 64) - 0.3 - -
3 Dense (40, 64) (40, 64) Relu - 0.0001 0.000001
4 Dropout (40, 64) (40, 64) - 0.3 - -
5 Dense (40, 64) (40, 2) Softmax - 0.0001 0.000001

As mentioned in Section 4.1.1, for each combination of model, MAF, h2, and interaction order, 100

datasets are created. To compare the transformer and DeepCOMBI in terms of execution time, the nec-

essary time to train each network using 100 datasets is measured. Table 4.7 shows the obtained results

for each network. For 100 datasets, the transformer needs 14 minutes and 23 seconds for training, while

DeepCOMBI needs 54 minutes and 32 seconds, meaning that a 3.79x speedup is obtained when the

transformer is employed for training epistasis datasets.
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Table 4.7: Transformer and DeepCOMBI Execution Times for 100 Datasets

Execution Times

Transformer 14m23s

DeepCOMBI 54m32s

Speedup = 3.79x

Next, to understand the limitations of the transformer in terms of interpretability and compare it with

DeepCOMBI, for each epistasis model (additive, multiplicative, threshold, and xor), results regarding the

top 5%, 10%, and 25% of attention scores are obtained, as well as the results regarding the performance

metrics (accuracy, precision, recall, and F1 score). For each model, the most relevant results for the

analysis are presented, while the remaining results for relevant figures of merit can be found in Appendix

A.

4.4.1 Additive Models

For additive models, Figures 4.7 to 4.9 show the percentage of datasets where interacting SNPs had

attention scores that were on the top 5%, 10%, and 25% of all scores. These figures show side by side

the results for the transformer (left) and for DeepCOMBI (right). Each number represents the percentage

of success (ranging from 0 to 1) in finding interacting SNPs for a given combination of MAF, heritability,

and interaction order. The total number of training datasets is 6400, as there are four interaction orders,

sixteen combinations of MAF and heritability, and 100 datasets for each combination.

Figure 4.7: Additive Model Top 5%
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Figure 4.8: Additive Model Top 10%

Figure 4.9: Additive Model Top 25%

A general overview, starting with top 5%, shows that DeepCOMBI finds the interacting SNPs in 54%

of all datasets, while the transformer finds them in 72.8%, representing an improvement of almost 20%

by comparison. For top 10%, DeepCOMBI finds interacting SNPs in 55.7%, while the transformer finds

them in 77.3%, representing an improvement of 22%. Finally, for top 25%, DeepCOMBI finds interacting

SNPs in 57.8%, while the transformer finds them in 81.8%, representing an improvement of 24%.
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Focusing now on the top 5% (Figure 4.7), the results for different heritabilities are analyzed. As

heritability controls the proportion of the population that exhibits observable differences due to genetic

variance, it is expected that, for higher values of heritability, the transformer learns which SNPs may be

interacting in a dataset with higher success.

For low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI finds interacting SNPs in 47.1% of all

datasets (3200), while the transformer finds them in 54%, an improvement of 7%. On the other hand, for

high heritabilities (h2 = 0.2 and h2 = 0.4), DeepCOMBI finds interacting SNPs in 60.8% of all datasets

(3200), while the transformer finds them in 91.7%, outperforming DeepCOMBI by 31%.

Regarding the explored interaction orders, DeepCOMBI finds interacting SNPs in 56%, 42.3%,

53.8%, and 63.8% of all datasets (1600 for each interaction order), considering second, third, fourth,

and fifth order interactions, respectively. The same analysis for the transformer shows that interacting

SNPs are found on 51%, 69.5%, 81.3%, and 89.5% of the considered datasets, which outperforms

DeepCOMBI, but also suggests that, as the interaction order increases, the interacting SNPs are easier

to find.

Figures 4.10 to 4.13 represent the average accuracy, precision, recall, and F1 score, respectively, for

the transformer and DeepCOMBI. Given that all metrics have similar results, this analysis will focus only

on accuracy. DeepCOMBI and the transformer exhibit very similar average accuracy values (72.74%

and 72.71%, respectively).

Figure 4.10: Additive Model Accuracy
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Figure 4.11: Additive Model Precision

Figure 4.12: Additive Model Recall
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Figure 4.13: Additive Model F1 Score

Evaluating the results for low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI achieves 67.8%

accuracy, while the transformer achieves 65.1% accuracy. On the other hand, for high heritabilities

(h2 = 0.2 and h2 = 0.4), DeepCOMBI achieves 77.6% accuracy, while the transformer achieves 80.3%

accuracy. These values are correlated with the previous results, as identifying interacting SNPs on more

datasets leads to higher accuracy values.

4.4.2 Multiplicative Models

For multiplicative models, Figure 4.14 shows the percentage of datasets where interacting SNPs had

attention scores that were on the top 10% of all scores. The total number of training datasets is 5800,

as there are four interaction orders, sixteen combinations of MAF and heritability, and 100 datasets for

each combination, but for fifth order, six combinations are impossible to solve for penetrance tables.

A general overview shows that, for the top 10%, DeepCOMBI finds the interacting SNPs in 28.2%

of all datasets, while the transformer finds them in 55.5%, representing an improvement of 27.3% by

comparison. For low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI finds interacting SNPs in

1.57% of all datasets (2800), while the transformer finds them in 9.03%, an improvement of 7.5%. On

the other hand, for high heritabilities (h2 = 0.2 and h2 = 0.4), DeepCOMBI finds interacting SNPs in

53.1% of all datasets (3000), while the transformer finds them in 99%, outperforming DeepCOMBI by

46%.

Regarding the explored interaction orders, DeepCOMBI finds interacting SNPs in 22.9%, 36.7%,

29.9%, and 20.6% of all datasets (1600 for each interaction order, except fifth order, which has 1000
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datasets), considering second, third, fourth, and fifth order interactions, respectively. The same analysis

for the transformer shows that interacting SNPs are found on 61.3%, 52.4%, 50.3%, and 60% of the

considered datasets, which outperforms DeepCOMBI.

Figure 4.14: Multiplicative Model Top 10%

Figure 4.15: Multiplicative Model Accuracy

Figure 4.15 represents the average accuracy for the transformer and DeepCOMBI. DeepCOMBI
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and the transformer exhibit average accuracy values of 53.1% and 66.2%, respectively. Evaluating the

results for low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI achieves 50.2% accuracy, while the

transformer achieves 51.7% accuracy. On the other hand, for high heritabilities (h2 = 0.2 and h2 = 0.4),

DeepCOMBI achieves 55.8% accuracy, while the transformer achieves 79.8% accuracy. These values

are correlated with the previous results, as identifying interacting SNPs on more datasets leads to higher

accuracy values.

4.4.3 Threshold Models

For threshold models, Figure 4.16 shows the percentage of datasets where interacting SNPs had

attention scores that were on the top 25% of all scores. The total number of training datasets is 6400,

as there are four interaction orders, sixteen combinations of MAF and heritability, and 100 datasets for

each combination.

A general overview shows that, for the top 25%, DeepCOMBI finds the interacting SNPs in 50.4%

of all datasets, while the transformer finds them in 58.8%, representing an improvement of 8.4% by

comparison. For low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI finds interacting SNPs in

16.5% of all datasets (3200), while the transformer finds them in 17.6%, an improvement of 1%. On the

other hand, for high heritabilities (h2 = 0.2 and h2 = 0.4), DeepCOMBI finds interacting SNPs in 84.1%

of all datasets (3200), while the transformer always finds them (100%), outperforming DeepCOMBI by

15.9%.

Figure 4.16: Threshold Model Top 25%
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Regarding the explored interaction orders, DeepCOMBI finds interacting SNPs in 54.9%, 55.2%,

51.3%, and 40% of all datasets (1600 for each interaction order), considering second, third, fourth, and

fifth order interactions, respectively. The same analysis for the transformer shows that interacting SNPs

are found on 72.1%, 60%, 52.2%, and 51% of the considered datasets, which outperforms DeepCOMBI,

but also suggests that, as the interaction order increases, the transformer finds interacting SNPs in less

datasets.

Figure 4.17: Threshold Model Accuracy

Figure 4.17 represents the average accuracy for the transformer and DeepCOMBI. DeepCOMBI

and the transformer exhibit average accuracy values of 54.2% and 63.9%, respectively. Evaluating the

results for low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI achieves 51.4% accuracy, while the

transformer achieves 53.2% accuracy. On the other hand, for high heritabilities (h2 = 0.2 and h2 = 0.4),

DeepCOMBI achieves 57.6% accuracy, while the transformer achieves 74.5% accuracy. These values

are correlated with the previous results, as identifying interacting SNPs on more datasets leads to higher

accuracy values.

4.4.4 Xor Models

For xor models, Figure 4.18 shows the percentage of datasets where interacting SNPs had attention

scores that were on the top 25% of all scores. The total number of training datasets is 6400, as there

are four interaction orders, sixteen combinations of MAF and heritability, and 100 datasets for each

combination.
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A general overview shows that, for the top 25%, DeepCOMBI finds the interacting SNPs in 21%

of all datasets, while the transformer finds them in 52.1%, representing an improvement of 31.1% by

comparison. For low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI finds interacting SNPs in

4.78% of all datasets (3200), while the transformer finds them in 17.3%, an improvement of almost 13%.

On the other hand, for high heritabilities (h2 = 0.2 and h2 = 0.4), DeepCOMBI finds interacting SNPs in

37.2% of all datasets (3200), while the transformer finds them in 87%, outperforming DeepCOMBI by

50%.

Figure 4.18: Xor Model Top 25%

Regarding the explored interaction orders, DeepCOMBI finds interacting SNPs in 34%, 24%, 16.4%,

and 9.4% of all datasets (1600 for each interaction order), considering second, third, fourth, and fifth

order interactions, respectively. The same analysis for the transformer shows that interacting SNPs are

found on 62.5%, 60.4%, 56.6%, and 29.1% of the considered datasets, which outperforms DeepCOMBI,

but also suggests that, as the interaction order increases, the transformer finds interacting SNPs in less

datasets, similar to the results obtained for the threshold model.

Figure 4.19 represents the average accuracy for the transformer and DeepCOMBI. DeepCOMBI

and the transformer exhibit average accuracy values of 51.5% and 62.2%, respectively. Evaluating the

results for low heritabilities (h2 = 0.01 and h2 = 0.05), DeepCOMBI achieves 50.8% accuracy, while the

transformer achieves 54.5% accuracy. On the other hand, for high heritabilities (h2 = 0.2 and h2 = 0.4),

DeepCOMBI achieves 52.2% accuracy, while the transformer achieves 69.8% accuracy. These values

are correlated with the previous results, as identifying interacting SNPs on more datasets leads to higher

accuracy values.
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Figure 4.19: Xor Model Accuracy

4.5 Performance Evaluation on Hardware Platforms

So far, the experiments have shown the potential of transformers for epistasis detection, but have not

yet shown the potential of Graphcore IPUs, a platform that is tailored for machine learning workloads.

For this reason, it is necessary to understand how the performance of the proposed approach on IPU

scales with the input datasets. Deep Learning models do not make assumptions on the dataset and

interaction orders do not affect the algorithm’s running time, as opposed, for example, to exhaustive

search methods. Furthermore, the network architecture and number of epochs are kept fixed throughout

the experiments. Therefore, the only parameters that can affect the neural network’s running time on the

Graphcore IPU are the number of patients (P ) and the number of SNPs (N ).

To evaluate and understand the capabilities of Graphcore IPUs when executing the proposed frame-

work, its performance is evaluated and compared to NVIDIA A100 GPUs and Google TPUs V3. To this

end, datasets targeting a range of patients from 400 to 6400 and a range of SNPs from 250 to 4000

are created to measure the influence of these parameters on the performance of the aforementioned

platforms. For each combination of patient and SNP values, 100 datasets are trained on the trans-

former on all computer systems to measure the average training time. Tables 4.8 to 4.10 present the

execution times for the NVIDIA A100 GPU (6912 CUDA cores, 80 GB memory), Google TPU V3 (2048

cores, 32 GB memory), and Graphcore IPU GC-200 (1472 tiles, 900 MB memory), respectively, for each

combination of SNPs and patients.
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Table 4.8: NVIDIA A100 GPU Computational Times for training the transformer on 100 datasets.

P

N
250 500 1000 2000 4000

400 3m00s 3m41s 5m36s 8m36s 16m15s
800 5m47s 7m10s 11m02s 16m59s 32m18s

1600 11m17s 14m07s 20m58s 33m45s 1h04m22s
3200 22m27s 27m58s 40m29s 1h09m12s 2h08m57s
6400 44m30s 55m02s 1h20m44s 2h20m50s 4h17m39s

Table 4.9: Google TPU V3 (8 Cores) Computational Times for training the transformer on 100 datasets.

P

N
250 500 1000 2000 4000

400 11m56s 12m01s 12m08s 12m23s 12m56s
800 15m20s 15m26s 15m39s 16m09s 16m50s

1600 21m56s 22m15s 22m45s 23m36s 24m57s
3200 35m16s 35m57s 36m45s 38m18s 41m08s
6400 1h02m09s 1h03m07s 1h04m49s 1h08m13s 1h14m14s

Table 4.10: IPU GC-200 Computational Times for training the transformer on 100 datasets.

P

N
250 500 1000 2000 4000

400 8m43s 8m52s 9m38s 12m04s 15m20s
800 9m32s 10m00s 10m20s 14m04s 20m17s

1600 11m34s 12m21s 14m23s 20m19s 30m59s
3200 16m06s 17m45s 21m51s 31m58s 51m13s
6400 25m06s 28m48s 36m29s 55m36s 1h32m22s

Comparing the Graphcore IPU and NVIDIA GPU results, it is possible to verify that, for datasets with

a small number of SNPs, the IPU provides lower performance. However, as the dataset size increases,

both in SNPs and patients, the IPU scales better than the GPU, obtaining speedups higher than 2x

for the largest datasets. The results for both platforms yield an interesting result, as it is possible to

verify that the GPU execution times scale with the number of patients (whenever the number of patients

double, the necessary time to train the network on all datasets also doubles), due to the resources being

fully used. However, no such behavior is observed for the IPU. Profiling the IPU shows that, for small

datasets, the resources are not fully used while it is training the network, therefore explaining why it does

not scale in the same way as the GPU.

Comparing the IPU and TPU results, an interesting result to observe is that, as the number of SNPs

increases, the IPU loses in computational time, when compared to the TPU. This is not unexpected, as
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the number of SNPs directly influences the size of tensors used in the network’s training operations, for

which the TPU should be optimized. On the other hand, fixing the number of SNPs and increasing the

number of patients seems to be detrimental to the TPU’s performance. Similar to the IPU, the TPU does

not seem to scale with the number of patients or with the number of SNPs in the same way as GPUs

scale. This result may be a consequence of using multiple tensor cores to train the network in a parallel

fashion, allowing for more computations in a time interval, and therefore reducing the necessary training

time.

Figure 4.20: Graphcore IPU Speedup (compared to NVIDIA A100 GPU)

Figure 4.21: Graphcore IPU Speedup (compared to Google TPU V3)

Figures 4.20 and 4.21 depict the obtained speedups for the IPU when compared to the GPU and

the TPU, respectively. For each figure, the X axis represents the number of SNPs (N ), the Y axis
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represents the speedups achieved with the IPU, and each line represents a fixed number of patients

(P ). Figure 4.20 shows that, for a fixed number of patients, IPUs achieve higher speedups than GPUs

as the number of SNPs increases, validating the previous analysis. On the other hand, 4.21 shows

the opposite behavior, as the IPU shows lower speedups, for a fixed number of patients and increasing

number of SNPs, which also validates the previous analysis.

4.6 Application on a Real Dataset

In this section, the transformer is applied to a real breast cancer dataset [101] to evaluate whether

attention scores capture the interacting SNPs and whether the network is trustworthy.

The aforementioned dataset has a total of 10000 samples, with 5000 cases and 5000 controls,

and each sample has 23 SNPs. Previous studies on the same dataset [102] have found, using ex-

haustive search algorithms, interactions of order two (”rs2010204”, ”rs1007590”), three (”rs2010204”,

”rs1007590”, ”rs660049”), and four (”rs2010204”, ”rs0504248”, ”rs660049”, ”rs500760”). However, be-

cause the number of SNPs is small, it is possible to exhaustively search for higher order interactions.

By using K2 score as an objective function, all combinations from second to eighth order were searched

to find, for each interaction order, which was the SNP combination that best explained the observed

phenotype. This search confirms the results from [102] for second to fourth order interactions, while

also finding interactions of order five to order eight, as is presented in Table 4.11.

Table 4.11: Breast Cancer Dataset Epistatic Interactions

Breast Cancer Dataset Epistatic Interactions

2nd Order 3rd Order 4th Order 5th Order 6th Order 7th Order 8th Order

rs2010204 rs2010204 rs2010204 rs2010204 rs2010204 rs2010204 rs2010204
rs1007590 rs1007590 rs0504248 rs0504248 rs0504248 rs0504248 rs0504248

rs660049 rs660049 rs660049 rs660049 rs660049 rs660049
rs500760 rs500760 rs500760 rs500760 rs500760

rs00570070 rs00570070 rs00570070 rs00570070
rs9240799 rs9240799 rs9240799

rs521000 rs521000
rs9478149

Running the transformer on the breast cancer dataset yields the results that are depicted in Figure

4.22, which displays the plot of attention scores for each SNP, sorted by their attention score. Consid-

ering the results from Table 4.11, it is possible to verify that SNPs ”rs2010204” and ”rs1007590”, which

correspond to the second order interaction, are on the top 3 SNPs, with SNP ”rs2010204” having the

highest attention score among all SNPs.
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Furthermore, SNPs ”rs0504248”, ”rs660049”, and ”rs500760”, which are involved in third and fourth

order interactions, have the second, sixth, and seventh highest attention scores, respectively. This

implies that, within the first seven SNPs (top 30%), the transformer has already captured the predicted

epistatic interactions from second to fourth order. Within the first nine SNPs (top 40%), the transformer

also captures the fifth order interaction, as the only SNP missing (”rs00570070”) holds the ninth highest

attention score. These results are depicted in Figure 4.23.

Figure 4.22: Breast Cancer Dataset Attention Scores. The SNPs are ordered decreasingly according to their at-
tention scores.

Figure 4.23: Breast Cancer Dataset Top 10 Attention Scores. Second to fifth order interactions are found within the
top nine SNPs.

For sixth and higher order interactions, SNP ”rs9240799”, which is predicted in these interactions,

has the fifteenth highest attention score, suggesting that the transformer does not identify it as a relevant

SNP, compared to the previously analyzed interacting SNPs. Nevertheless, the presented results are

promising, specially when the performance metrics are considered. As with the previous experiments,
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this dataset was divided in two subsets, with 90% of the dataset being used for training and the remain-

ing 10% used for testing. On the test subset, the transformer could predict the patients’ phenotype with

100% accuracy, precision, recall, and F1 score. These results demonstrate the transformer’s reliabil-

ity, as it can learn epistatic interactions and use this knowledge to make accurate predictions on the

phenotype of unknown patients.

4.7 Summary

In this section, the transformer’s experimental results on multiple epistasis scenarios are presented

and analyzed.

First, a hyperparameter optimization is performed, using a grid search strategy. To keep the number

of possible networks from growing exponentially, the relevant hyperparameters to optimize are selected

and their impact on the transformer’s performance is studied. A more thorough analysis is performed for

embedding algorithms by testing each one on all training datasets, since it is unknown which algorithm

would be better for the problem of epistasis detection.

After finding the optimal network, the transformer is tested on simulated datasets that cover various

epistasis models and compared to DeepCOMBI, a state-of-the-art technique that also employs neural

networks and emphasizes network interpretability. The results show that the transformer is more capable

of finding interacting SNPs in various epistasis models and interaction orders, proving it can be a reliable

method to detect high order epistasis. Next, IPUs are compared with GPUs and TPUs in terms of training

time. Running datasets with various values of SNPs and patients on all the platforms, the IPU achieves

speedups above 2x in some cases, when compared to GPUs and TPUs, proving its potential to reduce

the computational load of machine learning workloads.

To conclude the study of the transformer for epistasis detection, tests on a real breast cancer dataset

are performed. Within the top 30% most relevant SNPs, the transformer captured second, third, and

fourth order interactions, and within the top 40%, the transformer also identified a fifth order interaction.

These results demonstrate the transformer’s reliability in finding epistatic interactions.
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Chapter 5

Conclusions and Future Work

Solving the problem of high order epistasis detection is essential to explain complex diseases. To

tackle this issue, many different algorithms have been proposed in the state-of-the-art. The review

of the existent approaches shows the potential of deep learning models to predict phenotypes from

GWAS datasets, ignoring, however, the necessary biological interpretation to understand the underlying

mechanisms of diseases. Therefore, the main objective of this dissertation is to fill the gap between

prediction and interpretation by developing methodologies for network explainability that are not yet

present in the state-of-the-art.

To fulfill this objective, a novel framework based on transformers, a neural network that has not

yet been applied for epistasis detection, is proposed in the scope of this thesis. The capabilities for

network explainability by means of the attention mechanism, coupled with its state-of-the-art results for

NLP, demonstrate its potential for epistasis detection. Using dimensionality reduction techniques to find

dense embeddings to represent SNPs, it is possible to run the transformer on epistasis datasets and

evaluate the attention scores to find which are the most relevant SNPs to predict a patient’s phenotype.

Given that deep learning approaches often have thousands of parameters and that the transformer

does not scale well for long sequences, the implementation of this network is focused on sparsity, as

sparse transformers are good enough to maintain performance and scale to long sequences. As the

attention mechanism is the main bottleneck of the transformer, strategies to sparsify it are tested, such

as Top-KAST, which zeroes the weights based on magnitude.

In the experimental work, after a hyperparameter optimization, the transformer was tested under a

wide variety of epistasis models to compare the chosen algorithms for SNP embeddings. Afterwards, the

results obtained for the optimal network were compared to other network explainability methods. This

study shows that the transformer exhibits a better performance for epistasis detection, when compared

to state-of-the-art techniques, for several epistasis models.

To demonstrate the Graphcore IPU’s performance for machine learning, the transformer was tested
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on this platform, on NVIDIA GPUs, and Google TPUs for datasets with varying number of samples

and SNPs. The goal was to analyze the evolution of computational time with the input and compare

all platforms. It is observed that the IPU achieves reasonable speedups when compared to GPUs and

TPUs, showing that it can boost the training of sparse machine learning models for epistasis detection.

As a final step, the transformer was tested on a real breast cancer dataset to evaluate whether the

network could be trusted. The results demonstrate that the transformer finds second to fourth order

interactions on this dataset within the top 30% most relevant SNPs, and a fifth order interaction within

the top 40%, while still predicting the phenotype with high accuracy. For this reason, the work developed

in this dissertation could be valuable to solve the issue of the black-box nature of deep learning models.

5.1 Future Work

To overcome the black-box nature of deep learning models, a methodology based on transformers

was proposed. However, as the transformer has never been used before to tackle the epistasis detection

problem, there are aspects of the developed framework that should be further analyzed and solved to

improve its performance.

In this dissertation, the number of samples, SNPs, and case-control ratio are kept fixed. Analyzing

the impact of these parameters on the transformer’s performance is important, given the novelty of this

technique for epistasis detection. Furthermore, while interactions up to fifth order were tested for this

framework, it is possible, for some epistasis models, to tackle even higher interaction orders. There-

fore, the transformer should also be tested on datasets that simulate sixth order epistasis and higher.

Additionally, datasets that do not exhibit marginal effects should also be considered to further test the

performance of the proposed framework.

To obtain SNP embeddings, dimensionality reduction techniques were used, but there may be bet-

ter techniques to map SNPs that can further improve the transformer’s performance. Regarding the

network’s hyperparameter optimization, a wider exploration of the hyperparameters should be made,

as many were kept fixed in the network to avoid a combinatorial explosion. As some of the proposed

embeddings use K-Nearest Neighbors, the value of K may also be an interesting hyperparameter to

analyze. Finally, sparse transformers should be further explored in the future to take better advantage of

the IPU’s architecture. Furthermore, for future analysis, the IPU should not only be compared with other

platforms in terms of computational time, but also in terms of energy efficiency.
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[15] C. Ponte-Fernández, J. González-Domı́nguez, and M. J. Martı́n, “Fast search of third-order

epistatic interactions on CPU and GPU clusters,” The International Journal of High Performance

Computing Applications, vol. 34, no. 1, pp. 20–29, Jan. 2020, publisher: SAGE Publications Ltd

STM. [Online]. Available: https://doi.org/10.1177/1094342019852128
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[18] L. Wienbrandt, J. C. Kässens, J. González-Domı́nguez, B. Schmidt, D. Ellinghaus, and

M. Schimmler, “FPGA-based Acceleration of Detecting Statistical Epistasis in GWAS,” 2014

International Conference on Computational Science, vol. 29, pp. 220–230, Jan. 2014. [Online].

Available: https://www.sciencedirect.com/science/article/pii/S1877050914001975
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explainable artificial intelligence for the analysis and discovery in genome-wide association stud-

ies,” NAR Genomics and Bioinformatics, vol. 3, no. 3, p. lqab065, Sep. 2021.

[80] G. Montavon, A. Binder, S. Lapuschkin, W. Samek, and K.-R. Müller, “Layer-wise relevance prop-

agation: an overview,” Explainable AI: interpreting, explaining and visualizing deep learning, pp.

193–209, 2019.

[81] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: Pre-training of deep bidirectional trans-

formers for language understanding,” 2019.

[82] S. Jaszczur, A. Chowdhery, A. Mohiuddin, Ł. Kaiser, W. Gajewski, H. Michalewski, and J. Kanerva,

“Sparse is enough in scaling transformers,” Advances in Neural Information Processing Systems,

vol. 34, 2021.

[83] R. Child, S. Gray, A. Radford, and I. Sutskever, “Generating long sequences with sparse trans-

formers,” 2019.

[84] A. Roy, M. Saffar, A. Vaswani, and D. Grangier, “Efficient Content-Based Sparse Attention with

Routing Transformers,” Transactions of the Association for Computational Linguistics, vol. 9, pp.

53–68, Feb. 2021. [Online]. Available: https://doi.org/10.1162/tacl a 00353

[85] J. Shang, J. Zhang, Y. Sun, and Y. Zhang, “EpiMiner: A three-stage co-information based

method for detecting and visualizing epistatic interactions,” Digital Signal Processing, vol. 24,

pp. 1–13, Jan. 2014. [Online]. Available: https://www.sciencedirect.com/science/article/pii/

S1051200413001838
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Appendix A

Experimental Results Appendix

In this Appendix, additional results regarding each of the epistasis models analysed in Section 4.4

are presented. Starting with the multiplicative model, Figures A.1 and A.2 present the results for the top

5% and 25% of attention scores for the transformer and its comparison to DeepCOMBI.

Figure A.1: Multiplicative Model Top 5%
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Figure A.2: Multiplicative Model Top 25%

Regarding the performance metrics for the multiplicative model, Figures A.3 to A.5 display the preci-

sion, recall, and F1 score, respectively, for the tested networks.

Figure A.3: Multiplicative Model Precision
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Figure A.4: Multiplicative Model Recall

Figure A.5: Multiplicative Model F1 Score

For the threshold model, Figures A.6 and A.7 present the results for the top 5% and 10% of attention

scores for the transformer and its comparison to DeepCOMBI.
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Figure A.6: Threshold Model Top 5%

Figure A.7: Threshold Model Top 10%

Regarding the performance metrics for the threshold model, Figures A.8 to A.10 display the precision,

recall, and F1 score, respectively, for the tested networks.
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Figure A.8: Threshold Model Precision

Figure A.9: Threshold Model Recall
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Figure A.10: Threshold Model F1 Score

For the xor model, Figures A.11 and A.12 present the results for the top 5% and 10% of attention

scores for the transformer and its comparison to DeepCOMBI.

Figure A.11: Xor Model Top 5%
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Figure A.12: Xor Model Top 10%

Regarding the performance metrics for the xor model, Figures A.13 to A.15 display the precision,

recall, and F1 score, respectively, for the tested networks.

Figure A.13: Xor Model Precision
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Figure A.14: Xor Model Recall

Figure A.15: Xor Model F1 Score
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