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Abstract

The extreme ultra-violet (XUV) spectral region of the electromagnetic spectrum is characterized by

shorter wavelengths, higher photon energies and a possibility to support lower pulse duration compared

to visible or infrared radiation. These properties make XUV pulses an apt tool for applications like

imaging, probing and lithography with a spatial resolution reaching up to tens of nanometers and temporal

resolution on the order of femtoseconds to attoseconds. The available sources of coherent XUV radiation

are high harmonic generation (HHG), X-ray lasers (XRL) and free electron lasers (FEL). Work done in

this thesis is focused on XUV pulses from HHG.

In order to use XUV pulses from HHG for different applications, it is important to optimize its

photon number and to characterize the stability in terms of energy, pointing, spatial as well as temporal

properties. For experiments like plasma probing, holography, coherent diffraction imaging and XRL

seeding it is necessary to have spatially characterized, and energy optimized XUV pulses with stability

in pointing and energy. For spatial characterization of XUV pulses and XUV optics, mainly the spatial

phase characterization is considered. Knowing the spatial phase of the XUV pulse helps to optimize

the wavefront of the pulses and thereby improving the focusing of XUV pulses. The XUV wavefront

is characterized mostly using Hartmann wavefront sensors (WFS) for XUV radiation. For temporal

characterization of XUV pulses from HHG, different ex-situ and in-situ methods have been proposed and

used. An in-situ method called spatially encoded arrangement - spectral phase interferometry for direct

electric field reconstruction (SEA-SPIDER) can be used to efficiently characterize pulse duration of XUV

pulses from HHG.

XUV sources by HHG from gases were set up at the laboratory of intense laser (L2I), IST, Lisbon,

Portugal using the in-house built diode pumped terawatt level laser and, at the Laboratoire d’Optique

Appliquée (LOA), Paris, France using a commercially available Ti:Sapphire laser and also at the VOXEL

lab, IST, using commercially available Ti:Sapphire lasers. The high harmonic sources were optimized in

photon count and characterized in energy stability, spatial intensity distribution, pointing and spectrum.

An experiment on HHG in solids was performed at JETI200, Helmholtz Institute, Jena, Germany using a

200 terawatt Ti:Sa laser. The solid HHG conditions were optimized to generate high harmonics under

coherent wake emission and relativistic oscillating mirror mechanisms. The solid high harmonics were

characterized in spectrum.

The spatial metrology of the XUV pulses includes design and calibration of XUV wavefront sensors,

wavefront characterization of XUV optics and XUV sources. The XUV wavefront sensors are calibrated

using HHG as the XUV source. An XUV Hartmann WFS and a novel high-NA XUV Hartmann WFS

were calibrated in collaboration with Imagine Optic, France. XUV multilayer mirrors with three different

central wavelengths were calibrated for wavefront aberrations introduced on reflection. The wavefront

of a toroidal mirror at grazing incidence was measured after the focus using the high-NA XUV WFS

and a preliminary optimization was carried out. The wavefront of XUV pulses from HHG in gases was

measured and optimized for XUV sources at L2I and LOA. The wavefront of high harmonics from solids

was measured using the calibrated high-NA XUV WFS for the first time at JETI200.
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A SPIDER code was developed and later modified into a SEA-SPIDER code. Numerical simulations

were carried out using this code to determine the experimental parameters required. The SPIDER and

SEA-SPIDER code developed could retrieve the pulse duration even under simulated noisy conditions.

SEA-SPIDER experimental setups were designed and carried out at the LOA and VOXEL lab, IST, Lisbon.

First results from the experiments are also presented. An all-optical temporal metrology method based on

autocorrelation using four-wave mixing in the XUV was carried out at the seeded FERMI FEL 2, Trieste,

Italy. The coherence time of XUV pulses from FERMI FEL 2 was measured using this method.

The possible applications with the characterized XUV pulses is discussed. The use of an XUV

wavefront sensor for measuring plasma parameters in laser-produced plasma at L2I is discussed. The

calibrated high-NA XUV WFS and wavefront characterized XUV sources can be used in the proposed

wavefront corrected in-line holography experiment in the XUV for achieving better resolution in the

reconstruction.

Keywords: High harmonic generation, XUV spatial metrology, high-NA XUV WFS, XUV

temporal metrology, SEA-SPIDER, FEL.
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Resumo

A região do espectro electromagnético correspondente à radiação ultravioleta extrema (XUV)

é caracterizada por comprimentos de onda mais curtos e energias de fotões mais elevadas, e pela

capacidade de suportar durações de impulsos mais baixas, relativamente às regiões espectrais do

visı́vel e do infravermelho. Estas propriedades fazem dos impulsos de XUV ferramentas adequadas para

aplicações como a litografia, a imagiologia e o diagnóstico de amostras onde são necessárias resoluções

espaciais e temporais extremamente elevadas (respectivamente, de poucas dezenas de nanometros e

de poucos femtosegundos a attosegundos). As principais fontes de XUV coerente são a geração de

harmónicas elevadas (HHG), os lasers de raios-X (XRL) e os lasers de electrões livres (FEL). O trabalho

descrito nesta tese é focado na geração de impulsos de XUV a partir de HHG.

De forma a utilizar uma fonte de HHG para diferentes fins (diagnóstico em plasmas, holografia,

imagiologia e como fonte de impulsos para XRL) é necessário fazer a sua optimização e caracterização

em termos de energia, de estabilidade, e das propriedades espaciais e temporais. Entre estas, uma

das principais propriedades a ter em conta é a fase espacial do feixe de XUV. O conhecimento da

fase espacial pode ajudar a optimizar a frente de onda do feixe de forma a melhorar a focagem dos

impulsos de XUV. A medição e caracterização desta propriedade é conseguida sobretudo através da

utilização de sensores de frente de onda Hartmann (WFS). Para a caracterização temporal dos impulsos,

diferentes procedimentos, “ex-situ” e “in-situ”, estão a ser propostos e realizados. Um procedimento

“in-situ” designado por arranjo codificado espacialmente de interferometria de fase espectral para a

reconstrução directa do campo eléctrico (SEA-SPIDER) pode ser usado para caracterizar eficientemente

o perfil temporal dos impulsos de produzidos pelas fontes HHGs.

Neste trabalho duas fontes de impulsos de XUV do tipo HHG obtidas a partir de gases foram

implementadas, uma no Laboratório de Lasers Intensos (L2I) do Instituto Superior Técnico (IST), Lisboa,

Portugal, para a qual foi usada um laser sub-Terawatt bombeado por dı́odos, e outra no Laboratoire

d’Optique Appliquée (LOA), Paris, França, onde foi empregue um laser comercial de Ti:safira. Em ambas

as fontes de XUV, o número de fotões foi optimizado, a estabilidade da energia e a posição no alvo foram

medidos, assim como, o perfil espacial do feixe e o espectro gerado. Uma outra experiência de HHG em

sólidos foi efectuada no JETI200, Helmholtz Institute Jena, Alemanha, utilizando um laser de 200 TW

de Ti:safira. As condições para geração de impulsos de XUV em sólidos foram optimizadas de forma a

gerar harmónicas elevadas sob a influência dos mecanismos de “coherent wake emission” e “relativistic

oscillating mirror”. Durante a experiência, os seus espectros foram adquiridos.

A metrologia espacial dos impulsos XUV inclui o design e a calibração dos respectivos WFS,

e a caracterização das frentes-de-onda das ópticas e das fontes de XUV. Os sensores de frente de

onda XUV são calibrados através de fontes HHG. Neste trabalho, dois Hartmann WFS, um deles uma

nova versão de WFS para aberturas númericas elevadas (high-NA XUV WFS), foram caracterizados e

calibrados em colaboração com Imagine Optic em França.

Espelhos de multicamadas com três comprimentos de onda centrais diferentes foram calibrados

para introduzirem aberrações em reflexão. A frente de onda de um espelho toroidal com um ângulo
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de incidência rasante foi medida após o foco usando o high-NA XUV WFS, sendo posteriormente

optimizada de forma a aumentar a intensidade no foco.As frentes de onda dos impulsos de HHG em

gases foram medidas e optimizadas para utilização em experiências nos laboratórios L2I e LOA. As

frentes de onda de HHG em sólidos foram medidas pela primeira vez no novo high-NA XUV WFS

calibrado no JETI200. Um código para o SPIDER foi desenvolvido e posteriormente modificado para o

SEA-SPIDER. Foram realizadas simulações numéricas utilizando este código de forma a determinar

os parâmetros experimentais necessários. O código desenvolvido para ambos os SPIDERs consegue

calcular a duração dos impulsos mesmo em condições em que é introduzido ruı́do. As montagens

experimentais do SEA-SPIDER foram desenhadas e implementadas nos laboratórios LOA e VOXEL no

IST. Os primeiros resultados experimentais são apresentados neste trabalho.

Um método de metrologia temporal puramente óptico, baseado na autocorrelação usando o

processo de mistura de quatro ondas (“fourwave mixing”), foi realizado no FERMI FEL 2 em Trieste, Itália.

Com este método foi medida a coerência temporal dos impulsos de XUV.

As possı́veis aplicações com os impulsos XUV caracterizados são discutidas neste trabalho. É

discutido o uso de um WFS para medir os parâmetros de um plasma produzido no L2I. O high-NA XUV

WFS calibrado e as fontes de XUV devidamente caracterizadas podem ser usadas em experiências de

holografia “in-line” com frente de onda de XUV corrigida de forma a serem atingidas resoluções mais

elevadas na reconstrução das imagens.

Palavras-chave: Geração de harmónicas elevadas (HHG), XUV metrologia espacial,

high-NA XUV WFS, XUV metrologia temporal, SEA-SPIDER, FEL.
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Chapter 1

Introduction

The extreme ultraviolet (XUV) radiation in the electromagnetic spectrum spans over a photon

energy range of ∼ 10 eV to ∼ 124 eV and a corresponding wavelength range of ∼ 121 nm to ∼ 10 nm

[1]. Figure 1.1 shows a pictorial representation of the electromagnetic spectrum from far-infrared (IR)

to hard X-rays with the XUV spectral region highlighted. Shorter wavelengths, higher photon energies

and the possibility to support lower pulse duration make XUV radiation an apt tool for applications like

imaging [2], probing [3] and lithography [4], with a spatial resolution going up to tens of nanometers and

a temporal resolution on the order of femtoseconds to attoseconds. However, it is difficult to generate,

manipulate and use XUV radiation mainly because of the presence of many atomic resonances in this

spectral region, which results in high absorption and low reflectance in most of the materials [1].

Figure 1.1: Electromagnetic spectrum showing spectral range from infrared to hard X-rays with the XUV
spectral region highlighted (in violet). Modified from [1]

This thesis presents the work done towards generation, optimization, characterization and possible

applications of XUV pulses generated by the process of high harmonic generation.

In this chapter, an overview of the topic being studied and the outline of the thesis are presented.

1.1 Motivation

The main motivation to work with XUV sources are their applications. Coherent XUV sources

have exciting applications in different branches of science such as physics, chemistry and biology and

also for industries in lithography [4]. Applications in physics are on more fundamental areas such as

1
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plasma physics [3], solid state physics [5], atomic physics [6, 7], study of XUV optics [1], generation of

ultrashort attosecond light sources [8], and imaging electronic and molecular processes [6]. Applications

in chemistry include study of reactions at ultrashort time scales, study of ultrafast nuclear and electronic

dynamics [9]. Applications in biology include mostly imaging biomolecules and cells [2, 10, 11]. For

industries working with semiconductors, there is a high interest in sources which can be used in lithography

to create next-generation computer chips with structures in the order of few tens of nanometers and

coherent XUV sources are potential candidates [4].

The most interesting applications for the work included in this thesis are imaging with XUV sources

to achieve nanometer spatial resolution and using XUV sources for plasma probing. In both cases a high

temporal resolution in the order of femtoseconds to attoseconds is also desired. These motivations are

briefly explained in the following paragraphs. Furthermore, available XUV sources are also presented.

An imaging system consists of a light source and an optical system. The light source can be

coherent or incoherent and the optics can be reflective or transmissive. The advent of ultrashort coherent

light sources have helped in improving the resolution of the imaging system. The resolution of the imaging

systems ultimately depends on the wavelength of the light source. The spatial resolution (d) of an imaging

system is defined by Abbe’s diffraction limit and it is given by [12],

d =
λ

2 n sin(θ)
(1.1)

where λ is the wavelength of the light source, n is the refractive index and θ is the angle made by the light

source at the object. The use of optical or IR short pulse lasers has limitations in achievable resolution,

since resolution scales with the illuminating wavelength. Although methods like stimulated-emission-

depletion fluorescence microscopy [13] and scanning near-field optical microscopy [14] can go around the

diffraction limit in-terms of resolution, they need specific sample preparation. Another way to get higher

resolution is to image using shorter wavelength radiation. Also, for imaging purposes, it is important to

have a source with short pulse duration so that the sample is not destroyed due to long time exposure.

An example of an object that require probing with high spatial and temporal resolution at short

wavelength are high energy density plasmas. High energy density plasmas are created in high power

laser facilities worldwide. When a high power laser (intensity > 1014 W/cm2) interacts with a solid target,

the target undergoes a transition from solid to plasma state. With ultra-short laser heating, the plasma

passes through an intermediate state, called warm-dense-matter (WDM), in which the density is nearly

equal to solid density but the temperature is on the order of ∼ 105 K. This transient state exists for

picoseconds [15, 16]. Knowing how this transition is happening and understanding the dynamics of

this intermediate high energy density plasma state is important for modeling how the laser energy is

absorbed by solids. This in return helps understanding the laser energy deposition on targets in inertial

confinement fusion (ICF) [17] and for modeling the equations of state of astrophysical objects where the

main constituent is WDM [18, 16]. For high density plasma states it is important to have a probe which

can penetrate the plasma with temporal resolution of sub-picoseconds since the evolution of the plasma

states happens in picoseconds. The use of ultrashort high power optical lasers for probing these high
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energy density states is limited since the optical lasers cannot penetrate the high energy density states.

Optical lasers can provide information from the reflected light [19]. Using shorter wavelength sources in

the XUV or X-rays which can penetrate the high energy density states serves as more appropriate probe

for these states [16, 20].

Available sources with ultrashort pulse duration and short wavelengths are X-rays produced by free-

electron lasers (FEL) [21, 22, 23, 24], XUV pulses produced by the process of high-harmonic generation

(HHG) [25, 26, 27] and soft X-ray lasers (XRL) [28, 29]. Although X-rays from FELs can provide spatially

coherent XUV pulses with a high photon number (2× 1013 photons / shot) and peak intensities > 1018

W/cm2 [21, 23], its major drawbacks are size, cost and availability. The most widely available source of

ultrashort pulse coherent XUV radiation is HHG, which has also a high spatial and temporal coherence

[30] and supports additionally pulse durations < 100 attoseconds [31, 32, 33]. Compared to FELs the

photon number of HHG is smaller (109 - 1011 photons/shot), but it is sufficient to carry out single-shot

experiments [34]. Although soft XRLs are sources of coherent XUV radiation, they can be seeded with

HHG to get better beam quality and shorter pulse duration [35, 36] and require higher power lasers for

generation compared to HHG [37]. We are mainly interested in using XUV pulses from HHG as a source

because of its simple setup for the generation, laser-like coherence and pulse properties and availability

compared to other XUV sources.

In order to use XUV pulses from HHG for different applications it is important to optimize the photon

number and to characterize the stability, spatial and temporal properties. For experiments like plasma

probing [3, 38], holography [39], coherent diffraction imaging [34] and X-ray laser seeding [28, 36] it is

necessary to have spatially characterized, energy optimized XUV pulses with stability in pointing and

energy.

1.2 Topic overview

XUV pulses generated by the process of HHG serves as a competent XUV source which has high

spatial and temporal coherence compared to other XUV sources. High harmonics (HHs) are generated

by focusing a high intensity laser (1014 W/cm2 - 1015 W/cm2) on a gas. HHs can also be generated by

focusing a higher laser intensity (> 1016 W/cm2) on a solid target. HH spectra from gases are typically

composed of discrete lines at odd multiples of the incoming laser frequency, with three characteristic

intensity ranges. For lowest order harmonics the intensity decreases rapidly, then reaches a plateau of

near-constant emission amplitude for orders typically higher than 7 [40] and a sudden intensity drop at

the maximum orders, the so-called cut-off. XUV pulses from HHG have already been used in applications

like coherent diffraction imaging (CDI) [41], holography [42, 39], plasma diagnostics [3, 43] and for

pump-probe studies of ultrafast processes [44, 45]. The use of characterized XUV sources improves the

quality of the results in these applications [46].

The major difficulty in the characterization of XUV pulses are that they have high absorption and

low reflectivity in most of the materials [1]. Hence, the characterization of the properties of the XUV pulse

has to be carried out using detectors sensitive and optimized for the XUV spectral region. Optimization in
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photon number and wavefront is achieved by adjusting the phase matching conditions of the different

high-harmonic orders [47, 48, 49, 50, 51]. The spatial profile of the XUV beams is measured using XUV

sensitive CCDs. The spectral characterization is performed using XUV spectrometers.

In spatial characterization of XUV pulses and XUV optics, mainly the spatial phase characterization

is considered. Knowing the spatial phase of the XUV beam helps to optimize the wavefront of the pulses

and thereby improving the focusing of XUV pulses [52]. The spatial properties of the XUV wavefront

is characterized using wavefront sensors (WFS) in the XUV [53, 54] and diffraction interferometry [55].

The available WFS in the XUV have lower numerical aperture and this limits the characterization to low

divergent XUV sources and optics.

Different ex-situ and in-situ methods [56] have been proposed and used for characterizing the

temporal structure of XUV pulses from HHG. In ex-situ method the XUV pulses interacts with a gas jet

and the photoelectrons produced are recorded using an electron spectrometer and the temporal structure

is retrieved by modeling the interaction of XUV pulses with the gas jet [57, 58]. These methods are

more like experiments rather than an easy to setup standalone temporal diagnostics. In in-situ method

(all optical methods), the pulse duration is obtained by manipulating the XUV generation process in

HHG and detecting the XUV pulses directly [56]. One of the most robust all-optical method based on

the similar methods for IR laser pulses is called spectral phase interferometry for direct electric field

reconstruction (SPIDER) [59]. The extension of this method to the XUV regime relies on the interference

of the XUV pulse with its spectrally sheared replica [60]. This technique requires only optical components

and does not require an expensive and difficult to operate electron spectrometer. Additionally, single-shot

measurements are possible [59, 60]. Although the in-situ methods are comparatively easy to set-up and

use, the generation of a chirped replica of the XUV pulse and its interference with the original pulse is a

very difficult task [61, 62].

1.3 Thesis outline

In this thesis, the main goal was to study the spatio-temporal characterization of XUV pulses from

HHG and further study the use of these characterized XUV pulses in applications such as imaging and

plasma diagnostics. The thesis is composed of chapters on generation, characterization (spatial and

temporal) of XUV pulses, mainly from HHG and finally the conclusions. The plan of this thesis is outlined

below.

The work as a part of the thesis is composed of four main chapters:

v High harmonic generation: The second chapter presents HHG in gases and solids and their

comparison. The theory of HHG in gases and solids is described. HHG from gases was the focus of

the study and HHG in gases has been setup and optimized using different laser system in different

laboratories. Experimental results on HHG in solids is also presented. Finally, the different XUV

sources based on HHG are compared.

v Spatial metrology of HHG and XUV optics: The third chapter discusses the calibration of XUV

WFSs and wavefront characterization of XUV optics and XUV sources. The XUV WFSs are
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calibrated using HHG in gases as the XUV source. The spatial properties of XUV optics and

XUV pulses from HHG in gases and solid were characterized using the calibrated XUV WFS. The

comparison between the wavefront properties of XUV pulses from HHG in gases and solid are also

presented.

v Temporal metrology of XUV pulses: The fourth chapter discusses the temporal characterization

of XUV pulses from HHG and FEL. An all-optical method for temporal characterization of XUV

pulses from HHG based on SPIDER is discussed. The numerical results and first experimental

results are also presented. An all-optical temporal characterization method based on autocorrelation

using transient gratings is discussed for XUV pulses from a seeded FEL and the experimental result

is presented.

v Conclusions and perspectives: The fifth chapter discusses the conclusions and achievements

from work carried out during the thesis. It also discusses future perspectives. The perspectives

include a brief discussion about the application of characterized XUV pulses. The use of wavefront

correction for in-line holography is presented. The possibility of measuring volumetric plasma

parameters using an XUV wavefront sensor in laser-produced plasma is also discussed.
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Chapter 2

High harmonic generation

2.1 Introduction

HHG is a highly nonlinear process [63], in which high-intensity ultrashort laser pulses (typical

intensity > 1013 W/cm2) interact with a medium (gas or solid) generating higher order harmonics of the

fundamental laser frequency. A typical setup for HHG is shown in figure 2.1. In the experimental setup,

an IR laser is focused onto a medium using a lens and the higher order harmonics of the laser frequency

are generated when phase matching conditions [47, 48, 64] are achieved.

Figure 2.1: Schematic of general experimental setup for HHG.

HHG was first observed in solids using long pulse CO2 lasers [65] and later in gases during

multi-photon emission studies using short pulse IR lasers [40]. HHG was also observed in solids and

molecules when interacting with high-intensity ultrashort laser pulses [66, 67]. The study of HHG over

the last few decades has enabled generation of sources with never before achievable temporal and

spatial resolution [68]. As the process is inherently ultrashort and the naturally produced attosecond

timescale pulses [8] of bright coherent X-rays / XUV [69, 70] provides a new tool for ultrafast physics.

The process of HHG has been exploited for attosecond imaging of molecular orbitals [6, 7], attosecond

studies in spectroscopy [71], to investigate the photo-emission timescales from solids [5], study of ultrafast

current switching in solids [72], to study the fundamental timescales of ionization [73], and the real-time

observation of electrons tunneling from their atoms for the first time [73]. HHG from gases is the most

commonly used source of coherent ultrashort XUV radiation compared to other mediums of HHG. HHG

in solids can also be used as a source of XUV radiation as well as to study laser-plasma interactions

[74, 70]. In general, HHG from solids is more intense compared to HHG from gases albeit with higher

divergence [70, 75]. HHG observed in molecules is mostly used for imaging molecules and the study of

7
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electron dynamics [67].

This chapter presents the theoretical description and the experimental results on HHG from gases

and solids. Experimental results were obtained at IST Lisbon - Portugal, LOA - France and Helmholtz

Institute Jena - Germany, on HHG and optimization ranging from low intensity gas HHG to relativistic

intensity in laser-solid HHG. In the final section, a comparison between different HH sources is presented.

2.2 HHG from gases

Coherent XUV sources generated by HHG in gases have undergone significant development in

the last few decades. Comparatively low maintenance cost and less complex experimental setups for

HHG in gases have helped it to become a widespread complimentary source to XRLs and FELs as

a source of high-intensity coherent XUV pulses. Unlike the XRLs and FELs, HHG in gases provides

broad spectral bandwidth, spectral tunability, possibility to support attosecond pulses and high coherence.

One of the drawbacks with HHG in gases is the comparatively lower photon counts. However single

shot imaging applications have been successfully carried out [34, 42]. The availability of high repetition

rate tabletop ultrafast laser systems has led to the development of tabletop HHG sources which gained

significant attention in the recent years. The HHG in gases provides broadband XUV spectra which have

led to the development of ultrashort XUV pulses with pulse duration < 100 attoseconds [33, 32]. This

has opened new frontiers in time-resolved studies of ultrafast phenomena [8, 71, 73]. The possibility to

achieve spatial resolution in the order of nanometers and temporal resolution in the order of femtoseconds

to attoseconds using HHG in gases has resulted in various applications as summarized in the references

[27, 68]. The highly coherent XUV pulses from HHG in gases has been used for applications such as

monitoring electron motion [6], studying molecular dynamics [7], coherent diffraction imaging [34], plasma

probing [3, 76], attosecond pulse generation [77, 8], attosecond spectroscopy [78] and Fourier transform

holography [79].

HHG from gases occurs when ultra-short pulse lasers with intensities in the range of > 1013 W/cm2

to < 1016 W/cm2 interact with noble gases. Figure 2.2 shows the schematic of a simple setup for HHG.

The IR laser is focused using a lens onto a gas cell filled with noble gas and the XUV pulses generated

are separated from the lower HH orders and residual IR laser using metallic filters.

Figure 2.2: Schematic of a simple setup for HHG

HHG from gases has a characteristic spectrum which consists of strong harmonic emission until

the first few harmonics and then a plateau of harmonics with a lower efficiency and finally a steep cutoff.

The schematic of a typical HHs spectrum is shown figure 2.3. In the plateau region of the spectrum
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Figure 2.3: Schematic of a typical spectrum for HHG from gases. The high intensity lower harmonic
orders, the plateau region and the cutoff of HH orders are shown in the spectrum.

exists several harmonic orders with nearly same intensity and this is contrary to nonlinear optics in

the perturbative regime, where the intensity of higher harmonics decreases for higher orders [63]. The

plateau region of the HH spectrum falls mostly in the XUV spectral range, when using near IR laser for

HHG. Pulses in the water window region of electromagnetic spectrum were also generated by HHG in

gases using mid IR lasers [80, 81]. The efficiency of HHG in gases is usually in order of 10−6 and for well

optimized conditions this may go up to 10−4 [47, 51]. With this low efficiency, the HHG produces XUV

pulses with single shot energies raging from few nanojoules to microjoules.

2.2.1 Theoretical description of HHG from gases

HHG in gases was first theoretically described using a semi-classical model by Corkum et al. [82].

It is also known as the three-step model or simple man’s model. The model considers tunnel ionization

of an electron in an atom of a gas medium under the influence of the electric field of a high intensity

laser pulse [82] to explain this extreme nonlinearity in HHG unlike the classical nonlinear optics where

perturbation of polarization is considered to explain nonlinear behavior under the high intense laser pulse

[63]. Later Lewenstein et al. [83] provided a quantum mechanical model for HHG in gases. The theory

describes the single atom response under the electric field of an ultrashort laser pulse and for coherent

build up of HH signal it is necessary to consider the macroscopic phase matching of the HHs generated.

2.2.1.1 Three step model

The model explains the ionization of atoms in the electric field of the ultrashort laser pulse by tunnel

ionization, a quantum mechanical concept, and the movement of electrons in the electric field of a laser,

which is expressed by the classical Lorentz force [82]. According to the three-step model, HHG in gases

involves three steps: tunnel ionization of electron, movement of the electron in the electric field of the

laser and then electron recombination with the ion within a certain probability and the energy gained

by the electron during its movement in the electric field of the laser is emitted as radiation. Figure 2.4

shows a pictorial representation of the three-step model for HHG from gases. The three-step model

is explained below, considering a single atom response. In the first step of the three-step model, the
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Figure 2.4: Pictorial representation of the three-step model for HHG from gases. The sinusoidal curve in
red shows the electric field of the laser. The motion of the electron, shown in the blue circle, under the
effect of electric field and emission of XUV radiation on recombination are shown in the picture.

high-intensity laser pulse interacts with the noble gas and depending on the intensity of the laser and the

ionization potential of the atom, the ionization can happen in three different regimes: above-threshold

ionization, tunnel ionization and multi-photon ionization. The regime of ionization is determined by the

Keldysh parameter γ and it is given by [84]

γ =

√
Ip

2 Up
(2.1)

where Ip is the ionization potential of the atom and Up is the pondermotive force excreted by the laser on

the atoms and it is given by [84]

Up =
e2E2

4meω2
0
∝ ILλ2

L (2.2)

where e is the charge of an electron, E is the amplitude of the electric field of the laser, me is the mass of

the electron, ω0 is the frequency of the laser, IL is the intensity of the laser and λL is the wavelength of

the laser. In the three-step model, tunnel ionization is considered to explain the HHG from gases and

hence, γ < 1 [84]. The electric field of the laser causes the lowering of the Coulomb potential for the

valence electron in the atom and this gives a higher probability for the electron to move into the continuum

states and thus ionizes the atom. The ionization rate, in this case, can be calculated using the ADK

(Ammosov-Delone-Krainov) theory [85]. In the second step this electron, which is now in the continuum

starts with zero velocity gets accelerated in the electric field of the laser. The trajectory of the electron

can be calculated by considering a non-relativistic movement of the electrons in the alternating electric

field of the laser [82] and here the magnetic field of the laser is neglected. The position of the electron in

the electric field, E(t) = E0cos[ωt ] can be calculated with the following equation [86],

x =
−eE
ω0me

(
cos[ωt0]

ω
− cos[ωt ]

ω
+ sin[ωt0](t − t0)

)
(2.3)
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where t is the time and t0 is the time at which the electron tunnels into the continuum. Depending on the

phase of the electric field at the point where the electrons are tunneling into the continuum states, the

electrons can return to the ion or not. The trajectory of the electron can be short or long with equal kinetic

energy depending on the phase at which the electron interacts with the electric field of the laser. Figure

2.5 shows a simulation of electron trajectories using equation 2.3 under the electric field of the laser with

ionization happening in different phases in the laser cycle. The calculation was carried-out assuming a

central wavelength of 800 nm and a peak intensity of 1×1014 W/cm2 for the laser. The different trajectories

of the electrons tunneling into the continuum are shown in blue, green and violet. The electron trajectories

shown in green and violet shows the electrons returning to zero position and recombines with the ionized

atom and electrons in other trajectories shown in blue does not recombine with the ionized atom. The

electron trajectories shown in green are called the short trajectory and the electron trajectories shown

in violet are called long electron trajectories. The electrons traveling in the long trajectory spend more

time in the continuum and gain energy slower compared to electrons in the short trajectory. Despite

having two trajectories, electrons from both long and short trajectories recombine with the ion with same

kinetic energy. The divergence of the radiation emitted on recombination of electrons traveled in the short

trajectory is smaller compared that from the long trajectory [87].
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Figure 2.5: The trajectory of electron in the electric field of the laser with ionization at different phases of
the laser cycle (calculated using the equation 2.3). The red dotted line shows the electric field amplitude
and the blue, green and violet lines shows the different electron trajectories.

In the third step, the electrons which return may recombine with the ion with a certain probability.

During the recombination, the kinetic energy, which the electron gained during its travel in the electric

field is emitted as radiation. The emitted radiation can be written as

~ω = Ip + Ekin (2.4)

where ~ is the reduced Planks constant, ω is the frequency of the emitted radiation and Ekin is the kinetic

energy gained by the electron in the electric field of the laser. The maximum kinetic energy (Emax) that
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the electron can gain in the electric field of laser can be written as

Emax = Ip + 3.17 Up (2.5)

The three step model gives a general understanding of the HHG in gases and also gives an idea

of the highest frequency of radiation emitted from HH generation, a cutoff law (from 2.4 and 2.5) in case

of a single atom response. However it is still not able to explain the characteristic spectrum of the HHG

shown in figure 2.3. For further understanding, a full quantum mechanical study of HHG is required.

2.2.1.2 The Lewenstein model

Lewenstein et al., proposed the full quantum mechanical explanation of HHG in gases [83].

The model considers strong field approximation (SFA) for ionization of the atoms and solves the time

dependent Schrödinger equation (TDSE) for the system of bound electrons in the atom and the laser

electric field [83]. The TDSE considering the dipole approximation in the case of a single electron activity

is given by [83]

ι̇
∂

∂t
|ψ(~xt)〉 =

[
− 1

2
52 +V (~x)− E cos(t)x

]
∂

∂t
|ψ(~xt)〉 (2.6)

where V (~x) is the Coulomb potential which binds the electron with the atom and E cos(t) is polarized

electric field of the laser in the x direction. Atomic units are considered in this equation, where ~ = e =

me = c = ε0 = ω = 1. Here ε0 is the vacuum permitivity and ω is the laser field frequency. The assumptions

in the three step model, tunnel ionization and neglecting magnetic field of the laser field is also considered

in the Lewenstein model. The time dependent wave functions can be written as [83]

|ψ(~xt)〉 = a(t)|0〉 +
∫

d3d∗x (v)b(v, t)|v〉 (2.7)

where a(t) ' 1 is the ground state amplitude, dx is the dipole matrix elements for bound-free transitions

considering a laser with a linear polarization in the x direction, v is the kinetic momentum of the electron

which undergoes transition to continuum and b(v, t) are the amplitudes of the continuum states. The time

dependent dipole moment and therefore the electron position for the x component is given by [83]

x(t) = 〈ψ|x|ψ〉 (2.8)

With the knowledge of the expression for the amplitude of b(v, t), the above equation can be written as

[83]

x(t) =
∫

d3vb(v, t) + c.c (2.9)

With the introduction of a new variable which is a canonical moment, p = v + A(t) with a vector potential

A(t) =
∫ t
−∞ E(t ′)dt ′, the equation 2.9 can be written as [83]

x(t) = ι̇
∫ t

0
dt ′
∫

d3pEcos(t ′)dx (p− A(t ′)) . d∗x (p− A(t ′)) exp[−ι̇S(p, t , t ′)] + c.c., (2.10)
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where ι̇S(p, t , t ′) is the quasi-classical action and it is given by [83]

S(p, t , t ′) =
∫ t

t′
dt ′′
(

(p− A(t ′′))2

2
+ Ip

)
(2.11)

The equation 2.10 can be interpreted as the sum of probability amplitudes corresponding to the three

different steps of the three steps model (2.2.1.1). The first term, d3pEcos(t ′)dx (p − A(t ′)) gives the

probability amplitude for the electron to make a transition from the bound states to the continuum states

at a time t ′ with a canonical momentum p. The electronic wave function is propagated until the time t and

it acquires a phase factor which is given by exp[−iS(p, t , t ′)]. The probability amplitude for recombination

of the electron with the ion is given by the term d∗x (p− A(t ′)). The spectral intensity of harmonic emission

I(ω) can be then obtained by the Fourier transform of the dipole moment x(t) and it is given by [83]

I(ω) = |
(∫

x(t)exp[−iωt ]dt
)
|2 (2.12)

The Lewenstein model gives a quantum mechanical explanation for the HHG in gases. However, it only

describes the motion of single electron under strong field approximation and considers that the electron is

always in the ground state. The model also does not include the propagation effects. Further discussion

on propagation effects is required to completely explain the coherent buildup and emission of HHs.

2.2.1.3 Phase matching

So far only the single atom response to the laser field has been discussed. For having a consider-

able amount of HH signal, HHG from many atoms and its coherent addition over the length of the HHG

medium needs to be achieved. The incident laser and the different HH orders generated during HHG

propagate through the medium of generation with different group velocities because of the wavelength

dependent refractive index of the medium. For a coherent build up of the HH signal, different parameters

of the laser and the medium have to be controlled and balanced. This process is called phase matching

[63]. Analogous to classical nonlinear optics the phase matching is written in terms of the dispersion

introduced by the medium on the different HH orders. The phase mismatch ∆k for HHG in gases is given

by [48]

∆k = ∆kN + ∆kP + ∆kGouy + ∆kat (2.13)

where

v ∆kN is the phase mismatch introduced by the neutral gaseous medium for HHG. It is given by

∆kN =
2πq
λ

(n(λ)− n(λq))
p

patm
(1− η) (2.14)

where q is the HH order, λ is the laser wavelength, λq is the HH wavelength, n(λ) is the wavelength

dependent refractive index of the medium for the laser, n(λq) is the wavelength dependent refractive

index of the medium for different HH order, p is the pressure of the gas medium, patm is the

atmospheric pressure and η is the ionization fraction and it is given by the ratio of electron number
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density to atomic number density (η = Ne/Nat ). The phase mismatch caused by the neutral gas can

be controlled primarily by controlling the gas pressure and the ionization fraction.

v ∆kP is the phase mismatch introduced by the change in dispersion caused by the electrons which

are generated as a result of the ionization of the gaseous medium by the laser. It is also called

plasma induced phase mismatch. It is given by

∆kP = Natm
p

patm
ηλre

(1− q2

q

)
(2.15)

where Natm atomic number density at standard temperature and pressure (STP), re is the classical

electron radius. re is given by

re =
1

4πε0

e2

mec2 (2.16)

where ε0 is the permittivity of free space and c is the speed of light. The plasma induced phase

mismatch can be controlled primarily by controlling the intensity of the laser at the focus and there

by controlling the ionization of the gaseous medium and the gas pressure.

v ∆kGouy is the phase mismatch introduced by focusing of the laser in the gas. It results from the Gouy

phase shift of π introduced for a Gaussian beam when focused. It is also called the geometrical

phase mismatch since it comes from the focusing geometry. This results in a π phase change in

the phase velocity of the laser. The phase mismatch introduced by the Gouy phase from the laser

focusing is given by [48]

∆kGouy (z) = q
πλω2

0

π2ω4
0 + λ2z2 (2.17)

where ω0 is the beam waist of the driving laser at 1/e2 of the intensity, z is the propagation distance

of the laser with z = 0 at the focus. For z = 0, i.e when the laser focused at the center of the medium,

the phase mismatch introduced can be written as

∆kGouy (z) =
q
zR

(2.18)

where zR is the Rayleigh length given by

zR =
πω2

0

λ
(2.19)

The geometrical phase mismatch can be controlled primarily by changing the focal spot size.

v ∆kat is the phase mismatch as a result of the generation of HH from single atom with a phase

depending on the intensity of the laser [87]. It is also called the atomic phase mismatch. It is given

by

∆kat (z) = αi
8I0z

z2
r

(
1 + 4z2

z2
R

)2 (2.20)

where αi is a coefficient associated with the electron trajectory (i = 1 for short trajectory and i = 2 is

for the long trajectory) with its value is in the order of 10−14 cm2/W [87] and I0 is the laser intensity
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at the focus.

The different phase mismatch parameters can be controlled in the experiment by scanning the

different experimental parameters. In an experiment, the laser parameters which can be controlled are

pulse energy, pulse duration, focal spot diameter and focus position with respect to the center of the gas

medium, beam diameter and focal length of the lens. The gas the parameters which can be controlled

are the gas species, pressure, gas cell geometry or gas jet distribution. For constructive interference of

the generated HH orders, the phase mismatch ∆k is minimized. The propagation distance over which a

HH order constructively interfere is called the coherence length for HHG (Lcoh) and it is given by

Lcoh =
π

∆k
(2.21)

where ∆k is the phase mismatch between the fundamental laser field and the qth HH order [47]. The

intensity of a single HH order after the coherent addition from the HHG can be written as [64],

I ∝ L2
med

sin2[∆kLmed
2 ]

(∆kLmed
2 )2

(2.22)

where Lmed is the length of the HHG medium. The equation 2.22 gives a quadratic increase of the HH

signal with the increase of the length of the medium without considering the re-absorption. The HH

intensity considering the re-absorption along the propagation direction is given by [47]

I = ρ2A2
q

4L2
abs

1 + 4π2( L2
abs

L2
coh

)

(
1 + exp

[
− Lmed

Labs

]
− 2cos

[πLmed

Lcoh

]
exp
[Lmed

Labs

])
(2.23)

where ρ is the gas density, Aq is the individual HH signal calculated using the Lewenstein Model (2.2.1.2)

and Labs is the absorption length for the HH orders. The Labs is give by

Labs =
1
ρσ

(2.24)

where σ is the ionization cross section for th medium.

For experiments, we need to have a relation on how the HH intensity changes with the use of

different gas cell or gas medium length and phase matching. Figure 2.6 shows the variation of HH

intensity with respect to the length of the HHG medium Lmed at different Lcoh and Labs values. Here the

HH intensity saturates after Lmed is few times Labs and when Lcoh ≤ Labs there is no coherent build up of

HH signal. For the optimization of HH signal the condition relating Labs , Lmed and Lcoh is given by [47],

Lmed > 3Labs and Lcoh > 5Labs (2.25)

In the experiments, Lmed and Labs are fixed depending on the length of the gas cell used and Lcoh depends

on the phase matching of HHs. Equation 2.25 gives the limit on how long the gas medium needs to be for

maximum HH yield under optimized conditions.



2.2. HHG FROM GASES 16

medium length in mm

H
H

 i
n

te
n

s
it
y
 i
n

 a
rb

. 
u

n
it
s

 

 

0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

L
coh

>>L
abs

L
coh

=5*L
abs

L
coh

=L
abs

Figure 2.6: HH signal calculated with the equation 2.23 for HH order 25 generated with driving laser of
wavelength 800 nm in argon with at 30 mbar of pressure at different coherence lengths. Taken from [86]

2.2.2 Experimental results on HHG and global optimization

The generation of XUV pulses by HHG in gases was studied experimentally using different laser

systems in different laboratories. The HHG was optimized in terms of photon counts under the available

conditions and spectral characterization was also performed. These experimental results are presented

in this section.

2.2.2.1 L2I, IPFN, IST Lisbon, Portugal

HHG at the Laboratory for Intense Lasers (L2I) in IPFN, IST was performed using an in-house

built diode pumped laser system [88]. The laser is a chirped pulse amplification (CPA) system consisting

of two stages of amplification. The laser systems start with a Ti:Sapphire Oscillator, MIRA900 from

Coherent Inc with a central wavelength of 1030 nm. The nanojoule, 120 fs pulses from the oscillator are

stretched using gratings and then it is seeded to the diode-pumped double stage amplifier system. The

first stage amplifier is a regenerative amplifier with a Yb:CaF2 crystal and pumped by diodes. This stage

amplifies the seed pulse energy from few nano-joules to few millijoules with an output central wavelength

at 1030 nm. The pulses are further amplified by a second amplifier stage which is a multi-pass amplifier

with a Yb:YAG crystal as the amplification medium pumped and laser diodes for pumping. The second

stage amplifies the pulses to nearly 100 mJ with tens of ps pulse duration. These amplified pulses are

temporally compressed using a compressor to generate pulses with energy ∼ 30 mJ and a pulse duration

of ∼ 1000 fs at 1030 nm. The laser has a repetition rate of 1 Hz. Since both amplifications stages are

diode pumped, the laser system is compact and easy to operate compared to a glass-based laser system.

Figure 2.7 shows the block diagram for the experimental setup for HHG at L2I. It consists of the laser part

and the experimental part.

The laser, after compression, is steered into the vacuum chamber using dielectric mirrors. The

schematic and picture of HHG experimental part are shown in figure 2.8. The setup can be used to obtain
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Figure 2.7: Block diagram of the experimental setup for HHG with the laser system at L2I, IPFN, IST.

the HH footprint (cross-section of the spatial intensity distribution) in the far-filed or the spectrum. The

experimental setup for the HH footprint is shown in figure 2.8a. In the experimental setup, motorized

plano-convex lenses with different focal lengths which are placed inside the vacuum chamber were used

to focus the IR beam in the gas cell (see the inset in figure 2.8a) with a length of 10 mm. The gas cell was

filled with noble gases, argon or xenon separately. XUV pulses generated are filtered from the residual IR

pulse using two nickel grid supported aluminum filters of thickness 150 nm for each. After the aluminum

filters, an XUV sensitive CCD was placed to record the HH footprint. The CCD used was PIXIS-XO:

1024B back illuminated and thinned imaging X-ray CCD from Princeton Instruments. The CCD has

1024× 1024 pixels with a pixel size of 13 µm × 13 µm. The setup for obtaining HH spectrum is shown in

figure 2.8b. The spectrometer used is an imaging XUV spectrometer described in reference [86]. The

XUV spectrometer consists of a spherical concave focusing mirror with a radius of curvature (ROC) of

8 m placed at a grazing incidence of 9◦ with respect to incident beam and it is followed by a transmission

grating (1000 lines / mm) and an X-ray CCD. The XUV generated at the gas cell was imaged onto the

CCD through the transmission grating by the spherical mirror. The spherical mirror was placed at 50 cm

from the CCD.

For HHG, the IR laser energy used after compression was ∼ 30 mJ with a pulse duration of 1000 fs.

The high-harmonic photon count was optimized for two noble gases, argon and xenon. The optimization

was carried out by changing the following parameters in the experimental setup the focal length of the

lens, gas cell length, the position of focus, gas pressure and laser beam diameter before the lens. The

optimized total energy of all harmonic orders was calculated by taking into account the quantum efficiency

and gain of the CCD and central frequency of the high-harmonic spectrum. Furthermore, the used Al

filter with a thickness of 150 nm on a nickel support grid was cross-calibrated with a second Al filter, which

resulted in a transmission of 40 %. In the case of both gases, the aperture before the lens was reduced to
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(a) Experimental setup for HH footprint
(b) Experimental setup for HH spectrum

Figure 2.8: Experimental setup for HHG at L2I, IPFN, IST. The gas cell used for HHG is shown in the
inset.

9 mm and a pulse energy of ∼ 10 mJ measured after the aperture. The focus was placed at the exit of the

gas-cell for optimized HHG. The optimization parameters are listed in table 2.1. Figure 2.9 shows the

optimized HH beam cross-section and spectrum for argon and xenon. The periodic structure results from

a near-field diffraction effect from the nickel support grid of the filter.
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Figure 2.9: Optimized HH cross-section for (a) argon and (b) xenon gases.

The total number of XUV photon (Np) at a particular wavelength (λ) can be estimated from the

images recorded by the CCD using the following equation [16, 86]

Np(λ) =
Nc G

QE(λ) (Ephoton/3.65)
(2.26)

where Nc is the number of counts in the CCD, QE(λ) is the quantum efficiency of the CCD, Ephoton is the

single photon energy in eV and 3.65 eV is the band gap of silicon in eV. Ephoton/3.65 is the number of

electron generated per photon. G is the analogue to digital conversion gain of the CCD (PIXIS-XO) and it

can be set as 1, 2 and 3, and this corresponds 3.56, 1.84 and 1 electrons per CCD count respectively.
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From the photon number, the HH energy is given by

Ep(λ) = Np(λ)
h c
λ

(2.27)

where h is the Plank’s constant, c is the speed of light and λ is the HH wavelength. The energy is finally

calculated considering the aluminum filter transmission. The results after estimating the photon number

Parameters Units Argon Xenon

IR beam size mm 9 9

Focal length mm 500 700

Gas pressure mbar 55 15

HH photon number per shot 7.7× 107 3.6× 108

Total energy of HHs nJ 0.44 1.44

Divergence horizontal mrad 2.48 1.89

Divergence vertical mrad 2.18 1.25

Table 2.1: Optimized operating conditions for HHG in argon and xenon calculated for the whole HH
spectrum

and the energy are listed in table 2.1. The spatial profile and shot-to-shot stability of the HHs beam from

argon and xenon was also measured and figure 2.10 shows the shot to shot stability analysis.
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Figure 2.10: Single-shot energy stability analysis for high-harmonics generated in argon and xenon

At the optimized HHG conditions listed in table 2.1, the spectrum of HHG in argon and xenon was

recorded. Figure 2.11a and 2.11b shows the image and calibrated line-out of the spectrum for HHG from

argon. The XUV spectrum from HHG in argon consists of 9 harmonic orders ranging from 23rd harmonic

of 1030 nm to 39th harmonic. Nearly 70 % of the total energy of the harmonic spectrum is concentrated in

three harmonics orders, 31, 33 and 35.

Figure 2.12a and 2.12b shows the image and calibrated line-out of the spectrum for HHG from

xenon. The XUV spectrum from HHG in xenon consists of 4 harmonic orders ranging from 17th harmonic

of 1030 nm to 23rd harmonic. Nearly 44 % of the total energy of the harmonic spectrum is concentrated in

21st harmonic order.
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Figure 2.11: The optimized HH spectrum for argon at L2I, IPFN.
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Figure 2.12: The optimized HH spectrum for xenon at L2I, IPFN. The low intense lines in the picture
in (a) and low intense peaks in the line-out in (b) are the diffraction pattern of the XUV beam from the
supporting grid of the grating.
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Figure 2.13: The optimized HH spectrum for xenon with fundamental and second harmonic beams at L2I,
IPFN



2.2. HHG FROM GASES 21

HHG using the IR laser and its second harmonic was also tested at L2I. A KDP crystal was used

to generate the second harmonic of the IR laser with 10 % efficiency. Because of reduction in the energy

after the SHG, the HHG was only observed in xenon which has lower ionization potential compared to

argon. The spectral intensity was optimized for HHG in xenon with ω and 2ω fields at the same conditions

as that of HHG in xenon with only ω field. Figure 2.13a and 2.13b show the image and calibrated line-out

of the spectrum for HHG from xenon using IR laser (ω) and its second harmonic (2ω). The spectrum

shows both odd and even harmonics as expected for the cases with ω and 2ω [89, 90]. The XUV spectrum

consists of 7 harmonic orders ranging from 16th harmonic of 1030 nm to 22nd harmonic. Compared to

the HHG spectrum from xenon with just IR laser in figure 2.12, the spectrum with ω and 2ω has more

harmonic orders and also a shift in the spectral energy distribution to lower order harmonics. The shift is

due to the presence of 2ω field which reduces the cutoff of the HHs as the cutoff is proportional to the

wavelength as shown in equation 2.5 [90]. The energy of XUV pulses from HHG with ω and 2ω fields was

around 0.04 nJ considering the whole spectrum. This is two orders lower in energy compared to the XUV

pulse energy for HHG in xenon with only the fundamental laser field. This might be because of the lower

pulse energy in ω and 2ω after the SHG and also the fact that the delay between the IR and SH pulses

was not controlled.

XUV sources from HHG in argon and xenon were optimized and characterized in pulse energy

and spectrum. The XUV sources with a different spectrum of wavelengths can be now used for different

applications. HH from xenon gives more energy per shot compared to HH from argon and can be used

for single shot experiments. However, HH from argon goes to shorter XUV wavelengths and hence can

be used for XUV imaging.

2.2.2.2 Salle Corail, LOA, France

HHG in different noble gases was successfully carried out at Salle Corail, Laboratoire d’Optique

Appliquée (LOA), France. The HH beamline consists of a high repetition rate laser system, beam transport

using dielectric mirrors and vacuum chambers for HHG.

The laser system at the HH beamline in Salle Corail is a commercial laser system from Coherent

Inc., called Legend Elite Duo. It is a Ti:Sapphire laser system. It consists of a two-stage amplification

system based on Ti:Sapphire crystals. The seed from an oscillator first passes through a regenerative

amplifier followed by a single pass amplifier. The output the laser used in the high harmonic beamline has

a central wavelength of 800 nm, pulse duration < 40 fs, pulse energy of 3.5 mJ which can be increased up

to 5 mJ and a repetition rate of 4 kHz which can be increased up to 5 kHz.

Figure 2.14 shows the schematic of the HH beamline at Salle Corail, LOA. The beamline consists

of three vacuum chambers, gas cell chamber, diagnostic chamber and experimental chamber. The gas

cell chamber has a gas cell placed in the middle of the chamber and can be pressurized with different

gases through a gas feed-through. The diagnostic chamber is mainly used for measuring the spectrum of

HHs generated. The experimental chamber is where the different experiments using the XUV pulses are

performed. Figure 2.15 shows a picture of the beamline with the three different vacuum chambers.

For HHG, the IR laser is focused on a gas cell of length 15 mm in the gas cell chamber using
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Figure 2.14: Schematic of the HH beamline at Salle Corail, LOA.

Figure 2.15: HH beamline at Salle Corail, LOA.

a plano-convex lens with a focal length of 750 mm. The XUV beam produced in the gas cell chamber

travels through the diagnostic chamber and two free-standing aluminum filters of thicknesses 150 nm,

and 300 nm were placed before the experimental chamber to filter-out the residual IR laser. A PIXIS:

400 B X-ray CCD from Princeton instruments with 1340 × 400 square pixels with a pixel size of 20 µm

was placed at the end of the experimental chamber to record the high harmonic footprint. The HHG was

optimized in argon and neon in terms of photon count. Figure 2.16a and 2.16b shows the footprint of

optimized HHG from argon and neon respectively.
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Figure 2.16: Optimized HH intensity cross-section at Salle Corail, LOA

The parameters for typical operating conditions for HHG using argon and neon are listed in table

2.2. From the CCD counts, the HH photon count was estimated using equation 2.26. The two filters

used here were not cross calibrated experimentally and hence we used the estimated theoretical filter

transmission. The theoretical estimate of transmission of XUV by aluminum filters with thicknesses of

150 nm and 300 nm was done assuming that there was 5 nm thick Al2O3 formed on both side of the
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two filters [91, 92] and the for a central wavelength of 32 nm the filter transmission are 40% and 30%

respectively. Using the theoretical filter transmission along with the equation 2.27, the HH energy was

estimated for HHG from argon and neon and the values are listed in table 2.2.

Parameters Units Argon Neon Xenon

IR beam size mm 12 13 12

Focal length mm 750 750 750

Gas pressure mbar 30 - 60 40 - 60 13

HH photon number per shot 2.75× 106 1.1× 106 < 1× 106

Total energy of HHs nJ 0.02 0.01 < 0.01

Divergence horizontal mrad 0.7 0.7

Divergence vertical mrad 1 0.8

Table 2.2: Typical operating conditions for HHG in argon and neon and their corresponding XUV beam
parameters (calculated for the whole HH spectrum).

For measuring the HH spectra, the spectrometer in the diagnostics chamber was used. Figure 2.17

shows the schematics of the XUV spectrometer in the diagnostics chamber at Salle Corail, LOA. The

spectrometer consists of a concave spherical focusing mirror made of silica with a ROC of 2 m followed by

a reflective plane diffraction grating. The grating has 450 lines per mm and works at an angle of incidence

of 8.4◦ and it was placed at 25 cm from an XUV detector. The detector used was a PIXIS: 400 B X-ray

CCD. The HH spectra were recorded for HHG from argon, neon and xenon.

Figure 2.17: Schematic of XUV spectrometer at Salle Corail, LOA.

The HH spectrum from argon was recorded at a pressure of 30 mbar mainly because at this

pressure the HH orders around 30 nm are stronger and most of the experiments are planned for an

XUV wavelength around 30 nm. Figure 2.18a and 2.18b shows an image and line-out of the calibrated

HH spectrum from argon respectively. The line-out of the spectrum shows that most of the energy is

concentrated in mainly three harmonic orders from 23 to 27, and 25th harmonic order is the strongest.

HHG from argon was the main source of XUV in experiments and the central wavelength for XUV was
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assumed to be the strong 25th harmonic order and this corresponds to a wavelength of 32 nm considering

the central wavelength of the laser used for HHG at 800 nm.
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Figure 2.18: The optimized HH spectrum for argon at salle corail, LOA.
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Figure 2.19: The optimized HH spectrum for neon at Salle Corail, LOA.

The HH spectrum from neon was measured at a pressure of 60 mbar. Figure 2.19a and 2.19b

shows an image and line-out of the calibrated HH spectrum from neon respectively. With HH from neon,

lower wavelengths can be reached compared to HH from argon. Harmonic orders from 27 to 47 was

observed with higher intensities at 41, 43 and 45. The spectrum also shows a sharp cutoff at ∼ 17 nm

and this is due to the cutoff the aluminum filter used to filter out the residual IR.

The HH spectrum from xenon was measured at a pressure of 13 mbar. Figure 2.20a and 2.20b

show an image and a line-out of the calibrated HH spectrum from xenon respectively. With HH from xenon,

higher wavelengths (> 60 nm) compared to HH from argon can be reached. The strongest harmonic

order observed was the 17th harmonic order. Xenon is mostly not used in the lab as it was expensive

and it causes difficulty for the turbo-molecular pumps to maintain the high vacuum required for the XUV

beamline.

XUV source from HHG in argon, and neon was set up and typical operating conditions and XUV

beam parameters were obtained. HHs from argon, neon, and xenon were also characterized in the

spectrum. The HHs from the three different gases provides XUV wavelengths from ∼ 60 nm to ∼ 17 nm.

However, HHG in argon gives more photons per shot compared to HHG in neon and xenon. Also, the 25th
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Figure 2.20: The optimized HH spectrum for xenon at Salle Corail, LOA.

harmonics is stronger in the argon spectrum. Hence, for applications like wavefront sensor calibration

and imaging, HHG from argon can be used as the XUV source.

2.2.2.3 VOXEL Lab, IPFN, IST Lisbon, Portugal

The VOXEL lab was established at IST in early 2017 as part of the VOlumetric medical X-ray

Imaging at Extremely Low dose (VOXEL) project, a Future Emerging Technology (FET) project under the

Horizon 2020 European Union research and innovation program [93].

The laser system at VOXEL lab consists of two commercial lasers Astrella and Hidra from Coherent,

Inc based on amplification using Ti:Sapphire crystals. The Astrella laser system consists of an oscillator

followed by a regenerative amplifier. The output of the Astrella laser system has a central wavelength of

800 nm, pulse duration < 35 fs, pulse energy ∼ 7.5 mJ and a repetition rate of 1 kHz. The laser is compact

and stable in terms of output power, beam profile and beam pointing. The Hidra laser system is seeded

from the oscillator of Astrella laser system and the stretched seed is then amplified by a regenerative

amplifier followed by a multi-pass amplifier. The output of the Hidra laser system has a central wavelength

of 800 nm, pulse duration < 40 fs, pulse energy > 25 mJ and a repetition rate of 10 Hz. Since both lasers

are seeded from the same oscillator, they can be optically synchronized which is useful in pump-probe

experiments.

The HHG beamline at the VOXEL lab consists of the IR laser, a gas cell chamber where the IR

laser is focused onto a gas cell and it is followed by an experimental chamber, where XUV diagnostics

are placed and the experiments are performed. Figure 2.21 shows the schematics of the experimental

setup for HHG at the VOXEL lab. Both laser systems can be used for HHG at the VOXEL lab. The IR

pulses from the lasers are steered onto the gas cell chamber with dielectric mirrors with ultra-broadband

coating and anti-reflection coating for the spectral bandwidth of the laser. A plano-convex lens with a focal

length of 750 mm is used to focus the laser onto a gas cell of length 15 mm to generate the HHs of the

laser. Al filters with different thicknesses are used to filter out the residual IR from the XUV. The intensity

cross-section or footprint of the XUV beam generated is detected using an X-ray CCD, PIXIS- XO 1024 B

from Princeton Instruments. The CCD used has 1024 × 1024 pixels with a pixel size of 13 µm × 13 µm.
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Figure 2.21: Schematic of lasers and HHG experimental setup at VOXEL lab, IST Lisbon

HHG was optimized in argon. The Astrella laser system was used for HHG. For optimization

of HHG in argon, a flat uncoated mirror at 45◦ was used to reflect XUV pulses to the XUV CCD. This

was done to avoid the CCD from saturation due to the high photon count. Further, an aluminum filter

of 464.5 nm with nickel supporting grids was used to filter out the residual IR and was placed before

the gold-coated mirror. Figure 2.22 shows the footprint of HHG optimized for argon at 13 mbar. The

optimization parameters and the XUV parameters obtained are listed in table 2.3. Further the spectrum

of HHG in argon was studied at the optimized conditions.
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Figure 2.22: Footprint of HHG from Ar at 13 mbar measured at the VOXEL lab, IST.

The XUV spectrometer at VOXEL lab is realized in the experimental chamber. It consists of a

spherical mirror, a gold-coated flat mirror, a grating and an XUV sensitive CCD. Figure 2.23 shows the

schematic of the experimental setup for the XUV spectrometer in the experimental chamber at VOXEL

lab. The focusing spherical mirror is made of silica and has a ROC = 10 m and is placed at a grazing

angle of 8◦ with respect to the incident XUV beam. The XUV beam focused by the spherical mirror is

steered on to the grating by a gold-coated flat mirror, which also placed at a grazing angle of 8◦. The flat
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mirror is placed on a motorized tip/tilt mount for adjusting the position of spectral lines on the CCD. The

transmission grating used is a free-standing gold grating with a clear aperture of 10 mm × 10 mm and

has a grating constant of 1000 lines / mm. The grating is placed perpendicular to the incident beam. XUV

spectrum is recorded using the PIXIS- XO 1024 B CCD. An aluminum filter of thickness 464.5 nm with

nickel supporting grids were used to filter out the residual IR.

Figure 2.23: Schematic of XUV spectrometer setup at VOXEL Lab, IST Lisbon.

XUV spectrum was recorded for HHG in argon. Figures 2.24a and 2.24 shows the image and

line-out of the calibrated spectrum for HHG in argon. The spectrum consists of 6 HH orders and 25th

harmonic whose wavelength corresponds to 32 nm is the strongest. The low intense lines in between

the strong lines in figure 2.24a is due to the diffraction from the supporting grids of the grating and edge

diffraction from the spherical mirror.
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Figure 2.24: The optimized HH spectrum for argon at VOXEL lab, IST.

The HHG in xenon and neon was carried out with the spectrometer setup. HHG in xenon was

optimized at a pressure of 3.8 mbar. Figure 2.25a shows the line-out of the calibrated spectrum for HHG

in xenon. The spectrum shows three harmonic orders and they are lower orders compared to the HH

spectrum from argon. The different optimization parameters for HHG in xenon and the XUV parameters

obtained are listed in table 2.3. HHG in neon was difficult to optimize since it was not possible to maintain

the vacuum at pressures higher than 20 mbar. However, the spectrum of HHG in neon was obtained.

Figure 2.25b shows the line-out of the calibrated spectrum for HHG in neon. The spectrum shows eight

harmonic orders and higher orders compared to the spectrum for HHG in argon are observed. The



2.2. HHG FROM GASES 28

30 35 40 45 50 55
Wavelength (nm)

0

0.2

0.4

0.6

0.8

1

N
o

rm
al

iz
ed

 in
te

n
is

ty
 (

A
.U

.)
15

19

17Harmonic order

(a) Line-out of spectrum of xenon at 3.8 mbar.

15 17.5 20 22.5 25 27.5 30
Wavelength (nm)

0

0.005

0.01

0.015

0.02

0.025

0.03

N
o

rm
al

iz
ed

 in
te

n
si

ty
 (

A
.U

.)

33

35

37

39

41

45

47

43 Harmonic order

(b) Line-out of the spectrum of neon at 15 mbar.

Figure 2.25: The optimized HH spectrum for xenon and neon at VOXEL lab, IST.

conditions for HHG in neon and the obtained XUV parameters are tabulated in table 2.3.

Parameters Units Argon Xenon Neon

IR beam size mm 8 13 8

Focal length mm 750 750 750

Gas pressure mbar 13 3.8 15

HH photon number per shot 3.4× 108 4.9× 108 5× 105

Total energy of HHs nJ 2.1 1.8 0.006

Divergence horizontal mrad 1.5

Divergence vertical mrad 1.5

Table 2.3: Optimized operating conditions for HHG in argon, xenon and neon, and their corresponding
XUV beam parameters (calculated for the whole HH spectrum).

HHG with fundamental and SH pulses was performed at VOXEL lab. A BBO with a thickness of

100µm was used for generating the SH. The BBO was placed after the lens which focuses the IR laser.

The BBO used has an efficiency of ∼ 10%. The spectrum was recorded with fundamental and SH pulses

for HHG in argon. Figures 2.26a and 2.26b shows the image and line-out of the calibrated spectrum for

HHG from argon with fundamental and SH pulses. The spectrum shows odd and even harmonics from

25st to 17th harmonic orders. The strongest harmonic order is 21st harmonic order. The spectrum shows

a redshift of harmonic orders compared to the spectrum of HHG in argon with fundamental frequency

only. This is due to the presence of 2ω frequency which in turn reduces the cutoff of the harmonics at the

same generation conditions [90]. Here also the delay between the IR and SH pulses was not controlled.

However, the HHG process using IR and SH pulses was optimized with a total HH energy equal to ∼ 60 %

of the total HH energy for the HHG with only IR laser pulses.

A HHG beamline was successfully established and the XUV pulses generated were characterized

in energy and spectrum at the VOXEL lab, IST. HHG in xenon has the highest number of photons however

high harmonic generation in argon has higher energy. The XUV pulses generated with single shot

energy ∼ 2 nJ at the high harmonic beamline from argon and xenon can be now used for applications
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(a) Spectrum of argon at 7.5 mbar for ω + 2ω.
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Figure 2.26: The optimized HH spectrum for argon with fundamental and second harmonic pulses at
VOXEL lab, IST.

like laser-plasma pump-probe experiments which require high single shot XUV probe energy. The XUV

source can be also used for single shot imaging experiments.

2.3 HHG from solids

HHG from solids was first observed with CO2 laser-produced plasma [65]. In our studies, we are

mostly interested in HHG from solids with high-intensity ultrashort pulse lasers [66]. HHG from solids can

be used as a source of coherent XUV sources and also can be used to study the properties of plasma

under high intense laser fields [74, 70].The HHs are generated from solids when a high-intensity laser

pulse (Intensity ≥ 1016 W/cm2) interacts with a solid, typically optical quality silica glass. The laser-solid

interaction creates an over-dense plasma and a coherent beam of higher order harmonics of the incident

laser beam are emitted from the solid surface in reflection [66, 94, 95]. Figure 2.27 shows a simple setup

for HHG from solids in reflection with metallic filters filtering the XUV beam generated from the residual

driving IR laser and lower order harmonics generated.

Figure 2.27: Schematics of a simple setup of HHG from solids.

HHG from solids also support short pulse duration from femtosecond up to attosecond [96, 95].

The efficiency of HHG in solids is also in the order of 10−6 [70]. However, the intensity of laser used is

higher for HHG in solids, hence the intensity of harmonics generated from solids is in general higher

compared to harmonics generated from gases [95, 70]. This is an important motivation to proceed with



2.3. HHG FROM SOLIDS 30

further study of HHG in solids. However, the filtering of XUV pulses reduces the intensity as the filtering

should be stronger since HHG results in generation of debris and also there is strong component of

fundamental IR laser along the specular direction. The divergence of the harmonics from solids is higher

compared to that from gases [75].

The higher HH intensity from HHG in solids can be effectively utilized in applications if we can

characterize the pulse properties both spatially and temporally. One of the motivation of this experiment

on HHG from solids is to measure the spatial characteristics of HHs generated and use it to study the

evolution of HH source conditions during laser-solid interaction. The spectral and spatial characterization

may give insight into the plasma creation mechanisms.

This section discusses briefly about the theory and presents experimental results of HHG from

solids.

2.3.1 Theoretical description of HHG from solids

The HHG from solids was theoretically described under different formulations. The basic assump-

tion in all the models is that the plasma created by the laser is considered collision-less with fixed ions in

the background. The harmonics are generated from the movement of electrons under the incident laser

field [94]. HHG from solids under different conditions have been explored [97, 98, 74]. The work in this

thesis mainly focuses on HHG from over-dense plasma using high-intensity femtosecond lasers.

The first explanation for harmonic generation from over-dense plasma is based on the concept of

resonance absorption [99, 97]. The idea here is that the high intense laser field causes generation of

plasma waves, and at critical surface where the laser frequency equals to the plasma frequency (ωL = ωp),

the plasma wave interacts with the laser, generating the second harmonic of the laser frequency [99].

The radiation with frequency 2ωL is mostly reflected but the transmitted part excites a plasma wave at

critical surface for the 2ωL frequency which results in oscillation of plasma at 2ωL frequency. This resonant

oscillation generates the third harmonic, 3ωL and this continues to the higher order harmonics. This

model is called the linear mode coupling in the plasma density gradient [99]. This model was able to

explain the HHG in solids with long pulse lasers. With advent lasers with sub-picosecond pulse duration,

which can reach relativistic intensities (> 1018 W/cm2), new models were proposed to explain the HHG in

solids under sub-relativistic [74] and relativistic conditions [100, 96].

Based on this general model of interaction, the most understood and explored mechanisms for

describing solid HHG in reflection with ultrashort short high intensity (≥ 1016 W/cm2) laser pulses are

relativistically oscillating mirror (ROM) [95, 101, 70] and coherent wake emission (CWE) [74]. In general

HHs from CWE is observed for laser intensities ∼ 1016 W/cm2 and ROM mechanism is observed for laser

intensities ≥ 1018 W/cm2.

2.3.1.1 Relativistic oscillating mirror model

The relativistic oscillating mirror model for HHG from solids was first proposed by Bulanov et

al. [102] and later expanded by Lichters et al. [100]. The model explains HHG from solid surfaces for

laser-solid interaction considering laser intensities ≥ 1018 W/cm2.
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When a high intensity short pulse (≤ 100 fs) laser is focused on a solid target with a density greater

than the critical density Nc = meε0ω
2
L/e2, it results in the ionization of the material surface in the rising

edge of the pulse and this results in generation of electrons, which move at relativistic velocities in the

incident laser field. Here, me is the mass of the electron, ε0 is the electric permittivity of free space, ω2
L

is the angular frequency of the laser and e is charge of the electron. The oscillations of this relativistic

electrons result in the creation of a mirror-like surface from which the laser is reflected with an up-shift in

the frequency which corresponds to the harmonics of the laser frequency. The theoretical formulations

consider creation of a cold electron fluid with a static background of ions. Here the laser is considered to

be incident on the target at an angle. Considering the incident laser field [95]

Einc(t) = sin(ωL t) (2.28)

where ωL is the laser frequency and t is the time in the lab frame. The reflected field from the relativistically

oscillating mirror target can be written as [95],

Eref (t) = sin(ωL t + 2kL Xm(t ′)) (2.29)

where t ′ is the time in the moving mirror frame and Xm(t) is the coordinate describing the surface of the

electron density. Xm(t) can be described as the effective surface from which the incident laser field is

reflected. Xm(t) becomes Xm(t ′) in the moving mirror frame. The time in the moving frame or retarded

time is related to the time in lab frame by [95]

t ′ = t +
(R + Xm(t ′))

c
(2.30)

where R is the distance between the observer and the plasma-vacuum interface. R/c is a time-

independent constant phase term and this was omitted in equation 2.29. Figure 2.28 shows the

schematics of the basic idea of the ROM model. Eref (t) can be calculated by calculating the value

Figure 2.28: Schematics of basic idea of the ROM model. Figure taken from [95]
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of Xm(t ′). The first approximation for Xm(t ′) is given by [95]

Xm(t ′) = Amsin(2ωL t ′ + φm) (2.31)

where Am is the amplitude of oscillation of the mirror and φm is the relative phase between the incident

wave and the mirror position. For relativistic cases, Am can be written as [95]

Am =
λL

4π

√
γ2

max − 1
γmax

(2.32)

where γmax is the relativistic factor and for a maximum oscillating velocity of the mirror, vmax it is given by

[95]

γmax =
1√

1− v2
max
c2

(2.33)

Further, γmax can be written in terms of the normalized laser vector potential, a0 as γmax =
√

1 + a2
L where

a0 is given by [95]

a0 =
eE0

ωL mec
=

√( Iλ2
L (µm)

1.37× 1018

)
(2.34)

where E0 is the normalized laser electric field. From the above relations equation 2.31 can be written as

[95]

Xm(t ′) =
λL

4π
a0√

1 + a2
0

sin(2ωL t ′ + φm) (2.35)

The reflected field can be calculated by knowing the values of a0 and φm using the equations 2.29 and

2.31. The Fourier transform of the field gives the spectrum of the harmonics predicted by the ROM model

[95]. The model gives the cutoff harmonic order as [95]

nco =

√
1 + a2

0 + a0√
1 + a2

0 − a0
≈ 4γ2

max for a0 � 1 (2.36)

and also the scaling of harmonic intensity is given by [95]

I(ω) ∝ ω−q (2.37)

where q ≈ 5
2 . The calculations using the ROM model also shows that the laser with p-polarization on an

over-dense target gives highly efficient HHs compared to a laser with s-polarization [100, 95, 94] and the

same trend was observed in experiments as well [66].

2.3.1.2 Coherent wake emission model

The coherent wake emission model for HHG from solids was proposed and experimentally observed

by Quere et al., [74]. The CWE model explains HHG from solids at lower laser intensities compared to

the ROM model.

The higher efficiency for CWE harmonics was observed when p polarized laser pulses with peak

intensities in the range of ≈ 1016 W/cm2 was used [74]. The p-polarized laser electric field has an electric



2.3. HHG FROM SOLIDS 33

field component normal to the surface of the target. When the laser is incident on the target, it ionizes the

surface of the target, creating a plasma. The electrons on the surface of the plasma are pulled in to the

plasma-vacuum interface by the electric field component of the laser. The electrons travel in the electric

field and are pushed back in to the plasma with a velocity given by [103]

vosc =
e E

meωL
(2.38)

where E is the electric field component of the laser perpendicular to the surface of the target. This process

results in the absorption of the laser energy and is called Brunel absorption or vacuum heating [103, 74].

The electrons which return from vacuum travels deeper in the plasma when the trajectory it traveled is

longer in vacuum.The returned electrons form a bunch and interact with the electrons in the plasma and

trigger generation of plasma waves throughout the density gradient (n(x)) [104] of the plasma surface.

This happens in each laser cycle. Figure2.29 shows a pictorial representation of the generation of the

plasma waves in CWE model for HHG from solids.

Figure 2.29: A pictorial representation of plasma wave generation under the CWE model for HHG in solids.
(a) Electrons are pulled out of the plasma in the electric field of the laser at near critical densities, (b) the
electrons accelerated in the electric field of the laser are pushed back into the plasma as field changes
sign and (c) propagation of electrons in the over-dense plasma and formation of electron bunches and
emission of radiation as attosecond bursts. Figure modified from [104].

The frequency of spatially dependent plasma oscillations can be written as

ωp(x) = ωL
N
Nc

(2.39)

These plasma oscillations are coherently triggered at each cycle of the laser. The wave vector k of the

plasma oscillations, in the beginning, has a direction parallel to the electric field E and coherent triggering

of Brunel electrons results in the generation of a transverse component for this oscillation, which then

radiates as the harmonics of the laser frequency [74]. The harmonics are thus generated in the wake of

the coherent triggering by the Brunel electrons and the process is called coherent wake emission (CWE).

The maximum harmonic order emitted by the CWE is limited by the maximum plasma frequency of the

target. The maximum harmonic order hmax is given by [104]

hmax =
√

Nmax/Nc (2.40)
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where Nmax is the maximum plasma density for fully ionized targets and with a Nmax in the order of few

hundreds of Nc , the XUV spectral range can be reached [104].

For efficient HHG under CWE mechanism, phase matching conditions have to be fulfilled between

the plasma oscillations and the emitted radiation. This is achieved when the wave vector of plasma

oscillations are parallel to the target surface. Simulations predict efficiency up to 10−4 for CWE [74]. From

the simulations and experiments, it has been observed that the typical CWE emission reaches 25 nm -

80 nm in the XUV with divergence in the order of few milliradians [74, 104].

2.3.2 Experimental results on HHG from solids

The experiment on HHG in solids was performed at JETI200, Helmholtz Institute (HI), Jena,

Germany [105]. The aim of the HHG in solids at JETI200 was to study the wavefront of HH from solids.

The HHG from solids was first tested to obtain a stable generation condition for HHs. An introduction to

the JETI200 laser system and the experiment on solid HHG are presented in the following sections.

2.3.2.1 JETI200 laser system

The JETI200 - Jenaer Titanium:Sapphire 200 terawatt laser system is a commercial laser from

Amplitude Technologies. The laser is based on Ti:Sapphire amplifiers. It consists of five stage amplifica-

tion. The seed from the oscillator passes through two sets of the regenerative amplifier and multi-pass

amplifiers in tandem and finally passes through a cryo-cooled single pass amplifier. After the final

amplifier, the laser is compressed using a vacuum compressor. The laser can produce more than 200

terawatt peak power. After compression, the laser has a specified maximum pulse energy of 4 J at a

pulse duration of ∼ 17 fs with a central wavelength of 800 nm and repetition rates of 1− 10 Hz. Figure

2.30 shows the JETI200 laser system.

For the operation of a high power laser, it is important to know and reduce the pre-pulse in the

laser pulse. The contrast between the pre-pulse and the main pulse should be as high as possible. For

achieving a higher contrast for the laser, a plasma mirror (PM) was installed in the laser beam line. The

leading edge of the high-intensity laser ionizes the mirror surface creating an over-dense plasma which

reflects only the high-intensity part of the pulse [106]. Using a plasma mirror the low energy pre-pulses

can be removed and thereby increasing the temporal contrast. Figure 2.31a shows the schematics of

the setup of PM at JETI200. The IR laser after the compressor is steered into the PM chamber. The

mirrors used in the experimental setups were of ∼ 150 mm in diameter with anti-reflection coating for the

spectral bandwidth of IR laser. In the PM chamber mirror, M3 directs the beam onto an off-axis parabola

(OAP) of f-number, f/15. The OAP 1 focuses the laser onto the PM. The laser reflected from the PM is

re-collimated by OAP 2 and mirror M4 directs the laser back to the beamline. Mirrors M3 and M4 can be

moved out of the beamline to bypass the PM. The PM is placed on a 3-axis translation stage to optimize

its position after each shot. The position of the PM with respect to the focused laser beam is optimized

by checking the reflectivity. Figure 2.31b shows the reflectivity of the PM at different positions along the

focus of OAP 1. The zero position corresponds to the focus position of the OAP 1 and the positive values

indicate the position after focus. A maximum reflectivity of 80 % is achieved using the plasma mirror. After
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Figure 2.30: The JETI200 Laser at Helmholtz Institute in Jena, Germany. In the inset: (a) shows the
gratings of the compressor in vacuum, (b) shows the cryo-cooled joule level Ti: Sapphire amplifier crystal
(with the pumping on), (c) shows the Ti: Sapphire amplifier crystal (with the pumping on) in another
multipass amplifier from the laser system [105]

the PM, the IR laser beam is steered into the target chamber using dielectric mirrors.

(a) Schematics of PM alignment (b) The reflectivity of the plasma mirror

Figure 2.31: The Schematics of PM alignment and reflectivity at JETI200

The pulse contrast was measured using a third order autocorrelation method (Sequoia from

Amplitude). Figure 2.32 shows a plot of the pulse contrast measurement without the PM at the target

chamber, without PM in the laser lab and with PM in the laser lab. With the PM the contrast improved

from 10−5 to ∼ 10−8 when measured in the laser lab.

2.3.2.2 HHG from solids at JETI200

The experimental setup and the results obtained for HHG in solids under CWE and ROM at JETI

200 is presented here.

The schematic of the solid HHG experimental setup at JETI200 is shown in figure 2.33. The target

chamber has a dimension of 1900 mm × 750 mm. In the target chamber mirrors M1, M3 and M4 are
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Figure 2.32: Measured contrast of the JETI200 laser system using a Sequoia.

used to steer the IR laser onto the OAP, which has a f-number of f/3, focusing the IR laser pulses on

to a glass target. The mirror M1 has a smaller mirror M2 attached to it to generate the pre-pulses to

change the initial state of the target when necessary. The OAP is designed to work at an angle of 30◦.

The target was placed at 45◦ with respect to the focused IR laser pulses. This was done to increase the

efficiency of HHG from solids. The target used was dielectric silica mirror. After the target, an aluminum

filter wheel with filters of different thicknesses was placed in the specular direction of the IR beam to filter

out the residual IR beam from XUV beam generated during solid HHG. An XUV spectrometer called

Jasny spectrometer [107] was used for diagnostics and was placed after the aluminum filter wheel and is

attached to the target chamber. The Jasny spectrometer consists of a toroidal mirror grating and an XUV

detector. The detector used was Newton CCD from Andor [108]. The CCD used was back illuminated

and thinned. It has 2048 × 512 pixels with a pixel size of 13.5 µm × 13.5 µm.

The focusing of the IR laser with the OAP at the target chamber was optimized by adjusting the

positioning of the OAP with respect to the incoming laser beam. The focus obtained was imaged through

an imaging system with a bandpass filter for the IR laser spectrum. The best focus achieved is shown

in figure 2.34a. Figure 2.34b shows the vertical line-out of the figure 2.34a and from this, the FWHM

of the focal spot is estimated to be in the order of ∼ 4µm. With this focal spot diameter and the given

specifications of the laser at JETI200, a peak intensity of ∼ 4.5× 1020 W/cm2 can be reached.

The spectrum of HHG from solids were recorded using the Jasny spectrometer [107, 109]. Figure

2.35 shows the raw image of the spectrum obtained. The central bright spot shows the zeroth order, the

bright spots on the side of the central spot are the first orders and the second orders are seen on the

sides [107, 109]. The second order of the spectrum was selected and used for calibration. The spectrum

is calibrated using the edge of aluminum filter cutoff for the XUV. The solid HH spectrum under CWE and

ROM mechanisms were recorded under different laser conditions as tabulated in table 2.4.
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Figure 2.33: Schematic of the experimental setup for generation of HH from solids and spectral character-
ization at JETI200, Helmholtz Institute, Jena, Germany.

(a) Measurement of target focal spot (b) Vertical line-out of (a)

Figure 2.34: The optimized focal spot of the laser at the target position at JETI200.
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Figure 2.35: Raw image of the solid HH spectrum from Jasny spectrometer
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Figures 2.36a and 2.36b shows an image and a line-out of the calibrated CWE spectrum obtained

at JETI200 respectively. In the CWE spectrum, harmonic orders around 30 nm (25th harmonic of 800 nm)

is seen, although there are stronger higher order harmonics. The strong harmonics around 30 nm

compared to other harmonic orders around shows that the harmonic emission in this spectral region

is mainly under CWE mechanism. This is similar to the prediction from simulations for solid HHG by

CWE mechanism, where the HHs were generated with a lower limit around 25 nm [104]. However, the

strong higher order harmonics below 25 nm were generated from ROM mechanism. The generation of

harmonics under CWE and ROM mechanism depends on the plasma scale length and in many cases

harmonics form both mechanisms can be found in the spectrum [101, 110]. In the current conditions,

although the major contribution of harmonic intensity is from ROM mechanism, the lower harmonic orders

are mainly generated under the CWE mechanism. The dotted black line in the spectrum shows the

aluminum absorption edge.
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Figure 2.36: HH spectrum from generated under CWE mechanism.

Figures 2.37a and 2.37b shows image and line-out of the calibrated HH spectrum of solid HHG

with ROM mechanism respectively. Here all the harmonic orders around 30 nm and below are stronger,

unlike in the case of the CWE spectrum. Also, the HH orders are seen until the cutoff of the aluminum

filter ∼ 17 nm. This shows that most of the harmonic emission is under ROM mechanism. Figure 2.37b

shows the vertical line-out of figure 2.37a. From theoretical calculations, considering conditions of HHG,

the harmonics can reach below the aluminum cutoff. However, the current experimental setup limits the

HHs observed, until the cutoff of the aluminum filter.
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Figure 2.37: HH spectrum from generated under the ROM mechanism.

The laser parameters for generating HHs from solids under CWE and ROM mechanisms, and the

obtained XUV properties are listed in table 2.4. The energy and photon numbers are obtained for the

whole spectrum assuming a central wavelength of 25 nm, and filter transmission of 16 % and spectrometer
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efficiency of 10 % for both CWE and ROM mechanisms. The XUV photon number and energy obtained

are listed in table 2.4. From the obtained XUV energy, the efficiency of HHG in solids at JETI 200 can be

estimated as ∼ 10−10. This is four orders lower than the theoretical efficiency of ∼ 10−6 [70].

Mecha-
nism

Laser
Energy

Pulse
duration

Beam
size

Pre-
pulse

Repetition
rate

Photon
number

En-
ergy

(J) (fs) (mm) (ps) (Hz) nJ

CWE 1.8 24 100 0 1 ∼ 4× 108 ∼ 3

ROM 2.4 24 100 −4.5 1 ∼ 6× 108 ∼ 4.5

Table 2.4: The typical conditions for generation of solid HH under CWE and ROM mechanisms at JETI200.

Solid HHG under CWE and ROM mechanisms were successfully established at JETI 200. The

conditions obtained are typical operating conditions. Fluctuation was observed in spectrum and photon

counts over a number shots. Hence, further analysis and optimization is required for improving the

operating conditions. The energy of XUV photons obtained is compared to HHG in gases. This open

ways to use the XUV pulses from solid HHG in applications such as imaging, lithography. However, to use

it in applications, the HHs should be stable in energy, spectrum and pointing. Furthermore, HHs should

be characterized spatially and temporally.

2.4 Comparison between different HHG sources

HHG in gases using different laser systems was optimized in energy and the parameters of the

XUV pulses produced are listed in table 2.5. The HHG in solids was successfully carried out for the first

time at JETI 200 and HH was generated under CWE and ROM mechanisms. The energy, photon number

and spectral range of HHs obtained in solids are listed in table 2.5.

The energy of XUV pulses from HHG in solids is higher than from HHG in gases, at the expense

of much higher interaction intensities. However, it was observed that the stability of harmonics in terms

of pointing and energy is higher for HHG in gases. Also, HHG using different gases provides a wider

spectrum of XUV wavelengths and in optimized cases, a higher efficiency.

The optimized XUV sources at L2I can be now used for imaging in the XUV and using HHG in

xenon at L2I can be used for plasma probing as it has higher single shot XUV pulse energy. Although the

XUV sources at LOA were operated at lower single shot energies, the source has a repetition rate of 4 kHz

and this gives photon number in the order of 109 photons per second. Among the XUV sources at LOA,

the HHG in argon has the highest energy per shot and this source can be used for applications in imaging

and characterization of the wavefront of multilayer mirrors and XUV optics, and calibration of wavefront

sensors as these experiments requires highly stable harmonics with high photon number. The high

repetition rate HHG beam line at LOA reduces the acquisition time for imaging and wavefront calibration

experiments. The XUV pulses from HHG in gases at the VOXEL lab have higher energy compared to

sources at L2I and LOA. Also, this source has a repetition rate of 1 kHz, which can provide XUV pulses

with ∼ 1 × 1012 photons per second for HHG in argon and xenon. This source can be hence used for
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LAB Medium Pressure
/

Photon
number

Total HH
energy

Wavelength
Range

Effi-
ciency

mecha-
nism

per shot (nJ) (nm)

L2I Argon
gas

55 mbar 7× 107 0.44 26.4 - 44.8 4.4×
10−8

L2I Xenon
gas

15 mbar 3.6× 108 1.44 44.8 - 60.6 1.4×
10−7

LOA Argon
gas

60 mbar 2.75× 106 0.02 21.6 - 47.0 8× 10−9

LOA Neon
gas

40 mbar 1.1× 106 0.01 17.1 - 29.6 4× 10−9

LOA Xenon
gas

13 mbar < 1× 106 < 0.01 38 - 65.1 <
4× 10−9

VOXEL
lab

Argon
gas

13.5 mbar 3.4× 108 2.1 29.6 - 42.1 1.4×
10−6

VOXEL
lab

Xenon
gas

3.8 mbar 4.9× 108 1.8 42.1 - 53.3 1.2×
10−6

VOXEL
lab

Neon
gas

15 mbar 5× 105 0.006 17.02 - 24.2 4× 10−9

JETI 200 Glass CWE ∼ 4× 108 ∼ 3 28.5 - 32 1.7×
10−9

JETI 200 Glass ROM ∼ 6× 108 ∼ 4.5 17.02 - 32 1.9×
10−9

Table 2.5: Comparison between different XUV sources generated by the process of HHG in gases and
solids.

experiments like wavefront sensor calibration, XUV optics characterization, and imaging experiments.

Furthermore, the XUV source at VOXEL lab can also be used for single shot experiments.

The XUV source at JETI200 from HHG in solids has energies in the oder of few nanojoules, but

has low efficiency. Further experiments and analysis are required to optimize the generation process

for using it in applications. However, given the limited beam-time available, the achieved efficiency was

considered sufficient for the main purpose of the experiment, the characterization of the wavefront of

solid HHs for the first time to our knowledge.



Chapter 3

Spatial metrology of HHG and XUV

optics

3.1 Introduction

XUV pulses from HHG have important applications in imaging, probing and lithography. A high

spatial quality is required for the XUV pulses in all these applications. A tight and small focus is important

for applications like lithography, where a smaller focus can make smaller imprints. Also, a smaller focus

increases the fluence at the focus. A higher energy at the focus helps in plasma probing with XUV, as it

allows probing plasma with higher spatial resolution. Spatial characterization gives information on how

well a pulse can be focused and also its intensity distribution.

Spatial metrology of a pulse consists of characterizing its amplitude (spatial distribution) and its

phase (wavefront). For XUV pulses, the spatial amplitude can be determined by using an XUV sensitive

CCD [111, 108]. The XUV CCDs can also be used to estimate the photon count and energy of the HHs

generated as shown in section 2.2.2. The spatial distribution of XUV pulses, when focused can also be

obtained by observing the fluorescence from materials like Ce-YAG [112, 113].

The wavefront of a beam is defined as the positions of different spatial points in the beam with a

constant phase relation. The characterization of the wavefront of a beam gives the spatial phase of the

beam. Any deviation from a perfect plane wavefront is called a wavefront aberration. The aberrations in

the wavefront of a beam diminishes the convergence of energy of the beam to a point image or a spot,

thereby degrading the image or reduces the intensity at the spot. Hence, characterizing the wavefront

quality of a beam gives us the information on how well the beam can be focused to get better quality

images or reach higher peak intensities. This is important for applications which require a higher spatial

resolution or a high flux at a target. It is also important to characterize the wavefront of the pulses reflected

by optics used to focus the pulses as they also contribute to wavefront aberrations. The XUV optics used

are usually reflective optics and they can be multilayer mirrors or optics in grazing incidence (discussed

in 3.1.1). In the case of coherent XUV beams and XUV optics, wavefront aberrations can be measured

using different methods like XUV interferometers [114] and XUV wavefront sensors (WFS) [53, 54, 115].

41
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The most commonly used WFSs in the XUV are Hartmann WFSs [54]. The Hartmann XUV WFS has

advantages over the other type of wavefront measurement since it can measure both intensity and phase

of the beam simultaneously, it can work with spatially and temporally partially coherent beams [54] and it

is easy to set up and use.

For lithography, using lower wavelengths i.e, in the XUV region of the spectrum is advantageous

since the XUV pulses can be focused to smaller spots compared to UV or visible radiations. A smaller

focal spot is highly desired for creating smaller features and to have higher throughput. For a smaller focal

spot, it requires high numerical aperture (NA) > 0.1 optics to focus the pulses [4]. In order to use these

high-NA optics, they need to be characterized and optimized using a high-NA WFS. For XUV radiation,

it is difficult to use multiple optics to collimate the highly diverging beam from a high-NA optic. Hence,

it is highly desired to have a high-NA XUV WFS. Also, spatial characterization of highly diverging XUV

sources, such as HHG from solids [75] requires high-NA XUV WFS.

The optics used in the XUV to manipulate the pulses in different directions or to select a particular

wavelength need to be characterized in wavefront at the XUV wavelengths. At-wavelength characterization

is important since it will give information about the local changes in the wavefront introduced by the XUV

optics.

In this chapter experimental results on the calibration of high-NA XUV WFSs are presented.

Furthermore, the characterization of the wavefront of XUV optics and HHG using the XUV WFSs are also

discussed.

3.1.1 XUV Optics

The optical properties of commonly used optical materials such as silica, gold, and silver are

characterized by very low reflectivity at nearly normal incidence and attenuation lengths of < µm for the

XUV spectral range [1]. This makes it difficult to use dispersive optics for XUV radiation. Mostly reflective

optics at grazing incidence and multilayer mirrors are used for manipulating XUV radiation [1].

3.1.1.1 Reflective optics at grazing incidence

The reflectivity of optics in grazing incidence geometry for XUV radiation increases with decreasing

grazing angle. Figure 3.1 shows the change of reflectivity with the angle of incidence changing from

normal incidence to grazing for silica, silver, and gold at a wavelength of 32 nm [92]. The region marked

in black dashed lines in the figure 3.1 shows the grazing incidence angle with reflectivity > 20 % for silica,

silver, and gold. Optics for the XUV can be thus made with silica or coating the silica substrate with either

silver or gold and can be used at a grazing angle for better reflectivity for XUV. When using focusing

optics in grazing incidence, the focal length depends also on the grazing angle and it is given by

fgrazing = f sin(θgrazing) (3.1)

where f is the focal length at normal incidence and θ is the grazing angle. The most commonly used

focusing optics in grazing incidence geometry for XUV pulses are spherical concave mirrors and toroidal
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Figure 3.1: Reflectivity of mirrors with different substrates at 32 nm for linearly polarized XUV radiation
[92].

mirrors [116]. A combination of these focusing mirrors can also be used in grazing incidence geometry to

focus the XUV beam called, Kirkpatrick-Baez geometry [117].

3.1.1.2 Multilayer mirrors

One way to use optics in the XUV spectral region at normal incidence or near normal incidence

is with a type of mirrors called multilayer mirrors [1]. A multilayer mirrors has alternated layers of two or

more materials with different refractive indexes. When an XUV beam is incident on a multilayer mirror,

the different layers reflect a small part of the beam and finally the beams reflected from different layers

interfere to form the reflected XUV beam from the multilayer mirror. The layers of the multilayer mirror

follow the Bragg’s law (mλ = 2 d sin(θ)) with a periodicity, d equal to one bilayer thickness, λ is the

wavelength of the radiation and θ is the angle of incidence. The bilayer thickness, d = tA + tB where tA

and tB are the thicknesses of the low Z (Z - atomic number) layer and the high Z layer respectively [1].

Figure 3.2 shows the reflection of an incident beam from different layers of a multilayer mirror. Usually the

Figure 3.2: Illustration of reflection of light from different layers of a multilayer mirror.

alternating layers have materials with high Z and low Z. The idea is that the layer with high Z elements
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acts as the main scattering component and the low Z element one acts as the spacer which provides

the interface for the beam to interact with the alternating layers of the high Z material. The beam passes

through the low Z material (layer A) and is then reflected at the interface of the low Z material layer and

high Z material layer (layer B). These reflected beams constructively interfere at a particular angle to get

maximum reflectivity.

3.1.2 Hartmann WFS

A Hartmann WFS works on the basis of projecting a beam sampled through a hole array on to

a 2D detector. The technique was developed in 1900 by J. Hartmann [118] and it allows to track the

directions of individual rays in a beam. The basic working principle of Hartmann WFS is illustrated in

figure 3.3. First, a reference beam, usually a near perfect plane or spherical wavefront is allowed to pass

Figure 3.3: Schematic of the working principle of Hartmann WFS. The pattern generated by a reference
wavefront (shown in green) on the CCD after the Hartmann plate is compared to the pattern generated by
a test wavefront (shown in red) to measure the wavefront aberrations.

through the aperture/hole array, also called Hartmann plate. The holes are also called sub-apertures. The

positions of the pattern of the XUV pulses projected onto the detector by the Hartmann plate are recorded.

These positions are considered as the reference positions (shown in green) and they are denoted by

coordinates x0 and y0 in figure 3.3. When a beam with wavefront aberrations (shown in red) is incident on

the hole array, the pattern projected deviates from the reference position and these positions are denoted

by coordinates x1 and y1 in figure 3.3. The wavefront errors hence can be calculated by estimating the

change in position for the patterns on the detector for the wavefront with aberration to that of the perfect

wavefront. The wavefront is represented by a phase value φ. Figure 3.4 describes the wavefront φ for a

spherical wave originating from the center, O. The wavefront at a distance R from O can be written as

R2 = r2
1 + (R2 − φ(r1)2) (3.2)

Solving for φ by expanding, we can estimate φ as

φ(r) ≈ r2

2 R
for R � r (3.3)
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The slope of the wavefront is given by
∂φ(r)
∂r
≈ r

R
(3.4)

Figure 3.4: Schematic of the wavefront of a spherical wave.

For a Hartmann WFS with a 2 D detector, the slope is calculated by taking the difference between

the centroids of the diffraction pattern produced by the test and reference wavefront. For the case shown

in figure 3.3, the average slope of the wavefront over a sub-aperture in the hole array plate along the x

direction is written as
dφ(x, y)

dx
=
∆x
f

=
x0 − x1

f
(3.5)

where f is the distance between the Hartmann plate and the CCD. An analogous equation holds true

for the slope of the wavefront over the sub-aperture along the y-axis. In a Hartmann WFS, after getting

the value of slopes from the sub-apertures, also called the local wavefront slopes, the wavefront of the

beam can reconstructed by using mainly two methods: modal reconstruction and zonal reconstruction

[119, 120, 121]. Both reconstruction methods are briefly described below.

3.1.2.1 Modal wavefront reconstruction

In modal wavefront reconstruction, the wavefront is represented by a polynomial function, Fn(x, y)

with coefficients, Cn. In wavefront metrology of an optical system mostly the Zernike polynomials are

used as the polynomial function [120]. Zernike polynomials are a set of orthogonal polynomials defined

over a unit circle. The individual Zernike polynomials can be used to describe the lower and higher order

wavefront aberrations. The major aberrations which can be obtained from Zernike polynomials are piston,

tilt, defocus, coma and astigmatism [120]. The modal reconstruction of the wavefront and the aberration

values can be found by least square fitting of the slopes calculated over the whole wavefront. For x

direction it is given by
dφ(x, y)

dx
=
∑

n

d
dx

CnFn(x, y) (3.6)
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The analog of equation 3.6 gives the wavefront in y-direction. The modal reconstruction gives a smooth

fit over the whole wavefront considering the superposition of different optical aberrations, i.e. lower order

and higher order wavefront errors. However, it does not take into account the local fluctuations in the

wavefront slopes.

3.1.2.2 Zonal wavefront reconstruction

Zonal wavefront reconstruction follows a linear integration of the wavefront gradients along the

different sub-apertures. This takes into account the local slope variations. In the linear integration method,

the slopes at a sub-aperture n is calculated as the sum of wavefront height of previous sub-aperture plus

slope of the previous sub-aperture n − 1 times the distance between the sub-apertures (d). It is given in

the x-direction as [119]
dφn

dx
= φn−1 +

dφn−1

dx
d (3.7)

where n is the sub-aperture number. A more advanced and highly accurate zonal reconstruction was

introduced by Southwell [122]. In the Southwell reconstruction the wavefront height at a point (n, m) is

calculated by taking the average of wavefront heights predicted by its nearest neighbors. It is given by

[121, 119]

φn,m =
1∑

j=−1

1∑
i=−1

In+i,m+j

[
φn+i,m+j +

( ∂φ
∂xn,m

+ ∂φ
∂xn+i,m+j

2

)
d

]
(3.8)

where φn,m is the wavefront at grid location (n, m), d is the separation between the (n, m) integration area

and the (n + i, m + j) integration area and In+i,m+j is the intensity measured in the (n + i, m + j) integration

area [121, 119].

3.1.2.3 Hartmann WFS in the XUV

The first XUV WFS was developed by Le Pape et al., in 2002, based on the Shack-Hartmann

technique [53]. Later, a XUV WFS based on Hartmann technique was developed by Imagine Optic [123]

in collaboration with LOA [124] and SOLEIL synchrotron , France[125] in 2003 [54]. This Hartmann XUV

WFS consists of an aperture array made of nickel plate placed at a fixed distance from XUV sensitive

CCD [111]. In the XUV Hartmann WFS from Imagine Optic, the holes of the Hartmann plate have a

square shape and the square holes are tilted by 25◦ from the horizontal of the plate [126]. The holes

are tilted to avoid cross-talk between consecutive diffraction patterns formed on the CCD [54]. Later,

a Hartmannn WFS in the XUV was also jointly developed by Laser-Laboratorium Göttingen e.V. (LLG)

[127] and Deutsches Elektronen-Synchrotron (DESY) [22] [115]. The currently available XUV WFS are

designed to work in the spectral range of 4 nm to 44 nm [128, 129].

For a Hartmann WFS, the numerical aperture (NA) can be estimated considering the size of the

Hartmann plate, the size of the detector and the distance between the Hartmann plate and the detector.

For the currently available WFS in the XUV region, the estimated numerical aperture is in the order of

0.01 [54, 129]. This limits the use to XUV beams with a divergence of few milliradian and prevents from

characterizing XUV beams with larger divergence as encountered on solid high harmonics [75], XUV
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lithography [130, 4] and XUV microscopy [131, 132].

3.1.2.4 Calibration of XUV Hartmann WFS

The wavefront aberrations in a Hartmann WFS are calculated by comparing the shift of the

projection of a wavefront with aberrations to that of a perfectly known wavefront. Commonly, a known

wavefront is obtained by spatially filtering an XUV beam and the filtered beam is assumed to have a near

perfect spherical wavefront. The spatial filtering is usually done by placing a pinhole in the XUV beam.

The pinhole causes the diffraction of the XUV beam. To have a reference beam with a wavefront quality

in the order of λXUV/100, the useful apertures of the Hartmann plate should be illuminated by half of the

airy disk formed by the XUV beam diffracted from a pinhole [133, 54]. The maximum pinhole diameter,

dmax that can be used to generate the near perfect spherical wavefront can be calculated using the Airsy

disk formula given by

dmax = 1.22
λXUV L

D
(3.9)

where λXUV is the XUV wavelength, L is the distance between pinhole and the Hartmann plate and D is

the size of the Hartmann plate. The spatial filtering reduces the intensity of the XUV beam and thus to

get a good signal to noise ratio for calibration data the XUV signal needs to be integrated over time. The

integration over time requires the XUV source to be highly stable in energy and pointing. When designing

the Hartmann WFS, the Hartmann plate has to be designed and optimized with a grid for a wavelength

range for which the wavefront characterization needs to be done. Once calibrated at a given wavelength,

the sensor keeps its accuracy on the whole designed spectral range [54].

3.2 Experimental results on calibration of XUV WFS

The wavefront characterization of high-NA optics and highly diverging sources, requires a high

NA XUV Hartmann WFS. Two XUV WFS’s with higher NA compared to the available ones [128, 129]

were designed, developed and calibrated in collaboration with Imagine Optic [123], a pioneer in XUV

spatial metrology. The XUV WFSs were designed and assembled at Imagine Optic and were calibrated

in XUV at the HH beam line in Salle Corail, LOA. The results of XUV WFS calibration are presented in

this section.

Preliminary calibration of XUV WFS @ Imagine Optic

The WFSs designed and assembled by Imagine Optic undergoes a preliminary calibration using

a laser beam at Imagine Optics, Orsay, France [134]. This calibration makes use of the Talbot effect

[135, 136], in which a diffraction pattern is generated when a diffractive optics is illuminated with a plane

wave and the image of the diffractive optics is repeated at fixed distances along the propagation direction

of the plane wave. In the preliminary calibration setup for the XUV WFS, the Hartmann plate position is

adjusted with respect to the CCD by looking at the Talbot image pattern on the CCD, generated from the

Hartmann plate which is illuminated with a laser beam. The parallel alignment of the Hartmann plate with
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respect to the CCD is an assured using this method. Also the Hartmann plate to CCD distance, size of

the holes in the Hartmann plate are calibrated accurately. After this preliminary calibration using Talbot

effect, the XUV WFSs are calibrated in using an XUV beam.

3.2.1 Calibration of an XUV WFS

3.2.1.1 Design of the XUV WFS (NA ≈ 0.02)

The Hartmann type XUV WFS consists of a Hartmann plate with a grid pitch of 210 µm and the

detector used is a PIXIS XO 1024B X-ray CCD from Princeton instruments. The Hartmann plate is made

of nickel and it is square in shape with a size of 13 mm × 13 mm. It has 60 × 60 square holes to sample

the XUV beam and the holes are rotated by 25◦ in order to minimize the overlap of diffraction pattern from

adjacent holes on the detector [126]. It is placed at a distance of 43.5 mm from the CCD. The PIXIS XO

1024B X-ray CCD is thinned back-illuminated with 1024 × 1024 pixels and a pixel size of 13 µm × 13 µm.

The total length of the XUV WFS is 270 mm. The numerical aperture in case of the WFS is estimated

considering size of the Hartmann plate, size of the detector and the distance between the Hartmann plate

and the detector. The estimated NA of this WFS is ≈ 0.02 and it is double the NA of currently available

XUV WFS [128, 129]. Figure 3.5a shows the picture of XUV WFS with a ruler and figure 3.5b gives a

direct view of the Hartmann plate inside the XUV WFS.

(a) WFS Side view (b) Hartmannn Plate in the WFS

Figure 3.5: XUV Hartmann WFS for calibration.

3.2.1.2 Calibration of XUV WFS

The first part of the calibration is spatial filtering of the XUV beam. For spatial filtering, the pinhole

size was estimated using the equation 3.9 considering a distance of 305 cm between pinhole and WFS,

XUV wavelength of 32 nm and a Hartmann plate size of 13 mm. The estimated pinhole size (diameter)

was ∼ 9 µm. Because of unavailability of the pinhole of size < 9 µm in the lab, we used a 10 µm pinhole

for calibration. The 10 µm pinhole used was a ceramic pinhole from Edmund optics, which has the

specifications to be used with high power lasers.

Figure 3.6 shows the schematics for calibration of Hartmann type XUV WFS. The experimental

setup consists of the XUV source, spatial filtering with 10 µm pinhole and the WFS. HHG in argon was
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used as the source of XUV beam. For HHG, the laser (described in section 2.2.2.2) is focused onto the

gas cell with a length of 20 mm with argon at 30 mbar of pressure. The central wavelength of the harmonic

spectrum is assumed to be at 32 nm considering the earlier spectral characterization of HHs. The XUV

beam is then spatially filtered and used for calibration of the WFS. For calibration, the WFS was placed at

a distance of 305 cm after the pinhole position.

Figure 3.6: Schematic of the setup for calibration of XUV wavefront sensor

The pinhole was placed at a distance of 15 cm from the gas cell to spatially filter the XUV beam

generated by HHG. This placement of pinhole close to the gas cell partially helps in blocking the residual

IR laser. Figure 3.7a shows the experimental setup with the gas cell and pinhole. The pinhole was placed

on a 3-axis stage to further optimize its position in the XUV beam and hence to optimize the transmission

through it. A large chip-size PI-MTE-2048B X-ray in-vacuum CCD from Princeton Instruments was used

as detector after the pinholes to optimize the XUV transmission through the pinhole. The CCD was placed

at a distance of 165 cm from the pinhole position. The spatially filtered XUV beam had a diameter (1/e2)

of ∼ 10 mm after 165 mm and it is shown in figure 3.7b. The FWHM of the beam was ∼ 6 mm. From this,

the FWHM beam size at a distance of 305 mm was estimated to be greater than 13 mm which is the size

of the Hartmann plate in the WFS.

(a) 10 µm pinhole placed 15 cm after the gas cell
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(b) Spatially filtered XUV beam

Figure 3.7: Spatial filtering of XUV with 10 µm pinhole

For measuring the wavefront, the WFS should be aligned perpendicular to the incident XUV beam.

This was done using the hexapod (marked in figure 3.5a) attached onto the CCD of the XUV WFS. The

hexapod is a six axis positioner which gives 2-D movement plus tip / tilt motion for the XUV WFS attached

to a flange on a vacuum chamber. For aligning the XUV beam perpendicular to the WFS, the central part

of the Hartmann plate in the WFS is used. At the center of the Hartmann plate there is a position with

no hole (from now on called black-hole) and this does not project any pattern onto the CCD. For XUV

beam to be perpendicular to the WFS, the position of black-hole should be at the center of the CCD and

in this case, the center of the CCD is at pixels (512, 512). Since we cannot exactly pinpoint the center of
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the black-hole, the alignment is carried out by analyzing the pattern on the CCD projected by the nearby

holes and aligning the center of these patterns along the vertical and horizontal center pixels in the CCD.

After the XUV beam was aligned perpendicular to the WFS, the calibration images for the XUV

WFS were recorded. Figure 3.8a shows the raw image recorded by the XUV WFS with a white square

showing the center part with black-hole. Figure 3.8b shows the zoom of the part marked in figure 3.8a and

here we can clearly see the position of the black-hole and also the diffraction pattern from the Hartmann

plate.
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(a) False color map of the raw image from the WFS
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(b) Zoomed central part shown in white square in (a).

Figure 3.8: Raw image of spatially filtered XUV signal recorded on XUV Hartmann WFS.

Multiple images were acquired with the WFS at the same position and the variation of the slopes at

same sub-pupils in different images were compared. This analysis allowed the production of a calibration

file at Imagine Optics. The procedure of generation of this calibration file is trade secret of Imagine Optic.

This calibration file was used in the HASO software to reconstruct the wavefront and intensity of the

calibration beam. The software is from Imagine Optic and it can be used to control the WFS, analyze

the wavefront errors and also reconstruct the wavefront and intensity of the XUV beam. Figure 3.9a and

3.9b shows the reconstructed intensity and wavefront of the beam respectively. Analysis using the HASO

software with the calibration file gives a wavefront accuracy of λ/29 RMS for the calibrated XUV WFS,

assuming a central wavelength of λ = 32 nm for the XUV beam.

3.2.2 Design and calibration of a high-NA XUV WFS

3.2.2.1 Design of high-NA XUV WFS (NA ≈ 0.1)

The high-NA XUV Hartmann WFS was designed and assembled at Imagine Optic SA [123]. It is

an in-vacuum WFS and consists of a Hartmann plate attached to an in-vacuum detector. The Hartmann

plate is made of nickel with a thickness of 40− 50 µm with a diameter of 32.5 mm and a clear aperture of

20 mm. The Hartmann plate has square holes with a dimension of 50 µm separated by 150 µm and the

holes are rotated by 25◦ in order to minimize the overlap of diffraction pattern from adjacent holes on the

detector [126]. The Hartmann plate is placed at a distance of 50 mm from the detector on a cylindrical

tube. A large chip-size PI-MTE-2048B X-ray CCD from Princeton Instruments is used as the detector.

The CCD is an in-vacuum CCD with water cooling and it is thinned and back-illuminated with 2048 ×
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(a) Reconstructed intensity
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(b) Reconstructed wavefront

Figure 3.9: Reconstructed Intensity and wavefront of the calibration beam after the pinhole, used for XUV
WFS calibration

2048 pixels. The pixel size is 13.5 µm × 13.5 µm. The high-NA XUV WFS is compatible to high vacuum

conditions, up to a pressure of ∼ 10−6 mbar. Considering the Hartmann plate and CCD configuration, the

NA of the high-NA XUV WFS is estimated to be in the order of 0.1 which is an order higher compared

to the currently available XUV WFS [128, 129]. The high-NA XUV WFS has a dimension of 170 mm

× 60 mm × 80 mm which is smaller compared to currently available XUV WFS [128, 129]. However,

the high-NA XUV WFS does not have any motorization attached to it. So it has to be attached with

necessary translation stages, rotation and tip/tilt stages for optimizing its alignment during experiments.

The schematic of the high-NA XUV WFS is shown in figure 3.10a. Figure 3.10b shows the high-NA XUV

WFS placed on a rotation and tip/tilt stage. Figure 3.10c and 3.10d shows the schematic and a picture of

the Hartmann place used in the high-NA XUV WFS, respectively.

The in-vacuum design of the WFS enables it to be highly maneuverable. It can be used for close-in

detection to characterize highly diverging XUV beams. Because of the high-NA of the this WFS, it can be

used to characterize the wavefront of XUV focusing optics which can create sub-micron focal spots and

also can be used to optimize these focal spots.

3.2.2.2 Calibration of high-NA XUV WFS

A perfectly known wavefront for calibrating the high-NA XUV WFS is generated by spatial filtering

of XUV beam using a pinhole. The size of the pinhole required to create near spherical wavefront was

estimated using the equation 3.9. Since the WFS is an in-vacuum, the distance from the pinhole was

limited by the size of the vacuum chamber used. In case of the experimental chamber at Salle Corail,

LOA this distance can be safely assumed to be 60 cm (more or less half the chamber length). Considering

a maximum distance of 60 cm between pinhole and WFS, XUV wavelength of 32 nm and a Hartmann

plate size of 20 mm, the estimated maximum diameter of the pinhole required was ∼ 1 µm. Since we

want to keep the WFS within less than 60 cm, a pinhole of size 0.5 µm ± 0.3 µm was used. The pinhole

size is very small compared to the case of the XUV WFS calibration (3.2.1). So in case of the high-NA

XUV WFS, the XUV beam was focused to increase the transmission through the 0.5 µm pinhole.
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(a) Schematic (b) High-NA XUV WFS on a rotation and tip/tilt stage

(c) Schematic of Hartmann plate. (d) Hartmann plate in high-NA XUV WFS

Figure 3.10: The schematic, picture, schematic of Hartmann plate and picture of Hartmann plate of the
high-NA XUV WFS.

Figure 3.11 shows the schematic of the experimental setup for high-NA XUV WFS calibration. The

laser (described in section 2.2.2.2) was focused onto a gas cell with a length of 20 mm filled with argon

gas at a pressure of 30 mbar using a plano-convex lens of focal-length 750 mm. The residual infrared

laser was filtered with two aluminum filters of thicknesses 150 nm and 300 nm. A flat silicon plate was

used at 10◦ grazing angle to steer the harmonic beam to the gold-coated toroidal mirror (ROC horizontal =

1500 mm, dimensions = 100 mm × 30 mm) which was also aligned at 10◦ grazing incidence. The toroidal

mirror was placed in 5-axis stage for aligning it with respect to the incident beam. A set of pinholes was

mounted on a 3-axis translation stage and placed at the focal spot of the toroidal mirror to spatially filter

the focused high harmonic beam. Among the set of pinholes, a ceramic pinhole of diameter 0.5 µm ±

0.3 µm was used to spatially filter the high harmonic beam required for calibration of the high-NA XUV

WFS.

Figure 3.11: Schematic of the setup for calibration of high-NA wavefront sensor

The first part of the calibration is to generate the spatially filtered XUV beam. Once the toroidal

mirror was optimized for the best focal spot using a He-Ne laser and visible CCD (which will be described

in further details later, see figure 3.23), the pinholes were placed at the focus of the toroidal mirror.

After a pre-alignment with the He-Ne laser, the pinhole positions were optimized using XUV beam. For
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this, an X-ray PI-MTE 2048B in-vacuum CCD was placed 5 cm after the pinhole. The pinhole position

was optimized for maximum transmission of XUV through it. Figures 3.12a shows the picture of the

experimental setup for aligning the pinhole with XUV beam. The pinhole position was optimized by moving

the pinhole in the 3-axis stage with respect to the incoming beam. The optimized beam was recorded in

the CCD and an image was acquired with an integration time over 1 minute.

Figure 3.12b shows a cross-section of the intensity profile of the Airy disk produced by the beam

diffracted from the pinhole measured at a distance of 5 cm from the pinhole. The beam was slightly

elliptical with FWHM in the horizontal and vertical direction 2.9 mm and 2.8 mm respectively. The estimated

FWHM of the Airy disk of the XUV beam diffracted from the pinhole assuming a central wavelength of

32 nm for the harmonics and 0.5 µm as the beam diameter for the pinhole at a distance of 5 cm from the

pinhole was 5.8 mm. But the obtained FWHM of the Airy disk was smaller and this might be due to larger

pinhole size. From the obtained airy disk pattern the pinhole diameter was estimated to be ∼ 0.8 µm.

From the experimentally obtained FWHM of the beam, the position where the FWHM of the beam will be

more than the diameter of the Hartmann plate was estimated. At 35 cm from the pinhole, the FWHM of

the Airy disk was estimated to be ≈ 20.6 mm. This estimated size of the beam was enough to cover the

Hartmann plate with the FWHM of Airy disk of the beam diffracted from the pinhole.

(a) Experimental setup
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Figure 3.12: The experimental setup for optimizing the pinhole position with HHs and the spatially filtered
XUV beam.

Figure 3.13: Experimental setup for calibration of the high-NA wavefront sensor. In this picture WFS is
placed at a distance of 17 cm from the pinhole.

Figure 3.13 shows a picture of the experimental setup for calibration of high-NA XUV WFS in the

experimental chamber. The WFS is placed at the estimated distance of 35 cm from the pinhole on a

multi-axis stage. The multi-axis stage consists of a translation stage which can move perpendicular to

the incident beam direction, a rotation stage which can rotate in the horizontal plane and also a tip/tilt
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stage that can be used to adjust the orientation of WFS in the vertical direction with respect to the XUV

beam. An aluminum filter of thickness 150 nm was placed in front of the WFS to further filter out the

residual IR laser and also to block the light noise in the experimental chamber from the pressure gauge

and translation stages. The WFS was aligned perpendicular to the XUV beam by aligning the back-hole

to the center of the CCD (described in section 3.2.1.2). In the case of the high-NA XUV WFS, the CCD

center is at pixel coordinates (1024,1024).
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(a) False color map of the raw image from the WFS
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(b) Zoomed central part shown in white square in (a).

Figure 3.14: Raw image of the spatially filtered XUV signal recorded on the high-NA XUV Hartmann
WFS.

The images of the XUV beam were acquired with the high-NA XUV WFS with an integration time

over 30 minutes to get a good signal to noise ratio. The CCD of the WFS was cooled down to −30◦ during

these acquisitions to further reduce the noise. The figure 3.14a shows the raw wavefront sensor image

with a white square showing the center part with black-hole. Figure 3.14b shows the zoom of the part

marked in figure 3.14a and here we can clearly see the position of the black-hole and also the diffraction

pattern from the Hartmann plate.
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5 10 15 20 25
mm

5

10

15

20

25

m
m

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

(b) Reconstructed wavefront

Figure 3.15: Reconstructed intensity and wavefront of the spatially filtered XUV beam used for high-NA
XUV WFS calibration.

From the analysis, a calibration file for the high-NA XUV WFS was produced and it was used in the

HASO software from Imagine Optic to reconstruct the wavefront and intensity of the calibration beam.
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Figure 3.15a and 3.15b shows the reconstructed intensity and wavefront of the beam respectively.

Analysis using the HASO software with the calibration file gives a wavefront accuracy of λ/6 RMS

for the calibrated high-NA XUV WFS, assuming a central wavelength of λ = 32 nm for the XUV beam.

Further the acquired images were analyzed and the RMS wavefront error obtained is plotted in figure

3.16 and it shows the repeatability of the high-NA XUV WFS. The wavefront calibration measurements

gives a repeatability of 1
30 λ/6 RMS to 1

40 λ/6 RMS for the high-NA XUV WFS.
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Figure 3.16: The RMS wavefront of the different calibration images acquired for the high-NA XUV WFS
calibration.

Although the wavefront accuracy of the calibrated high-NA XUV WFS was low, it was enough to be

used in applications such as measuring the wavefront of high-NA XUV optics such as the toroidal mirror

used for focusing the XUV pulses onto the pinholes in the calibration setup, multilayer mirrors and highly

diverging XUV sources such as HHG in solids.

3.3 Experimental results on wavefront characterization of XUV op-

tics

The achieved wavefront accuracy for the high-NA XUV WFS is not the ultimate high accuracy that

can be achieved using the iterative procedure for calibration. However, the current wavefront accuracy

is sufficient for characterizing the wavefront of XUV multilayer mirrors and high-NA XUV optics such

as the toroidal mirror used for focusing the XUV pulses onto the pinholes in the calibration setup. The

spatial characterization of XUV optics using the high-NA XUV WFS was performed at Salle, Corail, LOA.

Experimental results on characterization of the wavefront errors introduced by three multilayer mirrors are

presented. Additionally, the characterization of the wavefront of an XUV beam after a toroidal mirror focus

and preliminary optimization of the toroidal mirror focus are presented.

3.3.1 Multilayer mirror calibration

Multilayer mirrors (discussed in section 3.1.1) are important for using in applications in which the

wavelength specificity is needed. For XUV beams, multilayer mirrors are used to focus or reflect the

selected spectral region of the XUV pulse spectrum for applications in imaging and probing. In these

applications, it is important to know the kind of wavefront aberrations these multilayer mirrors introduce
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in the beam wavefront after reflection since this can affect the spatial quality of the XUV beam. The

multilayer mirrors are calibrated using the high-NA XUV WFS(3.2.2.2). The use of high-NA XUV WFS

was preferred because of its in-vacuum maneuverability and the multilayer mirrors are used at an angle

of 15◦ to the incident beam. Further, the use of the high-NA XUV WFS will be useful in characterizing a

larger part of the mirror because of its higher aperture.

Three multilayer mirrors with central wavelengths at 53 eV (23.4 nm), 37 eV (33.5 nm) and 28 eV

(44.3 nm) with a narrow bandwidth of 2 eV and with a manufacturer specified reflectivity of 20 %, 15 %

and 11 % at 15◦ to normal incidence were purchased from UltraFast Innovations GmbH, Germany and

characterized in wavefront. The mirrors are 2 inch in size on a fused silica substrate with multilayer of

coatings and the materials of the coating is a trade secret of the company, UltraFast Innovations GmbH.

Figure 3.17: Schematics of multilayer mirror calibration

The experiment was carried out at the HH beamline, Salle Corail, LOA (2.2.2.2). Figure 3.17 shows

the schematic of the experimental setup for multilayer mirror calibration with the high-NA XUV WFS. In

the experimental setup, the first part is the XUV source and its spatial filtering. The XUV source used

was HHG from argon. The high-intensity laser (2.2.2.2) was focused on to a 20 mm long gas cell filled

with argon gas at 30 mbar using a plano-convex lens of focal length, 750 mm. A 10 µm ceramic pinhole

was placed on a 3-axis stage at 15 cm from the pinhole to spatially filter the HH beam. The pinhole also

reduces the transmission of the residual IR laser. After the pinhole two aluminum filters of thicknesses

150 nm and 300 nm were used to filter out the residual IR laser. The spatially filtered XUV beam is then

reflected from the multilayer mirror to measure its wavefront.

The transmission through the pinhole was optimized using the 3-axis stage. The XUV beam

diffracted at the pinhole was recorded using an X-ray PI-MTE 2048 B in-vacuum CCD at a distance of

150 cm from the pinhole and it is shown in figure 3.18. The beam was elliptical with a FWHM of 5.3 mm

and 5.9 mm along the horizontal and vertical direction of the beam at CCD.

The multilayer mirror was placed at a distance of 231.5 cm from the pinhole position with an angle

of 15◦ to the incident XUV beam. The high NA XUV WFS was placed at a distance of 32.5 cm from

the multilayer mirror to capture the XUV beam reflected from the multilayer mirror with a deviation of

30◦ to incident XUV beam. Figure 3.19 shows a picture of the experimental setup for multilayer mirror

calibration. From the measured size of the spatially filtered beam, the beam size at the multilayer mirror

was estimated to have a minimum FWHM of ∼ 12 mm in the smaller diameter. Thus, we can characterize

completely an area at the center of the multilayer mirrors with a diameter of 12 mm in the wavefront.
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Figure 3.18: Spatially filtered XUV beam from a 10 µm pinhole. The cut in the intensity pattern at the left
side of the figure is due to the clipping of XUV beam by an aluminum filter holder placed before the X-ray
CCD.

Before measuring the wavefront, the WFS was aligned perpendicular to the XUV beam by looking at the

black-hole as described in the previous section (3.2.1.2).

Figure 3.19: Experimental setup for multilayer mirror calibration

The wavefront from the multilayer mirrors reflecting at three different central wavelengths were

measured using the high-NA XUV WFS. For calibration of the wavefront errors introduced by the multilayer

mirrors, a reference wavefront was recorded without the multilayer mirror by placing the high-NA XUV

WFS directly in front of the spatially filtered XUV beam at a distance of 218 cm from the pinhole. The

figure 3.20a shows the raw wavefront sensor image with a white square showing the center part with the

black-hole. Figure 3.20b shows the zoom of the part marked in figure 3.20a and here we can clearly see

the position of the black-hole and also the diffraction pattern from the Hartmann plate.

The wavefront aberrations were obtained after analysis in HASO for the direct and reflected

wavefronts from the three multilayer mirrors. For each multilayer mirror, the wavefront errors were

estimated at their particular wavelength and for the reference wavefront the wavelength of 32 nm is used.

For obtaining the wavefront error introduced by each multilayer mirror, the reconstructed intensity of the

beams was fitted to a Gaussian and then the beam size was limited to 3σ (σ is the standard deviation

of the Gaussian fit). The centroid the reconstructed intensity map was estimated from the Gaussian

fit and these centroids were used as the center point for the reconstructed wavefronts. The absolute

wavefront errors of each multilayer mirror are obtained by subtracting the wavefront errors of the reference

wavefront from the measured multilayer wavefront. The reference wavefront and absolute multilayer mirror

wavefronts are shown in figure 3.21. Since the spatially filtered beam was elliptical, the pattern on the

WFS also has an elliptical beam distribution. The major wavefront aberration coefficients for the reference
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(a) False color map of the raw image from the WFS
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(b) Zoomed central part shown in white square in (a).

Figure 3.20: Raw image of spatially filtered XUV signal recorded on the high-NA XUV Hartmann WFS.
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Figure 3.21: Reconstructed wavefront of (a) reference beam and (b,c,d) calibrated wavefronts of multilayer
mirrors (with different central wavelengths).
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wavefront and the multilayer mirrors are listed in table 3.1. The wavefront errors are estimated in λ

Multilayer mirror RMS PV Astg.
0◦

Astg.
45◦

Coma
0◦

Coma
90◦

Spheri-
cal

@ wavelength (λ) (λ) (λ) (λ) (λ) (λ) (λ)

Reference @ 32 nm 0.652 4.409 0.002 0.073 0.239 0.003 0.015

MLM - 53 eV
@ 24.4 nm

1.015 6.321 0.105 0.013 0.435 0.002 0.005

MLM - 37 eV
@ 33.5 nm

0.404 2.1 0.184 -0.008 0.046 -0.002 -0.012

MLM - 28 eV
@ 44.3 nm

0.423 2.758 0.041 0.017 0.183 0.003 -0.015

Table 3.1: The value of major aberrations for the reference wavefront and multilayer mirror (MLM - eV)
with different central wavelengths.

considering the central wavelengths for different multilayer mirrors. The wavefront errors introduced by

the multilayer mirrors alone can obtained by comparing them to the reference wavefront. On comparison

with the reference wavefront, we can see that the wavefront errors introduced by the multilayer mirrors

are close to or less than the XUV wavelengths which the mirrors reflects.

Three multilayer mirrors reflecting at different central wavelengths were calibrated in wavefront

aberrations introduced on reflection. These mirrors can be now used to reflect XUV sources for applica-

tions. These multilayer mirrors will be used to reflect a single harmonic order from the HHs generated

from solids to characterize the wavefront of the individual harmonic orders.

3.3.2 Toroidal mirror wavefront optimization using high-NA XUV WFS

The wavefront of the toroidal mirror used to focus the XUV pulses was measured. The XUV pulse

after the focus of the toroidal mirror is highly diverging and hence the high-NA XUV WFS was used to

measure the wavefront and optimize the focus.

A toroidal mirror is combination of two curved focusing surfaces, one in a plane parallel to the

beam (sagittal plane) and one in a plane perpendicular to the beam (tangential plane) with two different

radii of curvature. The mirror equation in the tangential plane is given by

1
u

+
1
v

=
2

R sin(α)
=

1
ftan

(3.10)

and in sagittal plane it is given by,
1
u

+
1
v

=
2 sin(α)

r
=

1
fsag

(3.11)

where u is the distance of object from the mirror, v is the distance of image from the mirror, α is the

grazing incidence angle, R and r are the tangential and sagittal radius of curvatures of the toroidal mirror

respectively. ftan and fsag are the tangential and sagittal focuses. Toroidal mirror in grazing incidence

is often used to focus XUV beams [116, 52], but the focal spot of toroidal mirror is associated with

aberrations [116, 52]. Thus, to get a better spatial quality at the focus, it is necessary to optimize the focal
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spot. We performed a preliminary optimization of the focal spot of a toroidal mirror using the high-NA

XUV WFS.

Figure 3.22: Schematic of the experimental setup for optimization of toroidal mirror focus using high-NA
XUV WFS.

For calibration of high-NA XUV WFS, a toroidal mirror was used to focus the XUV beam onto

the pinholes (section 3.2.2.2). The gold coated toroidal mirror had a tangential radius of curvature, R

= 1500 mm and its dimensions are 100 mm × 30 mm. It was used at a grazing angle of 10◦ with the

incident beam. The theoretical focal length can be estimated using the equation 3.10 and it is 13 mm. The

calibrated high-NA XUV WFS is used to measure the WFS from the toroidal mirror without the pinhole

and further to optimize its focus. Figure 3.22 shows the schematics of the experimental setup for toroidal

mirror focus optimization. The experimental setup consists of XUV source which is HHG from argon,

aluminum filters of thicknesses 150 nm, 300 nm used to filter out residual IR laser beam and then the

XUV beam is steered into the toroidal mirror using a silicon flat mirror which is placed at 10◦ incidence.

The toroidal mirror was placed on 5-axis stage at a grazing incidence of 10◦. The toroidal mirror was

placed at a distance of 201.8 cm from the gas cell. Using the equation 3.10, the effective focal length can

be estimated as 13.92 mm. In the experiment, the WFS was placed after the focal spot to measure the

wavefront of the toroidal mirror.

The first step of the experiment was to pre-align the toroidal mirror using a He-Ne laser and a

visible CCD (Thorlabs CCD - DCC1645C). The visible CCD was placed at the estimated focal position

in a 3-axis stage. The toroidal mirror was moved in different axis with respect to the incident beam to

finally optimize the focal spot. The optimization was done by increasing the intensity at the central spot

as shown in figure 3.23 and reduce the intensity along the scattered spots. The visible CCD was moved
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Figure 3.23: Image of focal spot at different distances from the focus of a toroidal mirror illuminated by a
He-Ne laser and recorded using a visible CCD. In (b) the high intense spot size is 25 µm × 32 µm.

along the focus to find the best focus position. Figure 3.23 shows the images acquired by the CCD
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at different distances along the direction of the focus and also at the best focal position. Figure 3.23a

shows the image 7 mm before the focal spot and figure 3.23c shows the image the 7 mm after the focal

spot. Figure 3.23b shows the image at the focal spot and the focal spot pattern recorded is similar to

the one obtained for ray tracing calculations of the toroidal mirror at grazing incidence in literature [116].

The central bright spot at the focal spot was elliptical and its FWHM along horizontal and vertical was

estimated at 32 µm × 25 µm.

For optimization of the toroidal mirror focus in the XUV, the WFS was kept at a distance of 17 cm

from the toroidal mirror focus position. The WFS was placed away from the toroidal mirror focus to have

bigger beam size to have a higher sampling of the beam for the WFS. Figure 3.24 shows a picture of

the experimental setup for optimization of the toroidal mirror. The WFS was placed in a multi-axis stage

as explained in the high-NA XUV WFS calibration (3.2.2.2). The WFS was aligned perpendicular to the

Figure 3.24: Experimental setup for optimization of toroidal mirror focus showing the orientation of the
toroidal mirror with respect to the WFS. The violet line shows the direction of XUV beam.

incident beam.

The wavefront of the XUV beam from the toroidal mirror was recorded and the wavefront errors are

optimized by adjusting the toroidal mirror position with respect to the incident beam. This was done by

moving the toroidal mirror in the 5-axis stage on which it was placed. The figure 3.25a shows the raw

WFS image with a white rectangle showing the beam from the toroidal mirror. Figure 3.25b shows the

zoom of the part highlighted in figure 3.25a.

For measuring the wavefront the beam dimension was limited to 1/e2 of the maximum intensity.

Figures 3.26a and 3.26b shows the reconstructed intensity and wavefront respectively of the XUV beam

from toroidal mirror before optimization. The wavefront error measured before optimization was 34.72λ

RMS and 181.96λ peak to valley (PV) considering a central wavelength of λ = 32 nm for harmonics. The

major aberration in the wavefront before optimization was astigmatism 0◦ along the horizontal plane of the
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(a) False color map of the raw image from the WFS
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Figure 3.25: Raw image of XUV beam after the focus of the toroidal mirror recorded on the high-NA XUV
Hartmann WFS.

toroidal mirror as expected. For optimization, the value of astigmatism 0◦ and the RMS wavefront error

were reduced. The optimization resulted in reduction of the wavefront error to 25.49λ RMS and 152.46λ

PV. The astigmatism 0◦ was reduced from 17.37λ to 2.6λ. But at the same time the astigmatism 45◦ and

other wavefront errors increased although the RMS wavefront error decreased. The major aberration

values from the toroidal mirror wavefront before and after optimization are listed in table 3.2. Figures

3.26c and 3.26d shows the reconstructed intensity and wavefront of the XUV beam respectively after

optimization.

Wavefront
aberrations

RMS PV Astg.
0◦

Astg.
45◦

Coma
0◦

Coma
90◦

Spheri-
cal

(λ) (λ) (λ) (λ) (λ) (λ) (λ)

Before optimization 34.92 183.78 23.17 -0.44 -0.14 3.73 -1.62

After optimization 25.49 152.54 3.95 15.68 -0.52 -1.13 -0.75

Table 3.2: The value of major aberrations for the wavefront from toroidal mirror measured at 17 cm from
the focus.

From the maximum size of the beam and the distance between focal spot position and the WFS,

the NA of the toroidal mirror, in this case, was estimated to be in the order of 0.04. So it would have

been difficult to optimize the toroidal mirror focus using currently available XUV WFS since their NA is

in the order of 0.01 [129, 128]. Geometrical back propagation in HASO software was used to check the

focal spot dimension before and after optimization. Since the focal spot was astigmatic, the radius of the

second moment of the intensity distribution was used to measure the focal spot dimension. Further, we

restricted beam dimension to 1σ (where σ is the standard deviation of the horizontal or vertical intensity

distribution) of the maximum intensity since we wanted to observe an increase in the peak intensity at the

focal spot. The radius of the second moment of the intensity distribution was 49.5 µm before optimization

and it was reduced to 41.4 µm. This corresponds to ∼ 20 % reduction in focal spot and this corresponds

to ∼ 40 % increase in the peak intensity at the toroidal mirror focus considering only the central part of
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the toroidal mirror focus.
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(d) Wavefront after optimization

Figure 3.26: Reconstructed Intensity and wavefront from the toroidal mirror before (a, b) and after (c, d)
optimization, measured at 17 cm from the toroidal mirror focus.

3.4 Experimental results on wavefront characterization of HHG

The wavefront characterization of XUV pulses from HHG in gases and solids was performed using

the XUV Hartmann WFS. The motivation for this wavefront characterization is to optimize the XUV source

wavefront. The results are presented in this section.

3.4.1 Wavefront characterization of high harmonics from gases

The wavefront characterization of HH from gases was performed at different HHG conditions. The

XUV pulse wavefront was measured for HHG using high repetition rate short pulse laser system at Salle

Corail, LOA and also a long pulse, single shot laser system at L2I, IST. The two different measurements

were carried out using two different wavefront sensors working on the Hartmann principle of wavefront

sensing.

3.4.1.1 Wavefront measurement performed at Salle Corail, LOA, France

The wavefront characterization of XUV pulses generated from HHG in argon was carried out at

Salle Corail, LOA. From the typically used conditions for HHG at Salle Corail, it was observed that HHG in
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argon generated brightest XUV photons and for applications, it was necessary to spatially characterize the

XUV pulses from HHG in argon. The WFS used for this experiment is a low-NA Hartmann type wavefront

sensor from Imagine Optic. The sensor consists of a Hartmann plate fixed at a distance of 211 mm

from a detector. The detector used is a back-illuminated X-ray CCD, PIXIS-XO 1024B from Princeton

instruments having 1024 × 1024 pixels with a size of 13 µm × 13 µm. The Hartmann plate is made of

nickel with a thickness of 100 µm and has 32 × 32 square holes with a hole size of 110 µm2 and distance

of 387 µm between them. As in other XUV WFS from Imagine Optic, the holes in the Hartmann plate

are rotated by 25◦ to avoid the interference between adjacent holes [126]. From the earlier calibration

measurements carried out at LOA, the wavefront accuracy of this XUV WFS was estimated as λ/50 RMS,

considering a wavelength of 32 nm. The estimated maximum numerical aperture of this XUV WFS is in

the order of 0.01. Figure 3.27a shows the XUV WFS and figure 3.27b shows the Hartmann plate inside

the XUV WFS.

(a) XUV WFS (b) Hartmannn Plate in XUV WFS

Figure 3.27: XUV Hartmannn wavefront sensor.

Figure 3.28: Schematic of experimental setup for wavefront characterization of high harmonics generated
from gases.

The figure 3.28 shows the schematic of the experimental setup for wavefront characterization. The

short pulse IR laser in Salle Corail, LOA (2.2.2.2) is focused onto a gas cell of length 15 mm with argon

gas using a plano-convex lens of focal length 750 mm. Aluminum filters of thicknesses 150 nm, 300 nm

and 150 nm were used to filter out the residual IR laser. The filtered XUV beam is recorded by the XUV

WFS. The WFS used is the one which goes on a flange on a vacuum chamber. Figure 3.29 shows the

XUV WFS attached to a flange at the end of the experimental chamber in the HH beamline at Salle Corail,

LOA.

The wavefront of the direct harmonic beam was measured using the XUV WFS at different argon

gas pressures. The figure 3.30a shows the raw wavefront sensor image with a white square showing the

center part with black-hole. Figure 3.30b shows the zoom of the part marked in figure 3.20a.

For the analysis, λ = 32 nm is considered as the harmonic central wavelength. The reconstructed
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Figure 3.29: XUV WFS attached to the vacuum chamber for wavefront characterization of high harmonics
generated from gases.
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Figure 3.30: Raw image of spatially filtered XUV signal recorded on an XUV Hartmann WFS.

XUV beam wavefront from argon at different gas pressures is in figure 3.31 and the value of major

aberrations estimated are listed in table 3.3.

Figure 3.31f shows the variation of RMS and PV wavefront errors at different pressures for HHG

from argon for conditions at Salle Corail, LOA. From this plot we can see that the both RMS and PV

wavefront errors are lower at 65 mbar in the measurements. Further the wavefront errors for HHG in argon

at 65 mbar was analyzed and the major wavefront aberration coefficients and RMS and PV wavefront

errors are plotted in figures 3.31g and 3.31h respectively. The wavefront of harmonics at pressures higher

than 65 mbar was not measured because it was difficult to maintain the vacuum at higher gas pressures.

The wavefront analysis of HHG in argon using the short pulse laser system at LOA gives an RMS

wavefront error less than λ/10 considering a central wavelength of 32 nm for harmonics for all the gas

pressures. RMS wavefront error optimized with a value < λ/16 for HHG from argon at a pressure of

65 mbar. It was already shown that the harmonic output is optimized when the RMS wavefront error was

minimized [50]. The XUV source with optimized RMS wavefront error and HH output can be used for

applications such as imaging and XUV WFS calibration.

3.4.1.2 Wavefront measurement performed at L2I, IPFN, IST Lisbon, Portugal

The wavefront measurement of XUV beam generated by HHG in argon using the in-house built

diode pumped long pulse laser was carried out at L2I, IST (explained in section 2.2.2.1). The wavefront
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(a) Wavefront at 15 mbar
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(b) Wavefront at 25 mbar
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(c) Wavefront at 35 mbar
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(d) Wavefront at 45 mbar
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(e) Wavefront at 65 mbar
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Figure 3.31: The measured wavefront of high harmonics at different gas pressures. (g) and (h) The
optimized wavefront errors at 65 mbar.
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Wavefront errors RMS PV Astg. 0◦ Astg. 45◦ Coma 0◦ Coma 90◦ Spherical

mbar λ λ λ λ λ λ λ

15 0.069 0.581 0.001 0.007 0.001 0.001 0.001

25 0.084 0.679 0.005 0.015 0 0 0.001

35 0.091 0.588 0.004 0.016 0.002 0 0

45 0.061 0.443 0.003 0.006 0.002 0.003 0.001

65 0.061 0.383 0.014 0.001 0.001 0.001 0.001

Table 3.3: The value of major wavefront aberrations for high harmonic beam measured at different gas
pressures

sensor used was the XUV Hartmann WFS jointly developed by Laser-Laboratorium Göttingen e.V. (LLG)

and Deutsches elektronen-synchrotron (DESY) [127, 115]. Figure 3.32a shows the XUV Hartmann WFS

from DESY fixed with the translation and tip / tilt stage. This XUV WFS works for a wavelength range of 4

(a) Hartmann WFS (b) Hartmann plate configuration

Figure 3.32: XUV Hartmann WFS from DESY, Germany

- 40 nm. The detector used in this WFS is a visible CCD, MR4021MU from XIMEA with a dynamic range

of 14 bits. It has 2048 × 2048 pixels with pixel size of 7.4 µm × 7.4 µm giving a field of view of 15.2 mm ×

15.2 mm. The CCD was coated with an XUV to visible converter P43 (Gd2O2S:Pr, Ce). The Hartmann

plate is made of 10 µm thick nickel foil with circular holes of diameter 75 µm and a separation of 250 µm

between them with a total of 59 × 59 holes in an area of diameter 22 mm. The Hartmann plate was fixed

at distance of 199.953 mm from the CCD. The Hartmann plate and detector system were mounted with a

translation stage which can move in X and Y within a range of ± 12.5 mm and also a tip/tilt stage which

has a range of ± 10◦. Figure 3.32b shows the Hartmann plate and holder on which it is attached. The

holder has a length of 183.529 mm. From the earlier calibration measurements carried out at FLASH FEL

- DESY, the RMS wavefront accuracy of this XUV WFS was estimated as 1.1 nm. This wavefront sensor

is also estimated to have NA in the order of 0.01.

The schematic of the experimental setup for wavefront characterization is shown in figure 3.33.

The IR laser is steered to the vacuum chamber using dielectric mirrors. A plano-convex lens fixed on a

motorized stage inside the vacuum chamber is used to focus the laser onto a gas cell of length 10 mm
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filled with argon gas at a pressure of 65 mbar. The residual IR after HHG was filtered out using an

aluminum filter of thickness 300 nm without a mesh and it has a theoretical transmission of 49% [92]. The

mesh-less filter was used to avoid diffraction, which disturbs the wavefront measurement. The XUV WFS

was placed after the filters.

Figure 3.33: Schematic of the experimental setup for HH wavefront measurement at L2I

Figure 3.34 shows a picture of XUV WFS from DESY attached to the HH beamline after the

aluminum filter.

Figure 3.34: Experimental setup showing the XUV WFS attached to the HHG beamline at L2I.

For wavefront measurement, the WFS was aligned perpendicular to the beam by aligning the

black-hole to the center of the CCD. Wavefront measurements were carried out for HHG in argon with

the same optimized generation conditions as listed in table 2.1, except the pressure was increased to

65 mbar. This was done to reduce the ellipticity of the beam while still maintaining the photon counts.

The wavefront data was acquired by integrating the HH signal for 20 seconds. In a previous study it was

shown that the integration of wavefronts of multiple shots will not change the RMS wavefront error [50].

The wavefronts recorded were analyzed using the software MrBeam [129]. The full width half

maximum (FWHM) of the HH beam diameter is about 2 mm× 3 mm at the CCD of the WFS. In total 13

consecutive HH wavefronts were recorded in the same conditions for HHG and compared to estimate the

stability of the wavefront. Prior to wavefront reconstruction a dark image was subtracted and hot pixels

were removed for each measurement. Hot pixels arose due to the long exposure time, ∼ 40 s. For the

reconstruction a rectangle of 32 × 23 apertures was selected and centered on recorded HH intensity,
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which covers full aperture of the beam. In figure 3.35 an example for a recorded wavefront is shown. For

each measurement the RMS wavefront error, astigmatism and coma was calculated. Additionally, the

mean values and their standard deviation were calculated. Figure 3.36 shows the evolution of the RMS

wavefront error, astigmatism and coma for the different acquisitions and in table 3.4 the mean values are

summarized. These results were published in early 2017 [137].

Figure 3.35: An example of a reconstructed high harmonic wavefront (acquisition 1) measured with the
Hartmann type XUV wavefront sensor.
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Figure 3.36: The evolution of the RMS wavefront error and the Zernike coefficients of the main aberrations.

3.4.2 Wavefront characterization of high harmonics from solids

The HHG in solids generally gives higher XUV photon count as compared to HHG in gases. Hence,

it is important to characterize HHs from solids in wavefront to use it in applications. Further, knowing
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Parameter RMS Astg. 0◦ Astg. 45◦ Coma 0◦ Coma 90◦ RMS Slope

Units λ λ λ λ λ mrad

Mean 1.06 0.5 0.164 -2.58 -1.16 0.6

Standard Deviation 0.17 1.03 1.47 0.608 1.122 0.01

Table 3.4: Mean values for the RMS wavefront error and the Zernike coefficients over 13 acquisitions.

the aberrations of the HH wavefront gives an idea on how well it can be focused to a small spot which

has application in lithography. Also, from the measured wavefront the XUV source, i.e the plasma state

can be studied by back-propagating to the source. The HHs from solids are more divergent compared

to HHs from gases [75] and also the emission of harmonics in the specular direction makes it difficult

to use a low-NA XUV WFS for the wavefront characterization. Although the wavefront of solid HHs has

been measured before using ptychography [138], it was never measured in a single shot. This prevents

using HHs from solids as a probe for ultrafast phenomenona in the XUV. Here the calibrated high-NA

XUV WFS was used for measuring the wavefront of HHs from solids. The HHs were measured after

a wavefront characterized multilayer mirror to select certain wavelengths among the HHs and also to

reduce the residual IR laser and debris produced during HHG from solids.

The wavefront characterization of HH from solids was carried out at JETI200, Helmholtz Institute,

Jena, Germany for the first time. The JETI200 laser facility and HHG from solids are discussed in sections

2.3.2.1 and 2.3.2.2. The HH wavefront was measured under the two different mechanisms of HHG from

solids, CWE and ROM at conditions similar to the ones described in section 2.3.2.2 except the laser

energy used was only 460 mJ. The conditions for solid HHG under CWE and ROM mechanism was tested

with lower energies before measuring the wavefront.

Figure 3.37: Schematic of the experimental setup for wavefront characterization at Helmholtz Institute,
Jena, Germany

The experimental setup for wavefront measurement for HH from solids at JETI200 is shown in

figure 3.37. The experimental setup until HHG is similar as explained in section 2.3.2.2. After the target,
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along with the specular direction, the filter wheel is replaced by an aluminum filter of thickness 340 nm.

A multilayer mirror was placed downstream to the filter and it reflects the only certain spectral range

in the HH generated. The multilayer mirror was placed at a distance of 350 mm from the target at an

angle of 15◦ with respect to the incident radiation. The XUV beam reflected off the multilayer mirror is

detected using the high-NA XUV in-vacuum WFS placed at a distance of 17 cm from the multilayer mirror.

A second aluminum filter thickness 150 nm was also placed before the high-NA XUV WFS to further filter

out the residual IR and other lower order harmonics.

(a) (b)

Figure 3.38: Schematic of the experimental setup of high-NA XUV WFS inside the target chamber for
measuring the wavefront of HH from solids (a) and a picture of the high-NA XUV WFS inside a protective
aluminum box on a multi-axis stage (b).

Figure 3.38a shows the zoomed part of the high-NA XUV WFS setup inside the target chamber.

Figure 3.38b shows the high-NA XUV WFS in a multi-axis stage which can translate horizontally and

vertically, rotate and also can adjust the tilt of the WFS with respect to the incident beam. The XUV WFS

is also covered in an aluminum box to further protect it from the scattered residual IR and other higher

order harmonics.
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(a) Raw image from the XUV WFS
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Figure 3.39: Raw image of spatially filtered XUV signal recorded on an XUV Hartmann WFS.

The wavefront was measured for HHG from solids under CWE and ROM mechanisms. Figure

3.39a shows the raw image recorded by the high-NA XUV WFS for solid HHG by CWE mechanism. The
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high intense part of the beam is highlighted in a white box. Figure 3.39b shows the zoomed central part.

From the raw images, it is clear that the background in these measurements is high (signal to noise ∼ 2)

and the beam is not in the center but on the upper right quadrant of the WFS. The high background noise

arises mainly from the scattering of the incident laser pulses at the target and also from the scattering of

lower harmonic orders generated.
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Figure 3.40: Reconstructed intensity and the wavefront of HHG in solids under the CWE mechanism.

The wavefront measurement for CWE mechanism was carried out with a multilayer mirror which

reflects at a central wavelength of 28 eV (44.3 nm). For the analysis, the wavefront errors are calculated

in the units of wavelength (λ) considering the central wavelength of the multilayer mirror used in the

experiment as the wavelength reflected. Figures 3.40a and 3.40b shows the reconstructed intensity and

wavefront for solid HHG under CWE mechanism. The major wavefront aberrations measured are listed in

table 3.5.

The solid HHs generated under the ROM mechanism was also measured with a multilayer mirror

which reflects at a central wavelength of 37 eV (33.5 nm). Figures 3.41a and 3.41b shows the recon-

structed intensity and wavefront of this measurement. The major wavefront aberration measured for solid

HHG by ROM mechanism are listed in table 3.5.
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Figure 3.41: Reconstructed intensity and wavefront of HHG in solids under the ROM mechanism.

Since the signal to noise ratio in the measurement is low (∼ 2), the analysis was done by
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HHG Multilayer mirror RMS PV Astg. 0◦ Astg. 45◦

Mechanism central wavelength λ λ λ λ

CWE 28 eV (44.4 nm) 0.581 5.583 0.024 0.159

ROM 37 eV (33.5 nm) 0.89 6.589 0.07 0.031

Table 3.5: The value of major wavefront aberrations for solid HHG under different mechanisms.

considering a circle around the intense part of the beam recorded on the WFS. Although the analysis

was done with a circular aperture, the fitting with Zernike polynomial in modal reconstruction was not

working properly, meaning the RMS wavefront error in modal and zonal reconstruction was not the same.

This might be due to the low signal to noise ratio. The major wavefront aberration hence measured was

using zonal reconstruction, which limits the measurement to only RMS, PV and astigmatism wavefront

errors. Also, the wavefronts were not corrected for the wavefront errors introduced by the multilayer mirror

used to reflect the XUV pulses generated. This is because it was observed in the wavefront sensor data

that the beam pointing was changing in each shot and this means that the harmonics are not necessarily

reflecting off the center of the multilayer mirror always. Since the calibration of the mirror was only around

∼ 10 mm area at the center of the multilayer mirror, it is not correct to subtract the wavefront errors

comparing to the wavefront errors introduced by the multilayer mirror. Also, the multilayer mirrors used in

the experiment were characterized with a RMS wavefront errors > 0.1λ, which is less than the wavefront

errors measured for HHs from solids. Hence, the effect of the wavefront errors from the multilayer mirrors

used, on the solid HH wavefront is negligible.

The wavefront measurement of HHs from solids by reflecting the HHs from different multilayer

mirrors under different conditions were successfully carried out. But in most of the cases, only a part of

the beam was recorded by the WFS despite the fact that the WFS was aligned at the right angle and

height. The results presented above are from the measurements where most parts of the HH beam was

on the WFS. The wavefront measurement of solid HHG was carried out under the conditions obtained

before the wavefront measurement was taken, but still, the wavefront measurement was having difficulty

with a signal to noise ratio, stability in terms of energy and pointing and repeatability. Further, experiments

with more stable solid HH is necessary to fully characterize the wavefront.

3.4.3 A comparison between wavefront of HHG from gases and solids

The measured of XUV wavefront from HHG in gases and solids are compared here. The major

wavefront errors for HHG in gases measured at L2I and LOA, HHG in solids with CWE and ROM

mechanisms measured at JETI 200 are listed in table 3.6.

The XUV wavefront measured for HHG in argon at 65 mbar at L2I and LOA differ in wavefront

errors mainly because of the different generation conditions at the two labs. The wavefront aberrations

were optimized in both the beamlines. The wavefront of characterized HHG in argon can be used in XUV

imaging. The wavefront of XUV source at LOA has low RMS wavefront error and this source was used

for calibrating the XUV wavefront sensors which requires a XUV source with a good quality wavefront.
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Lab HHG RMS PV Astg. 0◦ Astg. 45◦

Mechanism λ λ λ λ

LOA Gas (Argon @ 65 mbar) (32 nm) 0.061 0.383 0.014 0.001

L2I Gas (Argon @ 65 mbar) (32 nm) 1.06 0.5 0.164

JETI 200 Solid (CWE) with MLM - 28 eV (44.3 nm) 0.581 5.583 0.024 0.159

JETI 200 Solid (ROM) with MLM - 37 eV (33.5 nm) 0.89 6.589 0.07 0.031

Table 3.6: The value of major wavefront errors for HHG from solids and gases (MLM -multilayer mirror).

The wavefront of XUV source at L2I has comparatively higher wavefront error. However, the single shot

XUV pulse energy at L2I is higher compared to that of LOA. The wavefront characterized XUV source at

L2I can be used to probe laser-produced plasma [137]. The wavefront measurement of HHG in gases

using long pulse lasers like in L2I is important as some large laser facilities use long pulse lasers for HHG.

Hence, characterizing and optimizing wavefront of such XUV sources will help in improving the quality of

results in plasma probing using XUV pulses [76].

The wavefront of solid harmonics was measured for the first time at JETI 200. The XUV wavefront

measured for HHG in solids shows wavefront aberrations with higher peak to valley fluctuations although

the RMS is lower. This shows a promise for future use in applications such as imaging and probing.

However, the wavefront measurements were not having enough signal to noise ratio to fully characterize

in terms of Zernike coefficients, wavefront errors. Also, it was observed that the pointing of the solid HH

pulses were changing in each shot. Since the HHG process is different under CWE and ROM mechanisms,

they are expected to have different wavefront parameters and ROM harmonics are excepted to have

higher divergent beams compared to CWE harmonics [75, 104]. However, the measured wavefront

data does not show a significant difference between the wavefront of harmonics under CWE and ROM

mechanisms. This may be due to the presence of ROM harmonics in the CWE spectrum and maybe we

are only measuring the wavefront of ROM harmonics.

Solid HH wavefront measurement is promising but, not yet conclusive in terms of wavefront errors

and wavefront stability. The solid HH wavefront measurements requires further experiments and analysis

to have the knowledge and control on the wavefront, and this will allow it to be used as an XUV source for

applications. Also it can be used to study the plasma properties during solid HHG.



Chapter 4

Temporal metrology of XUV pulses

4.1 Introduction

The advent of pulsed lasers started a new era for time-resolved studies of various physical

phenomena. Some of these time-resolved studies include spectroscopy, pump-probe experiments and

time-resolved dynamics of electron motion. These applications require temporally well characterized

pulses.

The optical lasers can deliver pulses with duration ranging from nanoseconds to femtoseconds.

For lasers which work in the visible and infrared, there are different temporal characterization methods

currently available [139]. For pulse duration below few picoseconds, the electronic detectors are not fast

enough characterize the pulses. Optical sampling techniques [140] can be used to further lower the

limit for electronics to characterize the short optical pulses. In cases where there is no reference pulses

available, the short pulse can be used to characterize itself. Such a method is called an autocorrelation

[141]. In an autocorrelator, the pulse to be measured is split into two and overlapped in an instantaneously

responding nonlinear medium. The response of the medium at different temporal delay between the split

pulses can be written as the autocorrelation function of the pulse. The intensity of autocorrelation signal

can be written as

IAC (τ ) =
∫

I(t)I(t + τ ) (4.1)

where I(t) is the intensity of the pulse to be measured and I(t + τ ) is the time delayed replica of the pulse.

The pulse duration can be obtained from the width of the autocorrelation (WAC ) by assuming the pulse to

be a Gaussian or sech2 function. In case of a Gaussian autocorrelation signal, the pulse duration (∆tpulse)

can be written as [142]

∆tpulse = WAC/
√

2 (4.2)

Depending on the nonlinearity used and geometry, there are different varieties of autocorrelators. In

general, the autocorrelators have a drawback that they cannot measure the spectral phase of the pulse.

To fully characterize the temporal profile of a pulse, the knowledge of spectral phase and intensity

of the pulse is essential. The spectral phase is a complex phase term for the spectral components in the

75
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pulse and it can be described as how different spectral components are related at a point in time. For

ultrashort pulses (< 100 fs) this becomes quite important as the spectral phase can cause changes in the

temporal shape of the pulse. For optical pulses, the major methods, which measure the spectral phase

and temporal duration are based on frequency-resolved optical gating (FROG) [143] and spectral phase

interferometry for direct electric field reconstruction (SPIDER) [59]. FROG is essentially an autocorrelation

measurement with spectrally resolved signal. The setup is similar to an autocorrelator with a spectrometer

in place of a CCD or a photo-diode. The pulse duration is obtained using an iterative phase retrieval

algorithm called principal component generalized projections algorithm, which starts with an initial guess

considering the pulse duration, central wavelength and spectral bandwidth [144]. The algorithm compares

the traces obtained with the guess to the actual trace obtained in the experiment and continues until

it converges. This creates an analytical equation between the simulation and the experimental trace.

This is a robust method, which is less affected by noise. Depending on the nonlinearity used and the

geometry, there are different variety of FROG available for ultrashort pulse measurement [145]. One of

the main problem with FROG is that the algorithm may take more time to converge. Single shot FROG

measurement called GRENOUILLE is also available for pulse measurement method [146].

SPIDER involves spectral interference between the pulse to be measured and its spectrally sheared

and temporally delayed replica. The pulse duration in this case can be retrieved using a phase retrieval

algorithm [147, 59]. The algorithm gives the pulse duration without any iterative method. There are

different kinds of SPIDER based on the geometry and the use of temporal or spatial separation between

the pulse and its spectrally sheared replica [148].

A near IR laser with a central wavelength around 800 nm can have a pulse duration as short as

2.67 fs, if we could isolate a single cycle of the pulse, which is an experimentally difficult process. Also,

even with this pulse duration, this laser cannot be used for volumetric probing of plasma states as they are

reflected from the plasma surface. One way to solve these problems is to employ radiation with shorter in

wavelength such as ultrashort pulse sources in the XUV spectral region. The major XUV sources are

free electron lasers (FEL), synchrotrons, x-ray lasers (XRL) and HHG. Among these sources, only FEL

[21, 149, 24] and HHG [150, 57] provide XUV pulses with ultrashort pulse duration in the XUV or x-rays.

HHG inherently generates the XUV pulses with few femtoseconds up tens of attoseconds [32, 77]. There

are different pulse characterization techniques for ultrashort pulses in the XUV. This chapter presents the

XUV temporal metrology with major focus on ” all-optical ” pulse characterization techniques for pulses in

the XUV spectral region. Sections 4.2 and 4.3 presents all-optical temporal characterization method of

XUV pulses from HHG and FEL respectively.

4.1.1 Temporal characterization techniques for XUV pulses

The main pulse characterization techniques for the XUV pulses from HHG and XUV FEL are

presented here. For XUV pulses from HHG the energy of the pulses varies from nanojoules to few

microjoules, the spectrum can be broad and pulse duration ranges from few tens of femtoseconds down

to few tens of attoseconds [32]. For XUV pulses from FEL, the energy varies from few microjoules to

hundreds of microjoules, the spectrum is usually narrow compared to XUV pulse from HHG and the pulse
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duration ranges from few hundreds of femtoseconds to few femtoseconds. The temporal characterization

method for the XUV source hence depends on the characteristics of the source. The most common XUV

pulse characterization techniques for XUV pulses from HHG and FEL are briefly described below.

4.1.1.1 XUV pulses from HHG

The XUV pulses from HHG can have single pulse or a pulse train with pulse duration from fem-

toseconds to attoseconds depending on the process of HHG [77]. The methods of pulse characterization

vary slightly for a single pulse or for a train of pulses. The pulse characterization techniques follows it

roots from the visible and IR temporal characterization methods such as autocorrelation, FROG and

SPIDER.The different temporal characterization techniques in the XUV pulses from HHG can be broadly

categorized in to two: indirect detection of XUV pulses also called ex-situ measurements techniques

and direct detection of XUV pulses, also called in-situ measurement techniques [77]. Both type of

measurement techniques are briefly discussed in this section.

Ex-situ temporal characterization techniques:

The ex-situ pulse characterization of XUV pulses involves manipulation of XUV pulses after it

is generated and indirect detection. In most ex-situ pulse measurement methods, the interaction of

XUV pulses with gases is used as the nonlinear interaction. The interaction includes processes like

above-threshold ionization and two-photon absorption, which are modeled under different conditions and

the pulse duration is deduced from the model [78]. Since the XUV radiation is not directly detected, these

methods are also called indirect methods [77].

Figure 4.1: Schematic of an experimental setup for cross-correlation method. The XUV pulses generated
by HHG in neon gas. The photoelectrons generated by the XUV pulses in krypton gas in presence of the
IR laser is recorded using a time of flight (TOF) electron spectrometer. Figure taken from [150].

The pulse duration of XUV pulses from HHG was first measured by Drescher et al. [150] using a

cross-correlation method. The method involved generation of photoelectrons by the XUV pulse in krypton

gas in presence of the IR driving laser and detection using an electron spectrometer. The delay between

the IR laser and XUV generated is controlled and a cross-correlation signal obtained resulted in a pulse
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duration of 1.8 fs which is lower than the single cycle pulse duration of the driving IR laser. Figure 4.1

shows the schematic of the experimental setup for cross-correlation method.

The cross-correlation method was later used to detect sub-femtosecond XUV pulse duration [57].

Sub-femtosecond XUV pulses were detected using two-color two-photon ionization using the IR and XUV

field. The method is called reconstruction of attosecond harmonic burst by interference in two-photon

transition (RABITT) [151, 152]. In RABITT, the driving IR laser present during photo-ionization of argon

gas by the XUV pulses modulates the energy of the electrons produced and generates sidebands in

the photoelectron spectrum. The delay between the IR and XUV was changed and the corresponding

sideband formation was recorded. From this information, the temporal amplitude was reconstructed in

the RABITT technique. Figure 4.2 shows the schematic of the experimental setup for RABITT.

Figure 4.2: Schematic of an experimental setup for RABITT. XUV pulses from HHG ionizes argon gas in
presence of the IR laser and the electron generated are detected using a TOF electron spectrometer.
Taken from [151].

Photo-ionization of gases by XUV pulses in the presence of IR laser pulses can also affect the

angular distribution and energy of the electrons produced. Depending on when the electrons are produced

with respect to the IR laser field the photoelectron spectrum distribution changes. From these changes the

pulse duration of the XUV can be retrieved and the method is called attosecond streaking [58, 153, 154].

Figure 4.3 shows the schematic of an experimental setup for attosecond streaking.

In intensity autocorrelation method for XUV, the two pulses are created by either by splitting the

driving laser [155] or the XUV is split into two using a split mirror [156] and then in both cases the XUV

pulses interact with helium gas jet and the photoelectrons generated during the interaction are detected by

an electron spectrometer. The delay between the two pulses are related with the photoelectron spectrum

and by comparing the two-photon ionization of XUV pulses in helium gas with the delay, the pulse duration

of the XUV pulses can be retrieved [156].

The methods like cross-correlation or X - FROG for the XUV pulses [157] uses two-photon ionization

in gases with XUV pulses in presence of IR laser field and the photoelectrons generated were detected

using an electron spectrometer to create a spectrogram, also called FROG trace. The FROG iterative

reconstruction algorithm is used to retrieve the pulse duration. Figure 4.4 shows the schematic of a typical

experimental setup for FROG in the XUV. Single color FROG was also later achieved in the XUV using the
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Figure 4.3: Schematic of an experimental setup for streaking. The electrons ionized by the XUV pulses
are streaked by the IR lase field present and detected using a TOF electron spectrometer. Figure taken
from [154].

same method [158] and measured sub-femtosecond XUV pulses. A combination of attosecond streaking

and FROG retrieval method has been used to characterize XUV pulse as short as 80 attoseconds [31].

More robust pulse duration measurement like frequency-resolved optical gating for complete

reconstruction of attosecond bursts (FROG-CRAB) was also later introduced to measure the attosecond

XUV pulses. FROG CRAB is similar to FROG and it also includes some aspects of RABITT as well [159].

The FROG-CRAB method has been used to measure XUV pulse durations < 200 as [160].

Figure 4.4: Schematic of a typical experimental setup for FROG. Photoelectron spectrum generated by
the XUV in presence of IR is recorded with respect to the delay between XUV and IR to generate the
FROG trace. Figure taken from [56].

Broader XUV pulses with shorter pulse duration can also be characterized by the method called

phase retrieval by omega oscillation filtering (PROOF) [161]. PROOF uses a similar experimental setup

as FROG-CRAB and it works with much lower energy of near IR driving field. In PROOF the spectral

distribution of the photoelectrons modified by the near IR laser field is recorded by the photoelectron

spectrometer at different delay between the IR and XUV fields. The presence of the driving laser field

results in oscillations in the electron spectrum at a constant energy and the spectral phase can be

retrieved by finding the spectral phase corresponding to the sinusoidal oscillations [161]. The PROOF

method has been used to measure XUV pulses as short as 67 as [32]. There is also an improved

version of PROOF called iPROOF for XUV pulse characterization [162]. Methods like attosecond spectral

shearing interferometry which involves a combination of SPIDER with photoelectron spectroscopy [163]

and single shot autocorrelator [164] for XUV pulse characterization has been proposed.
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In-situ temporal characterization techniques:

The in-situ temporal measurement techniques for XUV pulses from HHG mainly depends on

the HHG method. In-situ methods mostly involve all-optical setup and direct detection of XUV pulses.

The in-situ method using double color was introduced by Dudovich et al. It involves the generation

of XUV pulses in presence of driving IR laser and its weak SH field [165]. The presence of SH field

causes breaking the symmetry and generates odd and even HHs. In this method, the detector is an

XUV spectrometer and the intensity of even harmonics generated is observed with respect to the phase

difference between the IR and its second harmonic. From this, the pulse duration can be deduced by

relating the delay between the two pulse fields and the corresponding even harmonic intensity. Figure 4.5

shows the schematic of an experimental setup for a double color in-situ method. Later this technique was

used along with RABITT to characterize attosecond pulse train [166].

Figure 4.5: Schematic of an experimental setup for a double color in-situ method. IR laser and its SH
generate HHs and the modulation in the HH spectrum is recorded using an XUV spectrometer. Figure
modified from [165].

A spatially encoded in-situ measurement was later demonstrated called space-time reconstruction

of attosecond pulses (STRAP) [56, 167]. In STRAP the weak second harmonic field is introduced at a

small angle along with the IR pulse for HHG. The second harmonic field perturbs the XUV wavefront

in the near-field and hence the far-field pattern as well [167]. The delay between the IR and second

harmonic is recorded as the modulations in the spatially resolved XUV spectra in the far-field. From the

spectrogram using the principal component generalized projection algorithm [144] and parametric fitting

procedure, the XUV pulse structure can be reconstructed. The temporal information is obtained from the

phase modulation of the XUV wavefront and its dependence on the XUV emission time [167]. Figure 4.5

shows the schematic of an experimental setup for STRAP.

One of the techniques, in which XUV generation is manipulated for temporal measurement with an

all-optical setup, is called SPIDER in XUV [61, 62]. This method is analogous to the SPIDER for IR laser

pulses [168].
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Figure 4.6: Schematic of an experimental setup for STRAP. Polarized IR laser and its weak second
harmonic interact at angle in a gas jet and a spatial modulation is introduced in the XUV intensity
distribution. Figure taken from [167].

4.1.1.2 XUV FEL

The temporal metrology of XUV FEL is also a challenging task mainly because the pulses are in the

XUV spectral range and also because of the high shot to shot instability of the FEL in general. However,

seeded FELs have less shot to shot instability. Since the XUV FELs have higher pulse energy compared

to HHG, less efficient nonlinear process in different materials can be used for pulse characterization

methods [169, 170, 171, 172]. Similar to HHG, there are direct detection and indirect detection methods

for XUV FEL pulses [173].

The indirect methods for XUV FEL pulse characterization are similar to that of XUV pulses from

HHG. The autocorrelator method for pulse duration measurement of XUV pulses from FEL uses wavefront

splitting of the pulse to create the two pulses and photo-ionization in a gas (helium / nitrogen) medium

as the nonlinear process. This photo-ionization is used as a nonlinear process for the pulse duration

measurement. The ions generated by the interaction between the XUV pulse and the gas is recorded by

an ion spectrometer and the autocorrelation signal is obtained by comparing the ionization yield to the

delay between the pulses. Terahertz streaking methods are also used to measure the pulse duration of

XUV FEL pulses. Similar to the streaking experimental setup for XUV pulses from HHG, in streaking for

XUV FEL, the XUV pulses ionizes a sample and the electrons produced are streaked in the field of an

optical laser and the pulse duration is retrieved from the variations in the electron spectrum recorded

[174]. In cross-correlation method for XUV FEL, the XUV pulse ionizes a sample in presence of an IR

laser pulse and pulse duration is obtained by comparing the formation of side-bands in the recorded

spectrum of electrons generated to the delay between the XUV and IR pulses [175].

Direct measurement methods of XUV FEL pulse duration involves detection of either the XUV

pulse or an optical pulse generated in a nonlinear process due to the XUV pulse. Cross-correlation

method involves the change in transient reflectivity of a sample in presence of XUV FEL pulses [176, 175]

to measure the XUV pulse duration. A spectral correlation method for XUV FEL pulse characterization

involves measuring the spectrum of the pulses and deducing the pulse duration by statistical analysis

[177]. Spectral shearing interferometric methods are also available for XUV FEL pulse characterization.
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Three-wave mixing is used as the nonlinear process for pulse characterization [178]. Another spectral

interferometry based method called SPIDER was also proposed for characterization of XUV FEL pulses

[179].

4.2 All optical temporal metrology of XUV pulses from HHG

The XUV pulses from HHG with pulse duration ranging from femtoseconds to attoseconds needs

pulse duration measurement which is reliable, fast and direct. Single shot pulse measurement methods

are better to avoid shot to shot fluctuations associated with the laser, gas pressure or other properties.

The methods described in the section 4.1.1.1 includes direct and indirect methods. In indirect methods

the photoelectrons generated by the XUV in different conditions are detected and then the pulse duration

is obtained by modeling the interaction of XUV pulses with the gases. Albeit indirect method is the

most used pulse duration measurement for XUV pulses from HHG, it is not the best option as the pulse

duration mostly depends on how good the modeling of ionization by XUV pulses is done and also the

operation of complex electron spectrometers makes the pulse characterization an experiment in itself.

Using all-optical temporal characterization methods with direct detection is a better option to avoid these

problems. Among the different direct detection methods explained in section 4.1.1.1, for the methods

involving the use of second harmonic field along with IR field for generation of HHG requires very short IR

pulse with carry envelope phase stabilization and highly precise control of polarization and delay between

the IR and second harmonic. These two conditions are difficult to achieve. The other direct methods

are based on SPIDER. SPIDER relies on spectral interference and it requires spectrally sheared pulses

delayed in time or separated in space. Although SPIDER is experimentally difficult to realize for XUV

pulses, it can be tested within the capabilities of a laser laboratory. Also, SPIDER can work in single shot

and the pulse duration can be retrieved without using an iterative algorithm.

In this section, we discuss the about the temporal metrology of XUV pulses from HHG with an

all-optical direct measurement based on SPIDER. The numerical simulation on SPIDER and spatially

encoded arrangement for SPIDER (SEA-SPIDER) and the experimental progress towards realization of

SEA SPIDER in the XUV are presented.

4.2.1 Introduction to SPIDER and SEA-SPIDER

The full temporal characterization of an optical pulse requires the knowledge of intensity and phase

of the pulse. An electromagnetic pulse can represented by its electric field for non-relativistic cases. The

electric field consists of a real part and a complex imaginary part and it can be represented analytically in

the temporal domain as

E(t) = |E(t)| exp
(
i[ψ0 + ψ(t)− ω0t ]

)
(4.3)

where |E(t)| is the time dependent envelope of the electric field, ω0 is the carrier frequency, ψ(t) is the

time dependent phase and ψ0 is a constant called carrier envelope offset phase. The time dependent

intensity is given by the square of the electric field, I(t) = E(t)2. The electric field in the frequency domain
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can be obtained by the Fourier transform of equation 4.3 and it is given by

E(ω) = F (E(t) e iωt ) = |E(ω)|e iφ(ω) (4.4)

where |E(ω)| is the spectral amplitude and φ(ω) is the spectral phase. The spectral intensity is given by

I(ω) = E(ω)2. The spectral phase describes the relative phase between the different optical frequencies in

the pulse. The spectral phase of the pulse determines if the pulse duration can be transform limited or

not, since the derivative of the spectral phase, which is group delay determines how different spectral

components arrive in time around the central frequency of the pulse. The spectral phase can be expanded

in terms of the central frequency as a Taylor series as follows [180]

φ(ω) =
∞∑
j=0

φ(j)(ω0)
j!

.(ω − ω0)j with φ(j)(ω0) =
∂ jφ(ω)
∂ωj |ω0 (4.5)

φ(ω) = φ(ω0) +
1
1!
φ′(ω0)(ω − ω0) +

1
2!
φ′′(ω0)(ω − ω0)2 +

1
3!
φ′′′(ω0)(ω − ω0)3 + .... (4.6)

where ω0 is the central frequency and j is the index for all the frequencies available in the pulse spectrum.

The zeroth order φ(ω0) describes the absolute phase of the pulse. The first order term, φ′(ω0) leads

to a temporal shift of the pulse in the time domain. The second order term φ′′(ω1) corresponds to a

quadratic phase of the pulse and it relates to the velocity of the different frequency components in the

pulse when it travels through a medium. It is also called group delay dispersion (GDD). GDD causes a

pulse to stretch in time and increases the pulse duration. The third order term φ′′′(ω0) is called third order

dispersion (TOD) also contributes to the stretching of a pulse when it travels through a medium. The

temporal structure of electric field of a pulse can be fully reconstructed if the spectrum of the pulse and

its spectral phase are known and this can be done by taking the inverse FT of equation 4.4. For XUV

pulses with short pulse duration and high bandwidth, different available methods are limited to certain

pulse duration or certain spectrum. The indirect methods have more limitations as the modeling changes

for pulse duration change from femtoseconds to attoseconds. The direct detection methods are more

flexible as they can be used for different pulse durations. Among the direct detection methods, spectral

interferometry is one of the most viable option. There are different spectral interferometry techniques

available for the characterization of short pulse IR lasers. For the XUV because of its short pulse nature,

the self referencing spectral interferometry method is the best option since the pulse itself is the shortest

probe available and also in spectral interferometry the spectral phase information can be measured using

a slow detector like a spectrometer. The self referencing spectral interferometry which is used in this work

is SPIDER and a variation of it called SEA-SPIDER.

4.2.1.1 SPIDER : Spectral phase interferometry by direct electric field reconstruction

Spectral phase interferometry for electric field reconstruction (SPIDER) is an interferometric all

optical pulse characterization method introduced for ultrashort pulse near IR lasers [181, 59]. Different

variations of SPIDER have been developed and used for characterization short pulse near IR lasers
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[168, 182].

In SPIDER, the pulse to be measured interferes with its spectrally sheared and temporally delayed

replica in a spectrometer. The spectral interference between the pulse and its sheared replica enables to

have mapping between the spectral phase at a frequency and spectral phase at frequency shifted by the

spectral shear. The electric field of the pulse to be measured can be represented in spectral domain as

E(ω) = |E(ω)| e iφ(ω) (4.7)

where ω is the central frequency of the pulse spectrum and φ(ω) is the spectral phase. The electric field

of the spectrally sheared or shifted replica with a spectral shear of Ω can be written as

E(ω − Ω) = |E(ω − Ω)| e iφ(ω−Ω) (4.8)

For the two pulses to spectrally interfere one of the pulse should be temporally delayed with respect to

the other by a time, τ . This will impart fringes of frequency 2π/τ in the spectrum. The interference with

no spectral shear between the pulses (Ω = 0), know as a spectrogram S(ω) can be written as

S(ω)C =
(
E(ω) + E(ω)

)2 (4.9)

S(ω)C = E(ω)2 + E(ω)2 + 2 |E(ω)||E(ω)| cos(ωτ ) (4.10)

S(ω)C = 2 I(ω) + 2
√

I(ω)I(ω) cos(ωτ ) (4.11)

This spectrogram is also called a calibration spectrogram as it is the spectrogram without the shear and it

is used to calibrate the temporal delay. Here the spectral modulation is in the cos(ωτ ) term and this gives

a fixed fringe separation. When a spectral shear is introduced in one of the pulses, this will change the

nominal fringe spacing in the interference pattern and it is called the SPIDER spectrogram and it can be

written as

S(ω) = E(ω)2 + E(ω − Ω)2 + 2 |E(ω)||E(ω − Ω)| cos(φ(ω)− φ(ω − Ω) + ωτ ) (4.12)

S(ω) = I(ω) + I(ω − Ω) + 2
√

I(ω)I(ω − Ω) cos(φ(ω)− φ(ω − Ω) + ωτ ) (4.13)

This spectrogram has the intensity term given by I(ω) + I(ω − Ω) and also the oscillation term given by

cos(φ(ω)− φ(ω−Ω) + ωτ ), which contains the phase term. The spectral phase can be recovered by using

the phase retrieval procedure by Takeda et al. [147]. This involves mainly four steps: Fourier transform

(FT) of the spectrogram, filtering one of the phase part which is separated from the central intensity part

by the time delay, inverse FT of the filtered part and then concatenate to get the phase along the pulse

spectrum. A flow chart of the spectral phase retrieval procedure is shown in figure 4.7. The FT of the

SPIDER spectrogram can be written as [62]

S(t̃) = F (S(ω)) (4.14)
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Figure 4.7: A flow chart of SPIDER Algorithm. Modified from [62].

S(t̃) = Idc (t̃) + Iac (t̃ + τ ) + Iac (t̃ − τ ) (4.15)

One of the side bands (Iac(t̃ + τ ) or Iac(t̃ − τ )) can be filtered using a super Gaussian filter. The inverse FT

of the filtered phase part gives the spectral phase difference between the pulse and its sheared replica

with the constant delay phase term and it can be written as [62]

θ̃(ω) = F−1(Iac (t̃ + τ )) = φ̃(ω)− φ̃(ω − Ω) + ωτ (4.16)

The constant delay phase term ωτ can be removed by subtracting the phase difference term obtained

for the calibration spectrogram using the same procedure described above. Considering a small shear,

equation 4.16 can be written as the spectral phase gradient [62]

θ̃(ω) = Ω
φ̃(ω)− φ̃(ω − Ω)

Ω
' Ω∂φ̃(ω)

∂ω
(4.17)

The spectral phase of the pulse can be retrieved by integration or concatenation of the spectral phase

difference ( given in equation 4.17) between the pulse and its sheared replica. Figure 4.8 shows the idea

of phase retrieval through integration or concatenation [62]. In the integration method, the integration

of scaled phase difference θ̃(ω)
Ω gives the spectral phase with a polynomial accuracy depending on the

integration method. Trapezoidal integration method can be used to reconstruct the spectral phase until

3rd order polynomial [62]. By concatenation method, the spectral phase at a frequency ω0 + Ω can be

calculated according to the following equation, [62]

φ̃(ω0 + Ω) = φ̃(ω0) + [φ̃(ω0 + Ω)− φ̃(ω0)] = φ̃(ω0) + θ̃(ω0 + Ω) (4.18)
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Figure 4.8: Concept of integration or concatenation of the phase difference extracted from a SPIDER
spectrogram. Taken from [62].

This equation can generalized for the whole spectrum of the pulse and it can be written as [59, 62]

φ̃(ω0 + NΩ) = φ̃(ω0) +


∑N

n=1 θ̃(ω0 + nΩ) if N ≥ 1

0 if N = 0∑|N|−1
n=0 θ̃(ω0 − nΩ) if N ≤ −1

(4.19)

where N is the number of samples in the pulse spectrum. The retrieved spectral phase values with

concatenation or integration are separated by the spectral shear Ω. According to Nyquist–Shannon

sampling theorem, for pulse with a temporal width of T , it can be reconstructed completely if the sampling

frequency is less than 2π/T . This gives us the relation between the pulse duration the spectral shear as

Ω ≤ 2π
T

(4.20)

Using the spectrum of the pulse and retrieved spectral phase we can reconstruct the electric field of the

pulse by a Fourier transform as shown here,

E(t) = F
[√

I(ω) e iφ̃(ω)
]

(4.21)

Figure 4.9: Schematic of experimental setup for SPIDER. Modified from [60].

The major difficulty in the implementation of XUV SPIDER is creating the spectrally sheared

and time delayed replica of the pulse. A SPIDER setup has been already realized for measuring the
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XUV pulses and was able to measure an XUV pulse with duration up to 13 fs [61]. Figure 4.9 shows a

schematic of the SPIDER. Here the driving IR pulse is split into two and one is spectrally shifted and

delayed in time with respect to the other with the use of a Dazzler [183] and both the beams are focused

onto the gas cell to generate harmonics. The XUV pulses generated from both beams interfere spectrally

on an XUV spectrometer.

4.2.1.2 SEA-SPIDER : Spatially encoded arrangement for SPIDER

The major difficulty of an XUV SPIDER is that it requires a high resolution XUV spectrometer since

it involves resolving fringes in the spectral direction. Another difficulty appears due to co-linear geometry,

which results perturbations of the second driving laser pulse due to the ionization of the gas by the first

pulse and this has to be avoided. Indeed, the two pulses have to be exactly the same with only a shift in

wavelength. A time delay less than few hundreds of femtoseconds can affect the quality of the second

XUV pulses and a time delay greater than this demands very high resolution for the spectrometer. Both

of these difficulties can be avoided by creating spatial separation between the pulse and its spectrally

sheared replica instead of a temporal delay. This method is called spatially encoded arrangement for

SPIDER (SEA-SPIDER) [182, 60, 62]. SEA-SPIDER for XUV was introduced by Cormier et al., [60]. In

SEA-SPIDER the spectral phase information is encoded in the spectrally resolved spatial interference

pattern. This technique relaxes requirements on using a high resolution XUV spectrometer [182, 60].

SEA-SPIDER has been used for measuring pulse duration of visible and IR pulses but not for XUV pulses

[60, 62] yet.

The SEA-SPIDER can be analytically described as follows. The spectral interference between

the pulse to be measured and its replica with zero spectral shear with respect to the pulse, called the

calibration SEA-SPIDER spectrogram is given by

S(ω, x)SEA−C = E(ω, x)2 + E(ω, x)2 + 2 |E(ω, x)||E(ω, x)| cos(Kx) (4.22)

S(ω, x)SEA−C = I(ω, x) + I(ω, x) + 2
√

I(ω, x)I(ω, x) cos(Kx) (4.23)

where K is the difference between the wave-vectors of the pulse and its replica and x is the spatial

separation between the pulses. The SEA-SPIDER spectrogram with a spectral shear of Ω between the

pulse and its spectrally sheared replica is given by

S(ω, x)SEA = E(ω, x)2 + E(ω − Ω, x)2 + 2 |E(ω, x)||E(ω − Ω, x)| cos(φ(ω)− φ(ω − Ω) + Kx) (4.24)

S(ω, x)SEA = I(ω, x) + I(ω − Ω, x) + 2
√

I(ω, x)I(ω − Ω, x) cos(φ(ω)− φ(ω − Ω) + Kx) (4.25)

The term inside the cosine function in the above equations is the tilt between the two pulses.

Kx = (k1 − k2) . x (4.26)

where k1 and k2 are the wave vectors of the pulse and its replica respectively. The wave-vector differences
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Figure 4.10: Pictorial representation of wave-vector difference (k1 − k2).

between the pulse and its replica is shown pictorially in figure 4.10, considering that the replica is making

angle of θ on the pulse. Now the difference between the two wave-vectors can be written in terms of the

angle between them. The equation 4.26 can be rewritten as

Kx = x k1 sin(θ) (4.27)

Using equation 4.27 we can rewrite equations 4.23 and 4.25 as follows

S(ω, x)SEA−C = I(ω, x) + I(ω, x) + 2
√

I(ω, x)I(ω, x) cos(k1 x sin(θ)) (4.28)

S(ω, x)SEA = I(ω, x) + I(ω − Ω, x) + 2
√

I(ω)I(ω − Ω) cos(φ(ω)− φ(ω − Ω) + k1 x sin(θ)) (4.29)

SEA-SPIDER gives a 2-D spectrogram and the phase can be retrieved from it in two ways [62]. One

can proceed with a 2-D FFT of the 2-D spectrogram along the spatial and the spectral direction or a 1-D

FFT of the 2-D spectrogram only along the spatial direction. Both methods will yield the same result

[62]. Here the 1-D FFT of the 2-D spectrogram along the spatial direction is followed. After the FT

the methods are the same as for SPIDER. The spectral phase difference obtained is concatenated or

integrated to reconstruct the spectral phase. Similar to SPIDER, in SEA-SPIDER the pulse structure can

be reconstructed by knowing the pulse spectrum and spectral phase.

For the experimental realization of SEA-SPIDER in the XUV, two spatially separated sources of

XUV pulses are required. Figure 4.11 shows the schematics of SEA-SPIDER proposed in the XUV [60].

Here two driving laser pulses are separated by a distance of ∆x and they are focused onto a gas cell

generating the harmonics. The harmonics generated interfere in the far-field on an XUV spectrometer.

The spectrometer shown in figure 4.11 consists of a reflective grating focusing the XUV pulse and its

sheared replica on an XUV sensitive CCD.

Figure 4.11: Schematic of a basic setup for SEA-SPIDER in XUV.
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4.2.1.3 Methods of introducing spectral shear

One of the major difficulty in realizing a SPIDER or SEA-SPIDER in XUV is the complication in

generating a spectrally sheared replica of the pulse to be measured. In a SPIDER or a SEA-SPIDER for

IR lasers, this problem is solved by using nonlinear materials. The lack of efficient nonlinear materials in

the XUV makes it difficult to generate the spectrally sheared replica in the XUV. One option is to introduce

the spectral shear in the IR driving laser and then generate XUV pulses with the IR laser and the sheared

replica. There are different ways to introduce shear in the driving laser pulse [62]. One of the methods is

to use the commercially available pulse shaper, Dazzler [183], based on an acousto-optic filter. It can be

used to create a spectrally sheared replica of the pulse delayed in time. This method has been already

used for the first SPIDER measurement in the XUV [61]. The pulse shapers are limited by the bandwidth

and energy of the pulse used. Also, a pulse shaper is an expensive device, which is not easily available

in most of the laboratories. Another method is to use amplitude shaping by spectrally clipping the pulse

to generate another pulse spectrally shifted with respect to the other. The amplitude shaping can be done

by clipping the pulse inside a compressor. Amplitude shaping is a difficult procedure and the precision

in clipping the frequencies in the pulse spectrum is important to have the required shear for SPIDER or

SEA-SPIDER.

Another way of introducing shear is using nonlinear mixing of the driving IR laser. In this method,

the IR laser is split into two and second harmonic (SH) pulses are generated by this split IR pulses. By

carefully tuning the phase matching angle of the SHG, the central wavelength of the SH can be tuned

[179]. A schematic of a possible experimental setup to generate a pulse and its spectrally sheared replica

of the pulse based on SHG is shown in figure 4.12. In the experimental setup, the driving IR laser is split

Figure 4.12: Schematic of experimental for generating a pulse and its spectrally sheared replica.

into two with beam splitter 1. The laser beam which passes through the beam splitter 1 is steered through

a delay line with mirrors M3 to M6 until BBO 2. The SH is generated at BBO 2 and it is reflected by the

beam splitter 2. The beam which is reflected by the beam splitter 1 is steered by the mirrors M1 and M2

to the BBO 1. The SH generated in BBO 1 is transmitted through the beam splitter 2. The delay stage in

the setup can be adjusted to control the temporal delay between the two pulses. The XY stage on which

M2 is placed can be adjusted to control the spatial separation between the two SH pulses. The SHG in
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one of the arms, for example the one with XY stage can be detuned from the optimum position to shift its

SH central frequency from 2ω to 2ω±Ω and this generates the spectral shear required for the SPIDER or

SEA-SPIDER experiment. With a delay line in one of the arms, this method can be used to generate

spectrally sheared pulses with temporal delay for using it in SPIDER configuration. The spatial separation

between the second harmonic and its sheared replica can be done by adjusting the XY stage. Further the

pulse and its sheared replica can be focused onto a gas cell to generate HH and its spectrally sheared

replica with a time delay or spatial separation. In this way, this method of tuning the second harmonic

generation for generating sheared replica is a suitable method for SPIDER or SEA-SPIDER in the XUV.

4.2.2 Numerical simulations for SPIDER and SEA-SPIDER

For realizing the SEA-SPIDER experimental setup in the XUV experimental parameters like source

separation and spectral shear required needs to be calculated. For retrieving the pulse duration, a

retrieval algorithm is required. Considering this, a reconstruction algorithm for SPIDER was developed

[59, 62, 147]. The algorithm was used to numerically simulate and test the parameters that are feasible

for experiments. Numerical simulations was carried out first for a SPIDER experimental configuration for

the SH pulses and later for the XUV pulses. Further, the SPIDER reconstruction algorithm was modified

for SEA-SPIDER and then numerical simulations were carried out for a SEA-SPIDER experimental

configuration. The effect of probable noise during the experiment was also simulated for both SPIDER

and SEA-SPIDER. The results of this numerical study is presented in this section.

4.2.2.1 SPIDER algorithm for SH pulses

The SPIDER algorithm was used to obtain the pulse duration and reconstruct its electric field of

numerically simulated of SH pulses. Figure 4.13 shows the result of the numerical simulations. The

input spectrum has a central wavelength of 400 nm with a pulse duration ∼ 30 fs. With a second order

phase of 500 fs2, the pulse duration becomes ∼ 54.5 fs. The numerically simulated input pulse, spectrally

sheared replica and their corresponding spectral phase are shown in figure 4.13a. The numerically

simulated spectral interference with a time delay of 200 fs is shown in figure 4.13b. The delay of 200 fs

was chosen for the simulations to be able to use a spectrometer available in the lab for the experiments.

Simulated interferogram was used as the input for the SPIDER algorithm. The phase part was filtered

from the interference pattern after doing a FT and it is shown in figure 4.13c. The inverse FFT of the

filtered phase term gives the measured phase of the spectral interference with spectrally sheared SH

pulses. Similarly, the calibration phase can be retrieved from the calibration interferogram generated by

interference between SH pulse and its replica. The measured phase and calibration phase are shown

in figure 4.13d. The phase difference between measured and calibration phase is obtained and it is

concatenated to retrieve the spectral phase of the SH pulse. Figure 4.13e shows the input and retrieved

spectral phase and they are in good agreement over a range of 2 times the FWHM of the spectrum.

Figure 4.14f shows the input and retrieved spectral phase with the input pulse spectrum. Further, the

retrieved spectral phase was used to reconstruct the electric field of the SH pulses and it is shown in

figure 4.13g. Figure 4.13h shows the reconstructed SH pulse in the time domain with a Gaussian fitting.
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Figure 4.13: Results from the SPIDER algorithm for SH pulses.
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The FHHM of the Gaussian fit gives a pulse duration of 54.8 fs which is in good agreement with the

theoretically calculated pulse duration of 54.5 fs.

The SPIDER algorithm can be used for measuring the pulse duration of SH pulses using experi-

mental setups similar to the one explained in section 4.2.1.3.

4.2.2.2 SPIDER algorithm for XUV pulses

The SPIDER algorithm was used to test the experimental conditions possible for the XUV pulses

generated by HHG in gases. The pulse duration was measured and the electric field was reconstructed

for XUV pulses from the numerically simulated spectral interferogram using the SPIDER reconstruction

algorithm based on the flow chart shown in figure 4.14. The input for the numerical simulation was a

pulse with a central wavelength of 30.77 nm (13th harmonic of 400 nm) and its sheared replica with a

central wavelength of 30.92 nm. Both pulse and sheared replica were assumed to have a bandwidth of

0.5 nm which corresponds to a FTL pulse duration of 2.8 fs and with a chirp (GDD) of 5 fs2, this pulse

broadens to 5.71 fs. Figure 4.14a shows the spectrum and spectral phase of the input. Figure 4.14b

shows spectral interference simulated for the given input with a temporal delay of 100 fs between them.

The SPIDER reconstruction algorithm was used to reconstruct the electric field of the input pulse. The

positive phase part of the FFT of the spectral interference was filtered using a super-Gaussian filter and it

is shown in figure 4.14c and an inverse FFT was done to get the measured spectral phase. A calibration

spectrogram was also simulated without a spectral shear between the pulse and its replica. The positive

phase part from this was also filtered out in the same way as before and an inverse FFT was done to get

the calibration phase. Both calibration phase and measured phase are plotted in figure 4.14d. Further,

the difference between the two phase values was taken and integrated using trapezoidal integration

method to retrieve the spectral phase of the pulse to be measured. The retrieved and input spectral

phase is plotted in figure 4.14e. The input and retrieved spectral phase match quite well. Figure 4.14f

shows the input and retrieved spectral phase plotted along with the input pulse spectrum. The FFT of the

retrieved spectral phase with the input pulse spectrum gives the electric field of the pulse and it is plotted

in figure 4.14g. The square of the electric field was taken to get the temporal intensity of the pulse and

it was fitted with a Gaussian fit. The FWHM of the Gaussian fit was 5.7 fs and it matches well with the

theoretically estimated pulse duration of 5.71 fs. The intensity profile of the pulse and the Gaussian fit are

plotted in figure 4.14h.

In the experiment mostly two parameters can change with time, the shear between the pulses due

to laser fluctuation and the delay between the pulses due to the vibration of optical table, chambers and

laser stability. Thus considering the experimental scenario, the reconstruction capability of the SPIDER

code was tested by adding random noise in delay and shear between the two pulses. The delay was

modeled as a random noise with a mean of 100 fs (same as the earlier case) giving a standard deviation

of 5 fs for 100 shots. The shear used was with a random noise giving a mean shear of 2 nm and a

standard deviation of 0.1 nm for 100 shots. Figures 4.15a and 4.15b show the plot of simulated noise in

delay and shear over hundred shots.

The SPIDER spectrogram was generated for 100 shots with the noise in delay and shear and all
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Figure 4.14: Results from the SPIDER algorithm for XUV pulses.
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Figure 4.16: Results from SPIDER algorithm with noise added.
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of them were added together to form a spectrogram with random noise. This was done also to test the

effect of data integrated in time. Figure 4.16a shows the measured and calibration interferogram with

noise. Using the phase retrieval algorithm developed, the spectral phase of the pulse was retrieved and it

is plotted in figure 4.16a. The input and retrieved spectral phase match quite well in 2× FWHM of the

pulse spectrum and it is shown in figure 4.16b. Figure 4.16c shows the input and retrieved spectral phase

plotted along with the input pulse spectrum. The temporal intensity of the pulse was reconstructed and

fitted with a Gaussian fit to get the pulse duration. The FWHM of the Gaussian fit gives a pulse duration of

5.5 fs which is close to the theoretically calculated pulse duration of 5.71 fs. The pulse and the Gaussian

fit are plotted in figure 4.16d. The algorithm developed is working well and is able to retrieve the pulse

duration even under noisy conditions.

4.2.2.3 SEA-SPIDER algorithm

The SPIDER algorithm was modified for SEA-SPIDER. The input used are exactly same as that of

the SPIDER except instead of a temporal delay between the pulse and its spectrally sheared replica, a

spatial separation of 1 mm was introduced to generate the 2-D spectrogram. This separation was used

after checking the spectrogram produced and the possible spectral resolution required. The measured

SEA-SPIDER spectrogram is shown in figure 4.17b. Figure 4.17c shows the calibration spectrogram

without any spectral shear between the pulse and its replica. The fringes in the measured spectrogram

and the calibration spectrogram have a difference in orientation. In the measured spectrogram, the

fringes are tilted to one side, because of the second order phase added in the input. In this way, the

SEA-SPIDER spectrogram will give a hint of the presence of any second-order phase in the pulse.

The SEA-SPIDER reconstruction is carried out by taking a 1-D FFT of the 2-D spectrogram along

the spatial axis. After this, the positive part in the FFT was filtered and summed to phase part from

the spectrogram. Using the same procedure the calibration phase term was also extracted from the

calibration spectrogram. Both measured and calibration phase is plotted in figure 4.17e. After removing

the calibration spectral phase from the measured one, it is integrated with trapezoidal integration method

to retrieve the spectral phase of the input pulse. The input and measured spectral phase are plotted in

figure 4.17f.

Although the input and retrieved spectral phase agree quite well, there is a small difference between

them and it is plotted in figure 4.17g over 2× FWHM of the pulse spectrum. Figure 4.17h shows the

input and retrieved spectral phase plotted along with the spectral intensity of the pulse. Taking the FFT

of the given spectral intensity of the pulse and retrieved spectral phase, the electric field of the pulse

is reconstructed and it is plotted in figure 4.17i. The temporal intensity is calculated from the electric

field and it is fitted with a Gaussian fit to get the pulse duration. The Gaussian fit gives a FWHM pulse

duration of 5.7 fs and it is same as the theoretically calculated pulse duration of 5.7 fs considering the

second order phase (same as in SPIDER) was added to the input pulse. The temporal intensity of the

pulse and the Gaussian fit are plotted in figure 4.17j.

For a SEA-SPIDER experimental scenario in which the contrast of the spectrogram may be low due

to noise, low signal, and signal integration. This was tested numerically. A noise with a Gaussian profile
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Figure 4.17: Results from the SEA-SPIDER algorithm.
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Figure 4.18: Results from the SEA-SPIDER algorithm with Gaussian noise.
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having intensity 0.5 times the normalized intensity of the actual spectrogram at all the frequencies with a

standard deviation of 0.05 is added to the actual spectrogram. It is plotted in figure 4.18a. The same was

done for the calibration spectrogram. Using the reconstruction algorithm following the same methods as

discussed above, the spectral phase was retrieved and it is plotted along with the input spectral phase in

figure 4.18b. Over a range of 2× FWHM of the input pulse spectrum, the input and retrieved spectral

phase agree well. The pulse duration retrieved using this spectral phase is plotted in figure 4.18c. The

Gaussian fit gives FWHM is 4.64 fs. The simulation was carried out with random noise for 20 times and

the pulse duration obtained from the runs are plotted in figure 4.18d. From these simulations, the mean

pulse duration obtained was 5 fs with a standard deviation of 0.6 fs. This corresponds to ∼ 0.9 times the

FTL pulse duration of 5.7 fs. This shows that the algorithm is robust against noise and is able to retrieve

the pulse duration.

4.2.2.4 Generation of spectral shear

The creation of a spectrally sheared replica of pulses is crucial for the SEA-SPIDER experiment

setup. As discussed already in the section 4.2.1.3, one of the possible ways of introducing spectral shear

is by tuning phase matching angle for SHG. The amount of change in the phase matching angle to shift

the central frequency of the SH is calculated in the following section.

From the simulations it can be seen that the spectral shear needed is ∼ 2 nm. In the experiment

BBO crystals with a thickness of 200 µm, cut for type - I phase matching at a central wavelength of 800 nm

is used. BBO is a negative uniaxial nonlinear crystal, which means that the extraordinary refractive

index (ne) is lower than the ordinary refractive index (no). In a negative uniaxial crystal, the fundamental

wave travels as an ordinary wave and the second harmonic wave travels as an extraordinary wave for

birefringence of the material to compensate for dispersion [63]. The phase matching condition for a

negative uniaxial crystal with type - I phase matching, the wave-vector mismatch (∆k ) should be zero and

it is written as [63],

∆k = k2ω − 2kω = 0 (4.30)

where k2ω is the wave-vector for second harmonic beam and kω is the wave-vector for the fundamental

beam. For phase matching with angular tuning, i.e, controlling the orientation of the crystal with respect

to the propagation direction of the incident beam, the phase matching condition can be written as [63],

∆k = k2ω − 2kω =
4π
λ

(ne,2ω(θ)− no,ω) (4.31)

where θ is the angle between the propagation vector and the angle of the crystal, ne,2ω(θ) is the angle-

dependent extraordinary refractive index of the second harmonic beam and no,ω is the ordinary refractive

index of the fundamental beam. Here the subscripts, o and e are used to represent ordinary and

extraordinary beams respectively. θ is the phase matching angle. The value of ne,2ω(θ) can obtained from

the dispersion relation for SHG and is given by [63],

sin2θ

ne,2ω(θ)
+

cos2θ

no,2ω
=

1
no,ω

(4.32)
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where no,2ω is the ordinary refractive index of the second harmonic beam. The second harmonic intensity

for type-I phase matching in BBO nonlinear crystal is given by [63]

I2ω(L , θ) =
2ω2d2

eff L2

ne,2ω(θ) n2
o,ωc2ε0

[sin
(
∆kL

2

)
∆kL

2

]
I2ω (4.33)

where L is the length of the nonlinear medium (here the thickness of the BBO crystal), deff is the effective

nonlinear susceptibility of the nonlinear medium, c is the speed of light and ε0 is the vacuum permittivity.

The phase matching angle for SHG of a fundamental laser with a central wavelength of 800 nm can

be calculated using equation 4.33 and it is at 29.02◦ for type-I phase matching in BBO. The spectral shear

required in the second harmonic central wavelength for the SEA-SPIDER as per simulations is 2 nm.

Numerical calculation was done using equation 4.33 to calculate the phase matching angle required to

shift the central frequency of second harmonic by 2 nm for a Ti:Sa laser with central wavelength of 800 nm

and pulse duration of 33 fs and the results are plotted in figure 4.19. From figure 4.19 we can see that the

central frequency of second harmonic can be shifted to 398 nm and 402 nm from 400 nm by changing θ

to 29.4◦ and 28.63◦ respectively. Here we can also see that the detuning of phase matching angle for

spectrally shifting the central wavelength also leads to decrease in second harmonic intensity compared

to the best phase matched case (for θ = 29.02◦).
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Figure 4.19: The SH intensity at different θ are normalized to the SH intensity at θ = 29.02◦. The dotted
lines shows the central wavelength of the SH intensity spectrum at different θ.

4.2.3 Experimental progress for SEA-SPIDER

Different experimental setups were tested for realizing a SEA-SPIDER in the XUV. HHG from gases

was used as the XUV source. Tuning SHG was used as the method to generate shear between HH pulses

that is being created from SH pulses [179]. The motivation behind all the SEA-SPIDER experimental

setups were to have a setup, which is non-invasive to other experiments. The experimental setups were
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tested at Salle Corail, LOA and VOXEL lab, IST and are presented in this section.

4.2.3.1 Experimental setup tested at Salle Corail, LOA

The schematic of the SEA-SPIDER experiment at Salle Corail, LOA is shown in figure 4.20. In the

experimental setup, SH of the near IR laser is used to generate a pulse and its spectrally sheared replica

and then use them for HHG. The experimental setup for introducing spectral shear in the SH consists of a

50 : 50 intensity beam splitter, which splits the beam into two, a beamline with a delay stage called delay

beamline and another one without a delay stage, called fixed beamline. Lenses of focal length 750 mm

were placed after the beam splitter in each beamline to focus the IR beam onto the gas cell. The BBO

crystals were placed in each beamline after the lenses at a point where the beam size of the IR was small

enough for the BBO size. The BBOs used to have an aperture of 10 mm with a thickness of 200 µm. The

position of the BBOs was optimized for maximum SH intensity. After the BBOs dichroic mirrors, which

reflect the SH and transmits the IR, were placed. Further downstream, the gas cell was placed at the

focus of the lens and after this Al filters to filter out the SH after HHG were placed. In the experimental

chamber, a silicon flat mirror was used to steer the XUV beam into the XUV spectrometer setup. The

spectrometer was setup in the experimental chamber with an option to record the footprint as well. The

spectrometer setup consisted of a spherical mirror (ROC = 2 m) at a grazing angle of 10◦ focusing the

XUV beams onto the in-vacuum XUV CCD through a transmission grating (grating constant = 1000 lines /

mm) in between.

Figure 4.20: Schematic of the experimental setup for SEA-SPIDER at Salle Corail, LOA.

The first part of the experiment was to generate two XUV pulses using the two spectrally sheared

SH pulses. The experimental setup to generate spectrally sheared SH pulses was tested in air as in

the schematics in figure 4.20. At first the spectrum and spectral stability of the IR laser was measured

before the beam splitter using an Ocean Optics HR 2000+ spectrometer. The spectrum had a bandwidth

of 42.3 nm with a central wavelength of 806.6 nm with a standard deviation of the central wavelength 0.03

nm. The central wavelength was obtained by fitting the spectrum with a Gaussian fit. Figures 4.21a and

4.21b shows the spectrum and spectral stability of the IR laser.

Further the SH spectra were obtained after the dichroic mirrors in the two beamlines. Figure 4.22a

shows the spectrum in log scale and it is clear that the SH intensity is 2 orders lower than the IR intensity.

High pass filters were used to filter out the IR and then the SH was optimized with an efficiency of ∼ 10 %.

HHG was tested in this configuration with the SH beams. There was no observable amount of XUV

generated for HHG in argon and xenon. This might be due to that fact that the energy at the focus was
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Figure 4.21: Spectrum and spectral stability of the IR laser measured before the BBO.

low due to low BBO efficiency coupled with multiple focal spots due to the presence of focused IR and

SH beams. The energy before the beam splitter in IR was nearly 2 mJ and after the dichroic mirrors, the

energy was less than 0.15 mJ in each beamline. With this energy per pulse and assuming ∼ 100 µm

diameter focal spot at the gas cell, the peak intensity at the focal spot is < 1014 W/cm2 which is at the

limit for generating HH in argon and xenon.
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Figure 4.22: Spectrum showing the contrast in intensity between IR and SH using dichroic mirrors and
high reflecting laser line mirrors.

The experimental setup was modified using a lens with a shorter focal length of 500 mm to decrease

the focal spot size, which in turn increases the peak intensity. The dichroic mirrors were replaced with

high reflecting mirrors at SH wavelength to increase the contrast between IR and SH. The thickness

of the BBOs used was increased to 500 µm for higher SH conversion efficiency and further moved the

experimental setup in-vacuum. The in-vacuum setup was to reduce the effect of the focused beam on the

vacuum window and also to contain the stray reflections of the IR and SH. Figure 4.23 shows a picture

of the experimental setup in-vacuum. One of the high reflecting SH mirror in the fixed beamline was

motorized in tip/tilt for adjusting the pointing of the HH beam in-vacuum. Further, the spectra of the SH in

the in-vacuum setup was measured. Figure 4.22b shows the intensity contrast between the IR and SH

spectrum. Here the SH intensity is 2 orders of magnitude higher than that of IR laser beam. After the

use of two highly reflecting mirrors at the SH wavelength, the IR was successfully filtered. The SH was
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Figure 4.23: Experimental setup for generating spectrally sheared HH sources at Salle Corail, LOA

optimized in intensity and with a thicker crystal, the efficiency increased to > 20 %. The SH spectrum and

spectral stability were measured after the high reflecting mirrors. Figure 4.24a shows the SH spectrum

with a central wavelength of 404.12 nm and FWHM of 8 nm. Figure 4.24b shows the spectral stability with

a standard deviation of central wavelength in the order of 0.01 nm over 100 acquisitions. The spectrometer

used was having a resolution of 01.4 nm and the standard deviation value obtained is statistical. It also

shows the laser and SH spectrum are quite stable.
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Figure 4.24: Spectrum and spectral stability of the second harmonic measured after BBO.

HHG was tested with the in-vacuum configuration and no XUV photons were detected by the

CCD. One of the reasons for this may be the stretching of the laser pulse duration due to GDD and TOD

introduced by the dielectric coating of the IR beam splitter. The IR beam splitter is 8 mm thick and made

of BK7 anti-reflection coating for near IR spectral region. This was tested by changing the intensity beam

splitter with wavefront beam splitter. A rectangular metallic mirror was used as the wavefront beam splitter

and the beam was split with the upper part going through the delay line and lower part reflected to the

fixed beamline. At first, the HHG in argon was tested with the reflected beamline. Figure 4.25a shows the

footprint of HH recorded by the PI-MTE X-ray CCD in the experimental chamber. Further, the HHG from

the two beamlines was tested with the wavefront splitting geometry. Figure 4.25b shows the HHG with

two SH beams. However, it was not possible to move the two XUV beams close enough to overlap. The
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Figure 4.25: Footprint of HHG with wavefront splitting configuration of the tested SEA-SPIDER experi-
mental setup.

20 mm diameter Al filter used before the CCD to block the IR clipped most part of the XUV beam from the

delay line. In presence of the XUV beam from the delay line the intensity of the XUV beam from the fixed

line was also low. This might be due to refraction of XUV beams by the gas in presence of two SH beams.

The HHG with two SH pulses was optimized in a way to see the two HH pulses on the CCD,

however, no overlap was observed. This might be due to the design of experimental setup, which was

too tight to make movements and it was difficult to get a spatial separation of 1 mm between the two HH

beams at the source generation position using the tested geometries. Also, the energy of the laser was a

limiting factor when splitting the beam into two.

4.2.3.2 Experimental setup tested at VOXEL Lab, IST

The SEA-SPIDER experiment at VOXEL lab in IST was designed for nearly collinear propagation

for the two SH pulses. Figure 4.26 shows the schematic of the implemented SEA-SPIDER experimental

setup at the VOXEL lab, IST.

Figure 4.26: Schematic of the SEA-SPIDER experimental setup at VOXEL Lab, IST.

The experimental setup uses two identical BBOs with a thickness of 200 µm and an aperture

of 10 mm. The IR laser at the VOXEL lab (2.2.2.3) is split into two replicas (delay beamline and fixed
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beamline) in intensity with a non-polarizing 50 : 50 beam splitter, BS1. The transmitted IR laser in the

fixed beamline is steered onto BBO 1 using mirrors M2 and M3 which are broadband dielectric mirrors

coated for high reflectivity at a central wavelength around 800 nm. After the BBO 1, a half wave plate

(HWP 12ω) is used to optimize the polarization of the SH pulses generated. The IR laser reflected from

the IR beam splitter, BS1 goes to the delay beamline and it passes through an IR HWP and then through

a delay stage followed by the BBO 2 and HWP 22ω. HWP 22ω has anti-reflection coating for the SH. All

high reflectivity coatings for the mirrors in the IR are centered around 800 nm and the SH mirrors are

centered around 400 nm. The split beams from the delay beamline and fixed beamline are recombined

with the beam splitter BS2. The two SH beams after this beam splitter are aligned co-linearly and steered

onto the lens using two highly reflecting dielectric mirrors for the SH, M8 and M9. A lens of focal length

of 750 mm is used to focus the two SH beam onto the gas cell of length 15 mm. Figure 4.27 shows a

Figure 4.27: Experimental setup for generating the SH and its spectrally sheared replica at the VOXEL
lab, IST

picture of the experimental setup for generating the SH and its spectrally sheared replica. After the gas

cell, the XUV generated is filtered from the SH using an Al filter of thickness 150 nm. The filtered XUV is

optimized by looking at the footprint using an XUV sensitive CCD. After optimization, the HH spectrum

is measured using an XUV spectrometer. The XUV spectrometer consists of a focusing mirror (ROC

-10 m) at a grazing incidence of 10◦ followed by a gold-coated flat mirror at a grazing incidence of 10◦, a

transmission grating (1000 lines/ mm) and an X-ray CCD. The focusing mirror can be moved in and out

allowing the observation of the direct footprint of the two XUV pulses generated.

The IR laser spectrum and stability in spectrum was measured using an Ocean Optics HR 2000+

spectrometer, which has a spectral resolution of 1.4 nm. Figure 4.28a shows the IR spectrum of the laser

with a FWHM of 43.6 nm at a central wavelength of 799.9 nm. The stability of the spectrum is plotted in

figure 4.28b and the laser central wavelength has standard deviation of 0.032 nm over the measured 100

acquisitions. The standard deviation calculated statistically is an order lower than the resolution of the

spectrometer.
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Figure 4.28: Spectrum and stability of the IR laser measured before BBO.
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Figure 4.29: Spectrum and stability of the second harmonic measured after BBO.

First the SH with 200 µm thick BBO was optimized with an efficiency of ∼ 20%. The optimized

spectrum of the SH is shown in figure 4.29a and it has a bandwidth of 7.62 nm with a central wavelength

of 404 nm. The spectral stability of SH is plotted in figure 4.29b.

Further the detuning of the BBOs phase matching angle to generate the spectrally sheared SH

was characterized. The figure 4.30a shows the variation of the central wavelength of the SH with respect

to the tuning of phase matching angle. 0◦ is the experimentally optimized phase matching angle for

maximum SH conversion efficiency. A phase matching angle change of > 1◦ was required to spectrally

shift the central wavelength of SH from the optimum phase matched position of ∼ 404 nm to ∼ 403 nm.

This change required in the phase matching angle is higher compared to the calculated values shown in

figure 4.19. Also, the intensity of the SH reduces with the detuning of the phase matching angle. Figure

4.30b shows the variation of intensity with respect to the tuning of phase matching angle.

After optimization of SHG, the experimental setup was aligned as shown in figure 4.26 without the

gas cell and XUV spectrometer. The SH beams were focused and the diverging beams were detected

using the XUV sensitive CCD at the end of the experimental chamber.The SH beams were separated in

height by adjusting the BS2 in the experimental setup and it resulted in generation of spatial interference

pattern. The separation was ∼ 1 mm at the focal spot between the SH beams before the adjustment.

With this source separation and a source to detector (here the screen) distance of 3.36 m, the interference
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Figure 4.30: Experimentally measured SH spectrum of the phase matching angle scan for SHG in a BBO
crystal.

fringe separation for the SH wavelength of 400 nm can be calculated theoretically using the equation [12],

∆x =
λ L
d

(4.34)

where λ is the wavelength of the incident beam, L is the distance between the source and detector and d

is the separation between the two source position. The fringe separation hence calculated is 1.34 mm.

Figures 4.31a and 4.31b show the interference pattern and its line-out along the horizontal direction, of

the recorded spatial interference, respectively. The interference pattern was recorded using the XUV
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Figure 4.31: Spatial interference obtained between SH and its spectrally sheared replica.

sensitive CCD. From the recorded image, the fringe separation was calculated as 2.5 mm. The longer

fringe separation observed in the SH corresponds to shorter source separation. The change in source

separation to a lower value might be due the final adjustments made to generate the spectral interference.

Using the equation 4.34, the source separation for the experimentally observed fringe separation is

calculated as ∼ 0.54 mm. The generation of the interference pattern with good contrast confirms that the

two SH pulses are at zero delay. These SH pulses were used to generate the HHs.

HHs were generated in argon at 15 mbar using the SH pulses from the delay beamline and the



4.2. ALL OPTICAL TEMPORAL METROLOGY OF XUV PULSES FROM HHG 107

fixed beamline with a separation of 0.54 mm between the two sources in a gas cell of length 15 mm. The

footprint of the HHs generated were recorded using an XUV sensitive CCD. The footprint of HH pulses

from the delay beamline and fixed beamline are shown in figure 4.32a and 4.32b, respectively. Both beam

were optimized at the same generation conditions and the images obtained were acquired over 400 ms.
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Figure 4.32: Footprint of HH beams from the two beamlines.

The next step of the experiment is to observe the interference between the two spectrally sheared

XUV beams and further measure the SEA-SPIDER signal. This requires measurement and optimization

of spectral shear between the two HH pulses. Further experiments are required to optimize the HHG,

measure the XUV spectrum of the pulse and its replica, and measure the spectral interference to finally

retrieve the pulse duration of XUV pulses from HHG.

4.2.3.3 Experimental realization of SPIDER for SH pulses

The temporal characterization of pulses in the blue-violet region of the electromagnetic spectrum

using methods such as autocorrelation is challenging since there are no nonlinear crystals with enough

phase matching bandwidth for this spectral region [184]. There are methods like FROG [143], non-

collinear autocorrelation using two-photon absorption in GaN photo-diodes [185] and cross-correlation

methods [184] available for blue-violet pulse characterization. However, among the above mentioned

methods only FROG can measure the spectral phase of the pulses and, it relies on iterative algorithms

and requires multiple shots. Here we introduce a SPIDER for the blue-violet region of the electromagnetic

spectrum. The spectral phase and pulse duration can be retrieved using the SPIDER algorithm without

iterative processes. Also, it can work in single shot operation.

The configuration of the experimental setup for SEA-SPIDER is shown in figure 4.26 was modified

to a SPIDER experimental setup for SH pulses. This was done by changing the spatial separation

to a temporal delay and using a spectrometer for the visible spectral region to measure the spectral

interference of the SH pulses. The SPIDER algorithm discussed in section 4.2.2.1 was used to retrieve

the SH pulse duration.

In the experimental setup, shown in figure 4.26, the SH and spectrally sheared replica were

generated. Figure 4.33a shows the spectrum of the pulse and its replica without any spectral shear
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Figure 4.33: Spectrum of the SH pulse and its replica.

between them. The pulse from the delay line in the experimental setup is considered as the main pulse

and the one from the fixed line is considered as the replica. The spectrometer used is USB4000 from

Ocean optics with an estimated spectral resolution of 1.1 nm. However, the measurements using this

spectrometer give ∼ 4 points per nm. The central wavelength and the FWHM is calculated from these

measurements. The pulse and replica have a central wavelength of ∼ 403.8± 1.1 nm and a FWHM of

∼ 7.5±1.1 nm . From the FWHM, the FTL pulse duration of the SH pulse can be estimated as ∼ 32±5 fs.

The spectrum of the replica of the pulse was spectrally shifted by ∼ 1 nm by detuning the phase matching

angle of the BBO. Figure 4.33b shows the spectrum of the pulse and its replica with a spectral shear of

∼ 1 nm.

The spectral interference between the pulse and the replica was recorded without the spectral

shear between them for calibrating the delay and measuring the calibration phase. Further, the spectral

interference is recorded between the pulse and replica with a spectral shear. Figure 4.34a shows

the spectral interference recorded. The FT of the spectral interference is shown in figure 4.34b and

frequencies at ∼ 170 fs and ∼ 300 can be seen. The delay between the pulses was estimated comparing

the interference peaks to numerically simulated spectral interference with delays of 170 fs and 300 fs.

In comparison, the delay was estimated to be ∼ 170 fs. The frequencies at ∼ 300 fs is may be due to

scattering of the pulses inside the spectrometer since the size of the beam was larger than the entrance of

the spectrometer. Figure 4.34c shows the phase part of the sheared and calibration spectral interference.

The spectral phase retrieved using the SPIDER algorithm is plotted in figure 4.34d along with the spectral

intensity. The spectral phase and the spectral intensity are used to reconstruct the electric field of

the pulse and the temporal intensity and are shown in figure 4.34e and figure 4.34f respectively. The

Gaussian fitting of the temporal intensity of the pulse gives a FWHM pulse duration of ∼ 39± 5 fs.

The measured pulse duration of the SH pulses is ∼ 1.2 times the FTL pulse duration. However,

the SH pulse and its replica travel in different paths in the experimental setup, i.e, the pulse is reflected by

a beam-splitter with multilayer mirror coating for wavelength around 400 nm and the replica is transmitted

through the same beam splitter. This might affect the pulse duration of the SH pulses. Further careful

analysis of the optics used and, the separate characterization of SH pulses from delay line and the fixed
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line using other methods of pulse characterization in this spectral region [184, 143, 185] is required to

verify whether the measured pulse duration is the real pulse duration.
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Figure 4.34: Reconstruction of the electric field of SH pulses using the SPIDER algorithm.

4.2.3.4 Modification and improvements required for experimental realization of a SEA-SPIDER

for XUV pulses from HHG at VOXEL lab, IST

The SEA-SPIDER experimental setup for XUV pulses from HHG was designed for HH beamlines at

Salle Corail, LOA and VOXEL lab, IST. The experiment at LOA was not completely successful. However,

the results from experiments at LOA helped to understand the necessity for nearly collinear geometry for

the pulse and its spectrally sheared replica. Further, the experiment was carried out at the VOXEL lab,
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IST. The SHG and phase matching was tested. Also, a SPIDER measurement for SH pulses was carried

out. However, experiment on optimizing HHG using SH pulses and measuring the spectral interference

between the XUV pulses are yet to be carried out.

Further testing, optimization, and modification for the experimental setup are necessary for suc-

cessfully completing the SEA-SPIDER experiment at the VOXEL lab. First, the SHG needs to be optimized

in the fixed and delay beamlines. The optimization involves tuning the phase matching of the BBO and

further verifying the spectrum of SH pulses with a spectrometer with sub-nanometer resolution. The

analysis of the SH spectrum from the two beamlines showed that even after two highly reflecting mirrors

for the SH pulses, the spectrum from the fixed beamline has a significantly high intensity of the IR

spectral components. Figure 4.35 shows the SH spectrum from the two beamlines in the SEA-SPIDER

experimental setup shown in figure 4.26. The presence of IR and SH pulses for HHG will result in the
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Figure 4.35: The spectrum of SH pulses from the SEA-SPIDER experimental setup.

generation of odd-even harmonics [90]. Also, the orthogonal polarization between the IR and the SH can

result in the generation of HH with some elliptical polarization [186, 187]. The HHs generated from the

fixed beamline can have elliptical polarization and compare to the HHs from delay beamline. This can

result in a condition where no interference can be observed since the two XUV pulses are not of the same

polarization [188]. To avoid this scenario, further optimization of the SHG in the fixed beamline needs to

be done and also more high reflecting mirrors for SH pulses needs to be placed in the experimental setup

to completely filter out the IR. Since the SH pulses from the delay beamline and the fixed beamline pass

in different optical paths, their pulse duration may be different. Hence, the pulse duration of SH pulses

needs to be measured individually by using a cross-correlator or a FROG setup [184, 143]. Further, the

SHG needs to be optimized to have nearly same pulse duration for the two SH pulses to ensure the same

generating conditions for the two XUV pulses. Also, the fine-tuning the separation between the SH pulse

and its replica at the focus needs to be done with better accuracy and control. The separation can be

verified by analyzing the spatial interference between the SH pulses.

After the optimization and verification of SHG, we should be able to generate the XUV pulse and

its spectrally sheared replica. However, generating the two XUV pulses with a separation of ≤ 1 mm and
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maintaining the same alignment as that of the SH pulses is a difficult task. The spatial overlap between

the XUV pulses can be checked by looking at the footprint of the two XUV pulses on the XUV CCD

before moving to the XUV spectrometer setup. With a vertical separation of ≤ 1 mm between the two

XUV pulses at the focus of the SH pulses, the fringe separation can be estimated as ≥ 100µm and this

corresponds to ∼ 8 pixels in the XUV CCD in the experimental setup. With careful optimization of SHG,

HHG and XUV beam alignment, the SEA-SPIDER for XUV pulses from HHG in gases can be realized at

VOXEL lab, IST.

4.3 All optical temporal metrology of XUV free-electron laser

An all-optical temporal metrology for XUV pulses from a free electron laser (FEL) was carried out at

the FERMI FEL in the Elettra Synchrotron Facility in Trieste, Italy [24]. The all-optical temporal metrology

was based on an autocorrelation of the XUV pulses from the FEL using four-wave mixing (FWM) in the

XUV [63, 189] as the nonlinear process. The principle of FEL operation, FWM, and the experiment results

are presented in this section.

4.3.1 Introduction to Free electron laser

FELs are XUV source similar to HHG except it gives a higher number of photons [21, 149]. Unlike

HHG, the FELs are not tabletop devices. FELs are generally large facilities with high maintenance cost.

A FEL consists of a source of relativistic electrons and an undulating magnetic field. The electrons

accelerated to relativistic velocities passes through periodically aligned magnets with alternating polarity

known as an undulator. This results in a sinusoidal oscillatory motion of the electrons. In the laboratory

frame, the undulator has a period of λu and for the relativistic electrons, this period is given by λ∗=

λu/γ, where γ is the Lorentz factor. The electrons oscillating in the magnetic field emit radiation like an

oscillating dipole with a frequency of ω∗ = 2πc/λ∗ [190] . In the laboratory frame, one sees a strongly

blue-shifted wavelength for this radiation because of the Doppler effect and it is given by

λL ≈
λ∗

2γ
≈ λu

2γ2 (4.35)

Further, the radiation emitted by the undulator can contain the higher order harmonics of λL and thus the

wavelength of the radiation from the undulator can be expressed as

λm =
λL

m
, m = 1, 2, 3, ... (4.36)

The radiation emitted from the undulator adds up incoherently and thus the output power increases

linearly with the number of electrons added along the length of the undulator. A coherent addition of the

undulator radiation is made possible by the modulating the electrons in the undulator with an electric field

to form microbunches. The microbunching of electrons will result in a quadratic increase of the output

intensity with the number of electrons [190]. In case of the FEL with the emission of radiation in the

XUV, the amplification of radiation occurs in a single pass through the undulator. Figure 4.36 shows the
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schematic of the undulator operation. There are two main single pass FEL configurations. The first is

Figure 4.36: Schematic of oscillatory motion of an electron in an undulator [190, 86]

based on self-amplified spontaneous emission (SASE) [190, 191]. In a SASE FEL, the radiation emitted

by the electrons along the undulator itself acts as the modulating field for creating the microbunches. Self-

amplifying SASE FELs have the disadvantage of fluctuations in energy and spectrum. The second type of

FELs are called the seeded FELs and are based on seeding the electron beam with a coherent external

optical source and the higher order harmonics of external seed is generated by the process of high gain

harmonic generation (HGHG) [190]. In a seeded FEL the accelerated electrons first pass through an

undulator called the modulator where the electron beam is seeded with an external coherent source. The

electrons traveling in a sinusoidal trajectory are modulated in energy with the field of the external source

and the modulator magnets are adjusted to be in resonance with the external seed wavelength. The

electron beam then goes through a dispersive element which results in the microbunching of the slow and

fast electrons. After the dispersive element, the electron beam goes through an undulator called radiator

where the magnets are placed with a period which corresponds to the FEL output frequency. The FEL

pulse emitted after the radiator has higher order harmonics of the seed frequency [190]. Figure 4.37

shows the schematic of a seeded FEL [192].

Figure 4.37: Schematic of a seeded FEL [192]

4.3.1.1 FERMI FEL at Elettra Synchrotron, Trieste, Italy

The Free Electron laser Radiation for Multidisciplinary Investigations (FERMI) FEL is a part of the

Elettra synchrotron facility in Trieste, Italy. The FERMI FEL is a seeded FEL and works on the principle of
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high gain harmonic generation with an external seed [193, 194, 195]. It can work in two configurations, a

single cascade configuration called the FERMI FEL 1 [194] and a double cascade configuration called

the FERMI FEL 2 [195]. The FEL 1 is seeded by an optical laser with a central wavelength of ∼ 260 nm

(3rd harmonic of Ti:Sa laser with central wavelength around 800 nm) and a pulse duration of ∼ 140 fs

[175, 196]. FEL 1 generates the harmonics of seed laser frequency by the process of HGHG and the

generated harmonic wavelength is given by

λFEL1 =
λseed

h1
(4.37)

where λseed is the seed laser wavelength and h1 is the harmonic order in FEL 1. Figure 4.37 shows the

schematic of the FERMI FEL 1. The bandwidth of FEL 1 under standard operating conditions is given by

[197]

∆ωFEL1 = h1/3
1 ∆ωseed (4.38)

where ∆ωseed is the seed laser bandwidth. Under normal operating conditions of the seeded FEL 1, the

FEL pulse duration can be estimated from the seed pulse duration (∆tseed) with the formula [175],

∆tFEL1 =
∆tseed√

h1
(4.39)

When the FEL is optimized for the maximum output energy called the saturated condition, the pulse

duration of the seeded FEL 1 can be estimated from the seed pulse duration (∆tseed) with the formula

[197]

∆tFEL1 = ∆tseed h−1/3
1 (4.40)

The major output parameters of the FEL 1 are listed in table 4.1 [194]. The FEL 2 works on the basis of

double stage cascaded system with a double harmonic conversion. In the double stage cascade the FEL

2 is self seeded with the output of the first stage [198, 195], the FEL 1. The output of FEL 1 is tuned and

adjusted to be seeded for the FEL 2. The FEL 1 output, relativistic electron beam and the XUV pulses

goes through a second modulator where the modulator magnets are adjusted to be in resonance with the

XUV pulse and the electron beam is modulated in energy with the electric field of the XUV pulse. After this

the electron beam passes through the second dispersive section after which it achieves micro-bunching.

The micro-bunches then goes through a second radiator where the harmonics of the XUV pulses (FEL 1

output) are generated [195]. The wavelength of the FEL 2 output wavelength is given by

λFEL2 =
λseed

h1 × h2
(4.41)

where h2 is the harmonic order in FEL 2. The bandwidth of FEL 2 under standard operating conditions is

given by [197]

∆ωFEL2 = (h1 × h2)1/3∆ωseed (4.42)
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Under normal operating conditions of the seeded FEL 2, the pulse duration can be estimated from the

seed pulse duration (∆tseed) with the formula [175],

∆tFEL1 =
∆tseed√
h1 × h2

(4.43)

In saturation condition, the pulse duration can be estimated from the seed pulse duration (∆tseed) with the

formula [197]

∆tFEL2 = ∆tseed (h1 × h2)−1/3 (4.44)

The figure 4.38 shows the schematic of the FERMI FEL 2. The major parameters of the FERMI FEL 2 is

listed in table 4.1.

Figure 4.38: Schematic of the two stage seeded FERMI FEL, Trieste [192]

Parameters FEL 1 (Single stage) FEL 2 (Double stage)

Wavelength (nm) 100 - 20 20 - 4

Energy per pulse (µJ) 20 - 100 ≤ 10

Energy Stability (RMS) 20 % 50 %

Output power (GW) > 2 > 1

Estimated pulse duration (fs) < 100 40 - 100

Repetition rate (Hz) 10 10

Table 4.1: Principle parameters for FERMI FEL [194, 193, 196]

4.3.2 Overview of four-wave mixing

FWM is a third order nonlinear effect [199, 63]. It is the lowest order nonlinear effect which does

not depend on the inversion symmetry of the medium. FWM involves interaction between three coherent

electromagnetic fields in a material to generate a fourth coherent electromagnetic filed. FWM is observed

when highly coherent and intense laser beams interact with nonlinear materials. The intense laser fields

incident on the material at an angle θ, interferes and creates a spatially dependent intensity or polarization

distribution on the material which changes its optical properties (refractive index and absorption). This

changes in the optical properties create grating like structures [199, 200]. The incident fields are diffracted

in the induced intensity gratings and the FWM signal generated at different positions are directed to a

certain direction depending on the phase matching condition of the incident beams [200]. The three
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incident beams in FWM process can be of the same frequency (called degenerate FWM) or of different

frequencies (non-degenerate FWM). The FWM can be described in terms of the change in polarization

induced by the high intense fields on the material. The induced polarization ~P can be written as [63, 199]

~P = χ(1) ~E1 + χ(2) ~E2 + χ(3) ~E3 + ... = ~P (1) + ~P (2) + ~P (3) + ..., (4.45)

where ~E is the electric field and χ is the nonlinear susceptibility. ~P (1) represents the linear part of

polarization and the ~P (2) and ~P (3) represents the nonlinear part with contribution from higher orders. In

the case of the FWM process, it is represented by ~P (3) as it describes the interaction between the three

fields. It is given by [199, 171]

~P (3)(~r) = χ(3)~E3 = χ(3)~E1(ω1,~k1)~E2(ω2,~k2)~E3(ω3,~k3)exp[i~k4.~r − iω4t ] (4.46)

where ~E1(ω1,~k1), ~E2(ω2,~k2) and ~E3(ω3,~k3) are the three input electric fields with their corresponding

frequencies ω and wave vectors ~k . ~k4 = ±~k1 ± ~k2 ± ~k3 is the wave vector for the fourth electric field

~E4(ω4,~k4) generated in the FWM process. For phase matching, the difference between the wave vectors

∆~k should be equal to zero. Figure 4.39a shows a possible FWM setup where two laser pulses with

frequencies ω1 and ω2, create the intensity grating in the presence of a third pulse with frequency ω3,

generates the FWM signal at a fourth frequency ω4. 2 θ is the angle between ω1 and ω2. θB is the angle

from the optic axis to ω3. Figure 4.39b shows the ~k diagram for the setup in figure 4.39a. The phase

(a) Schematic FWM geometry
(b) Wavevector diagram

Figure 4.39: Schematic of a possible FWM geometry [189]

matching condition for the FWM setup in figure 4.39a is given by [189]

~k4 = ~k1 − ~k2 + ~k3 (4.47)

Ultrashort laser pulses focused on a nonlinear material generates transient grating structures,

which are either standing or moving. They disappear in the absence of these short laser pulses. These

structures can probed with another beam and the resulting FWM signal can be used to probe dynamics

of processes which occur on ultrashort time scales [200, 171].

4.3.2.1 Four-wave mixing in the XUV

The study of FWM or in general nonlinear processes like second harmonic generation in the XUV

is limited because of the unavailability of high intensity sources in the XUV. After the advent of FELs with
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high intensities in the XUV [21, 22, 24], it is now possible to study the nonlinear process with XUV pulses

[169]. The FERMI seeded FEL with high intensity and highly stable coherent XUV radiation [194, 189]

enabled the study of FWM in XUV [189]. The schematic of the experimental setup for FWM in the XUV

carried out at FERMI FEL is shown in figure 4.40.

Figure 4.40: Schematic of transient grating generation in XUV at FERMI FEL (Inset: ~k diagram) [189]

In this experiment the FWM signal was generated by focusing two XUV pulses from the FEL and

an optical pulse which is the second harmonic of a Ti:Sa laser on a glass (SiO2) sample. The FEL pulses

subtend an angle of 2θ = 6.16 deg on the glass sample which was kept perpendicular to the bisector of

the angle between the FEL pulses. The transient gratings generated by the FEL pulses are probed with

an optical pulse. The optical pulse incident onto the sample at an angle of θB = 49.9 deg with respect to

the bisector of the angle between the FEL pulses. All the three pulses were in the same plane. The value

of the FEL wavelength, optical laser wavelength and the angles subtended by the pulses at the samples

were calculated based on the phase matching condition and it is given by [189]

λEUV sin(θB ) = λoptsin(θ) (4.48)

The direction of propagation of the FWM signal is given by

~kFWM = ~kEUV1 − ~kEUV2 + ~kOpt (4.49)

where ~kFWM , ~kEUV1, ~kEUV2, ~kOpt are the wavevectors of the FWM signal, EUV1, EUV2 and the optical pulse

respectively. Here EUV represents extreme ultraviolet radiation from the FEL.

4.3.2.2 Autocorrelation using transient gratings

The generation of transient gratings in a nonlinear medium by coherent laser pulses can be used

to measure the pulse duration of the laser pulses [201]. The variation of the transient grating efficiency
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can be measured with respect to the delay between the coherent laser pulses using a probe pulse and

the transmitted intensity of the probe pulse can be modeled as the autocorrelation between the two

laser pulses. The pulse duration can be then deduced from the FWHM of the intensity of autocorrelation

assuming a Gaussian or sech2 according to the pulse shape of the laser pulses. With transient gratings,

for pules whose coherence time τc is nearly equal to the Fourier transform limited laser pulse duration

τp, i.e, τc ≈ τp, the autocorrelation yields the pulse duration as per equations 4.1 and 4.2 [201]. The

coherence time τc is given by [12]

τc =

√
2 ln2/π
∆ν

(4.50)

where ∆ν is the spectral bandwidth in Hz. The autocorrelation function in equation 4.1 can be rewritten

considering the effect of the coherence of the pulses as [201]

IAC (τ ) =
∫

I(t)I(t + τd)dt + |Γ(2)(τd)|2 (4.51)

where Γ(2) is the second-order coherence function and τd is the delay between the pulses in the auto-

correlation. When the laser pulse duration is not at the FTL, i.e, τc � τp, the equation for the intensity

autocorrelation using the transient gratings method can be written as [201]

IAC (τ ) =
τc

τp

∫
I(t)I(t + τ ) + |Γ(2)(τd)|2 (4.52)

The autocorrelation function is lower in this case by a factor of τc/τp. This can result in sharp spikes in

the intensity autocorrelation curve [201]. In this case, the autocorrelation measurement gives not the

pulse duration but the coherence time of the pulse [201].

4.3.3 Experimental results

The goal of the experiment was to measure the pulse duration of FERMI FEL 2 using an all-optical

method. Previous measurements were done mainly using indirect methods which are based on electron

spectrometers and modeling [202, 175]. The all-optical methods have the advantage that it is direct and

requires no modeling. The all-optical method used is based on transient gratings based autocorrelation

[201, 139] between the XUV pulses from the FEL.

For the autocorrelation, based on the generation of transient gratings, between the XUV pulses

from the FEL, the nonlinear process involved is four-wave mixing (refer section 4.3.2.1) [189]. Here the

delay between the FEL pulses is scanned in presence of the optical laser and the corresponding FWM

signal is recorded as the autocorrelation signal.

4.3.3.1 Description of the experimental setup

The autocorrelation measurement was carried out at the DiProI (Diffraction and Projection Imaging)

beamline at the FERMI FEL [203] which is mainly used for coherent diffraction imaging. The schematic of

the experimental setup for pulse duration measurement is shown in figure 4.40. A picture of the DiProI

beamline is shown in figure 4.41. The FEL beam entering the beamline is first focused by the K-B optics
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Figure 4.41: Experimental setup at MiniTIMER delay line, DiPROL, FERMI FEL [204]

[117] focusing setup in chamber 1 onto the sample position in the chamber 2, DiProI chamber. The DiProI

chamber has the MiniTIMER [204], a compact split and delay line placed before the sample position.

Figure 4.42: Schematic of the experimental setup at the MiniTIMER delay line, DiPROL, FERMI FEL.

The schematic of the FWM experimental setup with the MiniTIMER split and delay line is shown

in figure 4.42 [189]. The setup consists of three carbon coated mirrors M0, M1 and M2 with a length

of 70 mm each. The mirror M0 which is positioned in grazing incidence splits the incoming FEL beam

in the wavefront and the downstream mirrors, M1 and M2 control the spatial and temporal separation

between the split beams on the sample [189]. The design of positions of mirrors M0, M1, M2 and sample

corresponds to a parallelogram geometry with beam splitting angle (2α) equal to the beam crossing angle

(2θ) at the sample. The designed distances of the split delay setup is d1 = d2 = 125 mm and 2α = 2θ = 6◦,

which corresponds to a zero delay between the split FEL beams. The MiniTIMER setup can scan up to a

delay of ± 500 fs and also the angle 2α can be changed in the range of 3◦ - 9◦. All the components in the

experimental setup are fixed on motorized multi-axis stages and can be moved in vacuum during the

experiment.

The third beam in the FWM, the optical pulse interacts with the sample at an angle of θB with

respect to the normal of the sample. The optical pulse used is generated by SHG in a BBO crystal

with a fraction of the Ti:Sapphire laser that is used to seed the FERMI FEL. Since both the seed pulse



4.3. ALL OPTICAL TEMPORAL METROLOGY OF XUV FREE-ELECTRON LASER 119

and optical pulse in the experiment have the same origin, the jitter between the FEL pulses and the

optical pulse can be optimized to < 10 fs, which is much shorter than the expected FEL pulse duration.

Hence, we can assume jitter free operation between FEL pulses and optical pulse. The SH has a central

wavelength of 392.8 nm and it is coplanar to the FEL pulses. The optical pulse is focused on the target

at a point where both FEL pulses interfere using a 700 mm plano-convex lens. The angle θB can be

manipulated in the range of 47◦ - 51◦. The delay between the FEL and optical pulse can be tuned from

−10 to 300 ps. All the experimental setup is pre-aligned using a Ti-Sa laser before using the FEL. The

spatio-temporal overlap of the FEL and optical pulses is obtained by a cross-correlation method based on

the transient reflectivity of the FEL beams on a solid Si3N4 reference sample [189]. Figure 4.43a shows

(a) MiniTIMER (b) Experimental setup for FWM

Figure 4.43: Experimental setup at DiPROI, FERMI FEL [204]

a picture of the split and delay system in the MiniTIMER beamline. Figure 4.43b shows the picture of

experimental setup for FWM inside the DiProI chamber with the MiniTIMER. The FWM signal generated

is recorded by an X-ray PI-MTE 2048B CCD.

4.3.3.2 Results

The pulse duration of the FERMI FEL 2 was measured using an all optical autocorrelation method

based on transient gratings. The transient gratings were generated by two XUV pulses from the FEL 2 on

a solid Si3N4 sample in a process called FWM.

The FEL was operating under saturated conditions. The averaged spectrum of FERMI FEL

2 measured over 50 acquisitions is shown in figure 4.44. The central wavelength of the FEL 2 was

∼ 16.49 nm which corresponds to the 16th harmonic of the seed laser. Since it is the FEL 2, the 16th

harmonic is combination of 4th harmonic of the seed laser generated by the FEL 1 and further the 4th

harmonic of the FEL 1 generated by the FEL 2 [196]. The spectrum has a bandwidth of ∼ 0.02 nm.

The autocorrelation measurement of the FEL 2 pulse duration was carried out by changing the

delay between the two FEL pulses using the MiniTIMER split and delay system and recording the

corresponding FWM signal. Figure 4.45 shows the plot of autocorrelation signal.

The two XUV pulses from FEL 2 are assumed to have a Gaussian pulse distribution and hence

the autocorrelation signal is also assumed to have a Gaussian distribution. However, the autocorrelation
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Figure 4.44: The averaged spectrum of FERMI FEL 2 measured over 50 acquisitions.
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Figure 4.45: The transient grating based autocorrelation signal measured for FERMI FEL 2.

signal obtained in this experiment using the transient grating method is not a Gaussian. From the section

4.3.2.2, it can be inferred that the autocorrelation signal deviates from a Gaussian when the τc < τp and

only the peak of the signal remains [201]. In our experiment our dynamic range of the measurement is only

good enough to record the peak and not the complete autocorrelation signal. Hence, the autocorrelation

signal is shown figure 4.45 is only the peak of the signal and does not give the pulse duration of the XUV

pulses from FEL 2.

However, Trebino et al., have shown that the autocorrelation method based on transient gratings

can also be used to measure the coherence time of the ultrashort laser pulses when the coherence time is

lower than the pulse duration [201]. From the current transient grating based autocorrelation measurement

shown in figure 4.45, the coherence time of FEL 2 can be estimated as 35.5 fs.The theoretical value of
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coherence time for the FEL 2 is calculated using the equation 4.50 where, ∆νFEL2 is obtained from the

FEL 2 spectrum. The theoretically calculated τc is 30.11 fs. The measured coherence time for FEL 2 is

∼ 1.2 times the calculated coherence time.

The all-optical transient grating based autocorrelation method for pulse duration measurement of

the FERMI FEL 2 was carried out. Although we successfully measured transient four-wave mixing in the

XUV, the autocorrelation signal did not measure the pulse duration. Instead, the coherence time of the

FEL 2 pulses was measured. To measure the pulse duration of the FEL 2 using the transient grating

based autocorrelation method requires the pulses to be near FTL. Compressors designed for XUV can be

used to compress the FEL 2 pulses to near FTL and the transient grating based autocorrelation method

can be used to measure the temporal duration of these pulses.
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Chapter 5

Conclusions and perspectives

This thesis includes work performed on the generation and spatio-temporal characterization of

XUV sources. Most of the work was carried out with HHG as the source of XUV pulses. The major part of

the thesis is experimental work supported by numerical calculation for the experiments. The experiments

were carried out in collaboration with the following research institutes: LOA - France, Queens University

Belfast - UK, Helmholtz Institute Jena - Germany, FERMI FEL - Italy, DESY - Germany and Imagine Optic

- France, a company specialized in optical metrology and its applications.

The major conclusions, achievements for the work done in this thesis along with future perspectives

are presented in this chapter.

5.1 Conclusions

The major conclusions obtained during this thesis work are listed below.

The XUV source generation:

v HHG was optimized in energy and photon counts in different laboratories using different laser

systems. The optimization conditions and the XUV beam parameters obtained are compared and

are listed in table 2.5.

v The HHs generated were also characterized in the spectrum and spatial intensity distribution.

v An experiment of HHG in solid was performed at JETI200, Helmholtz Institute, Jena, Germany. The

solid HHG conditions were optimized to generate HH under CWE and ROM mechanisms.

Spatial metrology of XUV optics and sources:

v An XUV Hartmann WFS was calibrated in collaboration with Imagine Optics with a wavefront

accuracy of ∼ λ/29 RMS considering a central wavelength of λ = 32 nm for the XUV source.

v A novel high-NA XUV Hartmann WFS was calibrated for the first time with a wavefront accuracy of

∼ λ/6 RMS considering a central wavelength of λ = 32 nm for the XUV source.

123
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v Multilayer mirrors with three different central wavelengths were calibrated in wavefront using the

high-NA XUV WFS. The results are listed in table 3.1. The wavefront of a toroidal mirror at grazing

incidence was measured using the high-NA XUV WFS and preliminary optimization was carried out

with a ∼ 40 % enhancement of intensity at the focus.

v The wavefront of XUV sources from HHG in gases was optimized using XUV WFSs in at LOA and

L2I. The wavefront of HH from solids was measured using the calibrated high-NA XUV WFS for

the first time. The major wavefront errors for the wavefront characterized XUV sources are listed in

table 3.6.

Temporal metrology of XUV sources:

v An all-optical method using SEA-SPIDER for temporal metrology of XUV pulses from HHG in

gases was proposed. A SPIDER algorithm was developed and numerical simulations were carried

out using this algorithm to determine the experimental parameters required. Experiments for

SEA-SPIDER was carried out at Salle Corail, LOA and VOXEL lab, IST.

v A pulse characterization method based on SPIDER was introduced for the blue-violet spectral

region. Numerical simulations were carried-out for pulse with spectrum around 400 nm using a

SPIDER algorithm developed. First experiments on SPIDER in the blue-violet spectral region was

carried-out at the VOXEL lab, IST and the results are presented.

v An all-optical temporal metrology method based on autocorrelation using FWM in the XUV was

implemented at the seeded FERMI FEL 2. This method was used to measure the coherence time

of the XUV pulses from FEL 2 and the measured coherence time was ∼ 1.2 times the calculated

coherence time.

5.1.1 Achievements

The major accomplishments of this thesis work are listed below.

v HHG was first tested and optimized in energy using the in-house built diode-pumped Yb:CaF2 /

Yb:YAG laser. The wavefront of HH generated by the long pulse laser was also measured and

optimized in collaboration with DESY, Germany. The wavefront measurement of HHG using long

pulse lasers was done for the first time to our knowledge. These results were published in early

2017 [137].

v HHG at the HH beamline in the newly built Salle Corail, LOA was successfully carried out. Further,

the energy, spectrum and wavefront of HHG from gases was measured.

v A HH beamline was successfully established at the VOXEL lab, IST. The optimized XUV pulses

from HHG in gases was characterized in energy and spectrum. A SEA-SPIDER experimental setup

for XUV pulses was deployed with spectral shearing in the SH pulses. A SPIDER measurement

was carried out for the SH pules using the same setup and a publication is being written on this.
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v An XUV WFS was calibrated in collaboration with Imagine Optics, France with a wavefront accuracy

of ∼ λ/29 RMS, which is now used at the HHG beamline, ELI beamlines, Prague, Czech Republic.

v A high-NA XUV Hartmann WFS was calibrated in collaboration with Imagine Optics, France and

Centre for plasma physics, Queen’s University Belfast, UK with a wavefront accuracy of ∼ λ/6 RMS

at the Salle Corail HH beamline, LOA. A publication is being written on this work.

v The wavefront of HHG from solids was measured under different generation conditions for the first

time to our knowledge at JETI200, Helmholtz Institute, Jena, Germany in collaboration with LOA,

Imagine Optics, and Centre for plasma physics, Queen’s University Belfast.

v The coherence time XUV pulses from the FEL 2 was measured using an autocorrelation method

based on transient gratings.

5.2 Perspectives

In this section, the possible applications based on the results of this thesis are discussed. The

major future perspectives of the current thesis work are as follows:

v The optimized XUV beam from HHG in gases at L2I using the diode-pumped Yb:CaF2 / Yb:YAG

laser system provides ways to probe the plasma created by the same laser system with higher

pulse energies. The wavefront characterization of this optimized XUV source also can be used to

measure the refractive index of plasma created by laser.

v The calibrated high-NA XUV WFS can be now used for full optimization of toroidal mirror focus.

A Schwarzschild objective [134] can be used to create a tight focus which in turn gives a highly

divergent beam and this can be used to test the high-NA XUV WFS.

v The high-NA XUV WFS can be used to further measure and optimize the wavefront of HHG from

solids. The measured solid HH wavefront can be used along with the reconstructed intensity to

backpropagate to the HH source to study the changes at the plasma source.

v The spatio-temporal characterization of attosecond lighthouses can be performed by using the high-

NA in-vacuum XUV WFS. Multiple high-NA in-vacuum XUV WFS can be used for simultaneously

characterizing the wavefront of the isolated attosecond pulses.

v The all-optical temporal metrology method based on SEA-SPIDER can be effectively implemented

by carefully choosing the optics and introducing a spectral shear in the replica of driving laser.

Further a HH beamline with high stability in terms of pointing and energy is required.

v The SEA-SPIDER experimental setup can be modified with a visible spectrometer to measure the

pulse duration of the SH.

v The transient grating based autocorrelation method can used to measure the pulse duration of the

XUV pulses from the FERMI FEL 2 after compressing the pulses using an XUV compressor, to near

FTL.
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The possibility of plasma probing with XUV radiation based on optimized HHG at L2I and a

holographic imaging technique with wavefront correction are presented.

5.2.1 Plasma diagnostics with XUV radiation

The change of the state of matter from solid to plasma is a topic of great interest as it involves the

transition through states of matter with densities close to solids which is present in the interior of large

planets [18, 17, 16]. The sub-picosecond time scale of the transitions near-solid density makes it difficult

to study these transient states of matter. Transmission diagnostics for solid density plasma are complex

and difficult to set up due to probes requiring to be in the X-ray spectrum [205, 206].

The critical density of solids for ultrashort optical lasers is in the order of 1022cm−3 and hence

they are not an option to probe a volume of near solid densities. For this reason, short wavelengths

have to be used [3, 20]. The wavelengths which can pass through near-solid densities are in the XUV or

X-ray spectral range. The critical density for a pulse with a central wavelength of 32 nm is in the order of

1024cm−3.The ultrashort probes available in the spectral range are FEL, HHG, and XRL. The use of XUV

pulses from HHG as a probe for plasmas is attractive since it is comparatively compact and easy to set

up in small laboratories.

XUV pulses have already been used in probing plasma states using methods like XUV interferome-

try [207], deflectometry [122], and spectroscopy [16]. Another technique to measure the refractive index

of plasma across the whole plasma region is using a wavefront sensor [38, 208]. Here we describe the

possibility of measuring the refractive index of a plasma created by the laser at L2I and probing it using

XUV pulses from HHG, generated by the same laser and detecting with an XUV WFS [137].

5.2.1.1 XUV wavefront studies for plasma characterization

The XUV WFS is based on the Hartmann technique has been proposed for measuring the change

in electron density [208] and refractive index [38] of high energy density plasma with XUV probes. The

use XUV WFS has the advantage over XUV interferometry [207] or deflectometry [122] that it can be

used over a wide wavelength range and it is experimentally simple to set up. Moreover, the XUV WFS

measures the changes in the wavefront perpendicular to the direction of the beam and it gives a 2-D map

of the deflection introduced by the plasma on the probe beam [208]. Also, the XUV WFS measures the

shift in the diffracted spot of the XUV probe by the Hartmann plate with respect to the same by a plain

perfect wavefront and hence it is not affected by the ambiguous 2π phase shift problems in interferometry

or deflectometry [208, 38].

A schematic of the proposed experimental setup is shown in figure 5.1. In the setup, the high

energy density plasma state is created by focusing an IR pump laser onto a thin film target. This plasma

state is probed with an XUV probe beam and it is detected using an XUV WFS. The WFS detects the

changes in the wavefront due to the changes in the plasma created in the presence of a laser. The XUV

wavefront with and without the pump beam are compared to get the actual changes or deflection in the

probe beam introduced by the high energy density plasma state.
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Figure 5.1: Schematic of basic experimental arrangement used for wavefront sensing of high-density
targets.

The HHs optimized and characterized in wavefront in L2I, IST (see section 3.4.1.2) can be used as

an XUV probe for measuring changes in plasma refractive index. The HHG in xenon gives harmonics with

stability in terms of pointing, energy, and spectrum with a 1.44 nJ per shot. Using the possibility of having

a high energy optically synchronized pump laser from the in-house built diode laser gives the possibility

of measuring the plasma created by this laser probed with the optimized XUV pulse. In [38] values for

the absorption and deflection of an XUV probe pulse in aluminum heated to warm-dense conditions are

estimated. The referenced values result from heating aluminum with a FEL, however, WDM can also

be produced with optical lasers as shown in [206, 209, 76]. At a temperature of 10 eV an absorption

coefficient of α ≈ 4.5× 106 is estimated for photons with an energy of 30 eV (∼ 41 nm), which leads to an

absorption of ∼ 75% in a 300 nm thick foil. For lower photon energies more absorption is expected. In

xenon, the HH order 23 with a wavelength of 44.7 nm has an energy of 13 % of the whole spectrum which

corresponds to ∼ 0.18 nJ. This corresponds to ∼ 2 × 106 counts in the XUV CCD camera used in the

experiment. For an area of 100 × 100 pixels on the CCD, this relates to 200 counts per pixel, which is

sufficient to be recorded in a single-shot acquisition. The deflection φ(x) of a beam in a plasma is given

by the gradient of the refractive index ∇n and the length of the plasma L by

φ(x) =
∫ L

0
∇n(x, z)dz (5.1)

where x is the transverse direction to the plasma and z the perpendicular direction. Following [38], the

biggest deflection of a HH probe beam, bigger than the created plasma at WDM conditions, is between

the cold Al foil and warmest part of the solid plasma at 10 eV temperature. For a plasma with a diameter

of 20 µm, a maximum beam deflection of 0.93 mrad is expected under these conditions. The measured

mean slope of the characterized HH source is 0.6 mrad with a standard deviation of 10 µrad, (see table

3.4) which is smaller than the expected beam deflections. Therefore, the plasma induced deflections are

more significant than the fluctuations of the probe beam.
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5.2.2 XUV imaging with wavefront correction

The development of coherent sources in the XUV and X-ray region such as Synchrotron’s, FEL,

X-ray lasers, HHG has resulted in the development of imaging techniques at short wavelengths. The

interest in XUV imaging techniques is largely driven by achieving better resolution than optical light and

extending XUV photon energies to the water window and beyond for biological imaging applications in

laboratory scale setups. To use XUV pulses in imaging systems, it requires focusing optics in the XUV.

Because of the optical properties of materials in the XUV spectral range most of the focusing optics

used are reflective optics at grazing incidence discussed in section 3.1.1 or diffractive optics such as

zone plates. The use of these optics often results in a beam with aberration like in the case of KB optics

[117] or toroidal mirrors. Hence, the use of lens-less imaging methods is advantageous when using XUV

beams.

One of the most common lens-less imaging methods is called coherent diffraction imaging (CDI)

[2, 34]. Although it is mainly performed in FEL’s for imaging of biological samples [2, 11], single shot CDI

experiments are possible with HHs [34]. In CDI, the object to be imaged is illuminated with coherent

XUV radiation and the resulting diffraction pattern produced is recorded. From the diffraction pattern, the

image can be reconstructed by using the Fresnel-Huygens equation [2]. Since the only intensity of the

diffraction pattern can be recorded, the phase information is retrieved from the intensity pattern using

iterative phase retrieval algorithms [2]. The phase information retrieved, along with the intensity recorded

is used to reconstruct the image of the object [2]. Since CDI typically only uses a single reflective optic to

concentrate photons onto the object and aberrations can be minimal, theoretically, there is no limit on the

resolution except the limit on the wavelength of the coherent light source.

Another lensless imaging technique in the XUV is Fourier transform holography (FTH) [42, 79].

In FTH, the diffraction of coherent radiation by an object along with the radiation from a reference is

recorded in the far-field. The reference aperture, usually circular and the object are assumed to be in

the same plane. The far-field diffraction, also known as Fraunhofer diffraction pattern in FTH contains

the information regarding the object and the reference. The object can be reconstructed by taking the

Fourier transform of the far-field diffraction pattern. Unlike CDI, FTH method does not depend on iterative

algorithm. One of the problems with FTH is that the resolution is also dependent on the reference hole

size and its position compared to the object. A lens-less method similar to FTH is in-line holography.

Unlike FTH, in-line holography does not require a reference beam and also no optics to focus the beam on

to the sample. In in-line holography, the sample is illuminated with a coherent beam and the interference

of light diffracted by the sample and the light which is transmitted around the sample is recorded by a

detector and the object is reconstructed from this intensity pattern [39, 210].

The use of lens-less imaging techniques in the XUV avoids the aberrations due to complicated

optical setups but the intrinsic aberration of the source reduces the resolution that can be achieved

with these techniques. To further improve the imaging quality it is necessary to improve the wavefront

aberrations of the imaging source [46]. In cases where the wavefront aberrations cannot be further

optimized, another option is to numerically correct for the wavefront aberration during reconstruction.
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In this section the possibility of in-line holography with wavefront correction for the XUV spectral

region is presented.

5.2.2.1 Wavefront correction for in-line holography

In-line holography is a simple realization of a holographic imaging technique. This method was

proposed by D. Gabor [211]. This is a lens-less imaging method and it does not involve the use of any

reference beams. In in-line holography, a plane or spherical wave is incident on the sample and the

hologram is created by the interference of light diffracted from the sample and the light transmitted without

interacting with the sample. This means that the sample and the reference waves travel in the same axis,

unlike FTH. This method has the advantage that it only requires the coherent source, object and the

detector. Since it does not involve any iterative algorithm, the image reconstruction is faster. Also, the

sample to be imaged does not need any special sample preparation such as the inclusion of reference

pinholes.

Figure 5.2 shows a scheme of the in-line holography setup with a coherent spherical beam. The

setup shows a diverging spherical beam illuminating the sample as it passes through and around the

sample and the hologram are recorded by the CCD. From the hologram, the image can be reconstructed

[212, 213].

Figure 5.2: Schematic of in-line holography imaging. Modified from [213]

In classical imaging, the resolution of the object depends on how well the different features of the

object can be resolved. Hence, it mainly depends on the detector resolution. In FTH or in-line holography,

the resolution of the imaging depends on how well the interference fringes formed by the reference and

object waves can be resolved. The theoretical lateral resolution is given by [210, 212, 213]

δlat =
λ

2 NA
(5.2)

where NA is the numerical aperture of the beam and it is given by NA = D/L where D is the beam

diameter and L is the source to detector distance. From equation 5.2, it can be seen that, for a higher

resolution, beams lower wavelength and higher NA is required.

In-line holography has been mathematically treated in earlier publications [212, 213]. The wavefront

correction for in-line holography has been numerically studied by Duarte, et al., [213, 214]. From the

numerical simulations it can be seen that by correcting the wavefront aberrations in the beam, the

reconstruction is better [213]. Figure 5.3a shows the object used in simulations for in-line holography.

Simulation was carried out for generating hologram of this object by in-line holography using a beam with

a known astigmatism. In the simulation, a source to object distance of 5 cm and an object to detector
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distance of 20 cm were considered. The wavefront aberration, i.e, the astigmatism simulated for the beam

is shown in figure 5.3b. The hologram obtained with astigmatic beam is used to reconstruct the object

[213]. Figure 5.3c shows the reconstructed image of the object without wavefront correction and figure

5.3d shows the reconstructed object by correcting the reconstruction with the known wavefront aberration.

From the two figures, it is clear that wavefront correction improves the quality of the image reconstructed

in in-line holography.

(a) Object (b) Wavefront with astigmatism

(c) Reconstruction without wavefront correction (d) Reconstruction with wavefront correction

Figure 5.3: Numerical simulations for in-line holography with wavefront correction. Taken from [213]

In-line holography has been already realized using XUV pulses [39] and it has been shown that for

a sub-micron resolution at an XUV wavelength of 30 nm, the NA of the source has to be > 0.015 [39].

Higher NA focusing optics can be used with the low divergent HHs to increase the resolution. However, for

wavefront correction, the currently available low-NA XUV WFS [128, 115] cannot be used. The recently

calibrated high-NA XUV WFS (NA ≈ 0.1) can be used to perform the wavefront correction for in-line

holography using the XUV pulses. The availability of high-NA XUV WFS makes it easier for measuring

the wavefront of the high-NA XUV source and later use it in the reconstruction. A schematic of a possible

experimental setup for wavefront correction in in-line holography in the XUV is shown in figure 5.4. The

XUV is generated through HHG by focusing the IR laser onto a gas cell. The sample is placed after a

filter, which filters the residual IR. After recording the hologram using an XUV sensitive CCD, the sample

can be removed from the beam and the XUV WFS can be placed to measure the wavefront of the XUV

beam used to create the hologram. Figure 5.4b shows the schematic of the XUV wavefront measurement
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setup. The sample can be reconstructed with the wavefront correction using the same method used for

simulations.

(a) Schematic of experimental setup for in-line holography using XUV beams.

(b) Schematic of experimental setup for wavefront measurement of the XUV beam used for in-line holography using
the high-NA XUV WFS.

Figure 5.4: Schematic of the concept of wavefront correction in in-line holography using XUV beams.
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generation with diode-pumped Yb:CaF2 / Yb:YAG laser” , PhD open day, IST, Lisbon, Portugal 2015.

6. Jayanath Koliyadu, Swen Künzel, Celso João, Gonçalo Figueira, Marta Fajardo, ”High-Harmonic
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[104] C. Thaury, F. Quéré, J.-P. Geindre, A. Levy, T. Ceccotti, P. Monot, M. Bougeard, F. Réau, P. d’Oliveira,
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