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Unhappy mortals! Dark and mourning earth!

Affrighted gathering of human kind!

Eternal lingering of useless pain!

Come, ye philosophers, who cry, “All’s well,”

And contemplate this ruin of a world.

Behold these shreds and cinders of your race,

This child and mother heaped in common wreck,

These scattered limbs beneath the marble shafts—

A hundred thousand whom the earth devours,

Who, torn and bloody, palpitating yet,

Entombed beneath their hospitable roofs,

In racking torment end their stricken lives.

To those expiring murmurs of distress,

To that appalling spectacle of woe,

Will ye reply: “You do but illustrate

The iron laws that chain the will of God”?

Say ye, ‘er that yet quivering mass of flesh:

“God is avenged: the wage of sin is death”?

What crime, what sin, had those young hearts conceived

That lie, bleeding and torn, on mother’s breast?

Did fallen Lisbon deeper drink of vice

Than London, Paris, or sunlit Madrid?

Voltaire, 1755

♥ Dedicated to my two- and four-legged family. ♥
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Resumo

Os indicadores urbanı́sticos e demográficos preveem que a distribuição espacial mantenha a

tendência irregular de crescimento privilegiado em zonas costeiras. No entanto, este crescimento

coexiste sem particular planeamento dos aglomerados, mesmo em regiões suscetı́veis de serem

afetadas por perigos de origem natural com potencial catastrófico, como os tsunamis com origem em

sismos de elevada magnitude. A resiliência societal e ambiental destas comunidades é, portanto,

substancialmente dependente do desempenho das estruturas implementadas ao longo da costa.

Todavia, tsunamis recentes com fonte regional ou local demonstraram que as estruturas previamente

expostas aos sismos podem perder parcial ou totalmente a sua capacidade de resistência ao

subsequente tsunami, evidenciando a escassez de critérios de dimensionamento a considerar o efeito

em cascata do sismo e do tsunami. No entanto, a caracterização do fenómeno natural e da respetiva

resposta estrutural é complexa e multidisciplinar, envolvendo várias incertezas epistémicas, domı́nios

multi-escala e processos multi-fı́sicos.

O principal objetivo desta dissertação é contribuir para caracterizar o fenómeno natural e o

comportamento de estruturas sujeitas ao efeito de cascata das ações do sismo e do tsunami. A

conceptualização da metodologia numérica contempla as diferentes etapas do problema, desde a

génese do evento até à resposta da estrutura, considerando as variáveis endógenas aos modelos

numéricos e exógenas inerentes ao processo fı́sico. Os esquemas numéricos e técnicas de

acoplamento usados para modelar as diferentes escalas espácio-temporais foram submetidos a um

exaustivo processo de verificação e validação, correlacionando as soluções numéricas com soluções

analı́ticas, dados laboratoriais e registos instrumentais de eventos reais.

A aplicação do conceito tem por objeto a infraestrutura que serve de Terminal de Contentores no

porto marı́timo de águas profundas em Sines se sujeito à ação em cascata do sismo e tsunami

semelhantes ao evento ocorrido em 1755. A estrutura está a ser alvo de um plano de expansão que

prevê aumentar o movimento, armazenamento e transporte de carga contentorizada, contribuindo para

o aumento da competitividade e visibilidade do Porto de Sines numa perspetiva global. A análise

numérica para desenvolver a caracterização da ameaça de multi-perigosidade e respetiva

vulnerabilidade estrutural considera a estrutura existente e as previsões de futuras configurações ao

longo do plano de expansão, permitindo identificar fatores com potencial para comprometer as

atividades correntes e de linha de socorro do porto, respetivamente em casos de funcionamento

normal e de emergência. Permite também servir de base para procedimentos de gestão de risco,

contribuindo para prever os impactos societais e ecológicos, assim como a escalabilidade para uma

situação natech. Das análises são derivadas recomendações de caracter preventivo que se inserem

no âmbito do desenvolvimento sustentável de infraestruturas costeiras criticas expostas ao perigo de

eventos tsunamigénicos extremos.

Palavras-chave: Multi-perigosidade de sismo e tsunami, Cascata de ações sı́smica e de

tsunami, Resposta estrutural sucessiva com efeito cumulativo das ações, Caracterização numérica da

interação fluido-estrutura
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Abstract

The spatial distribution of the world population is uneven with privileged concentration on coastal

regions. The trend is expected to continue in both demographic indicators and urban development rate,

being many coastal cities in seismic- and tsunami-prone areas built through informal and unplanned

settlements, exposing their population and assets to such hazards. The structural performance of the

built environment is one of the man-controlled variables that can influence the social, economic and

environmental resilience. Nonetheless, recent tsunami events raised the awareness for the threat of

earthquake and tsunami cascading effects on coastal structures and highlighted the paucity of structural

design criteria considering the cumulative effects of both. By being exposed to the ground-motion, the

structures’ resistance may decrease and become residual/non-existent to support the incoming tsunami,

implying an underestimation of the risk. Yet, the characterization of the natural phenomena and the

respective structural response is complex and multidisciplinary, involving various epistemic uncertainties,

multi-scale domains and multi-physical processes.

The key objective of this dissertation is to contribute for the characterization of structural behavior

due to cascading seismic and tsunami actions. The conceptualization of the numerical methodology

considers endogenous variables of the numerical models and exogenous variables intrinsically related

to the physical processes along various stages, from the genesis of the tsunamigenic event to the

corresponding structural response. Multiple numerical schemes and coupling techniques to model the

various spatial-temporal scales were subjected to an exhaustive benchmarking process, correlating

numerical solutions with data from analytic, laboratorial and instrumental records of real events.

The proof of concept consists of characterizing the structural behavior of a pile-supported quay

serving as terminal container at the Sines deep-water seaport due to the cascading effects of a

1755-alike earthquake and tsunami event. Moreover, the open-type wharf is in expansion phase to

increase the cargo capacity and the port competitiveness globally. Multiple configurations resembling

the current and future terminal infrastructure(s) were considered along the analyses performed to

characterize the multi-hazard effects on the structure and the respective structural vulnerabilities,

allowing to identify potential factors that jeopardize the port’s activities, such as current operations and

lifeline support, and predict both natech scalability and societal and ecologic impacts. From the

analyses are inferred structural recommendations of preventive nature towards the sustainable

development of critical coastal structures exposed to tsunamigenic hazard.

Keywords: Earthquake and tsunami multi-hazard, Cascade seismic and tsunami loading

pattern, Successive structural response accounting cumulative effects, Numerical fluid-structure

interaction, Multi-physics, Multi-scales

xi



xii



Contents

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Resumo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

List of Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi

1 Introduction 1

1.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Conceptual Methodology 7

2.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Risk management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.2 Disruptive events and governmental responses . . . . . . . . . . . . . . . . . . . . 11

2.1.3 Scientific and Technological Advances and Shortcomings . . . . . . . . . . . . . . 16

2.1.4 Performance of ports on regional-local tsunami-prone regions . . . . . . . . . . . . 24

2.1.5 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2 Conceptual Research Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.1 Macro-scale: generation and propagation . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.2 Meso-scale: propagation and site-effects . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.3 Micro-scale: loading and structural response . . . . . . . . . . . . . . . . . . . . . 31

2.2.4 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3 Theoretical models 35

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Characterization of tsunami action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.1 Lagrangian SPH-based numerical tool to solve NS equations . . . . . . . . . . . . 37

3.2.2 Eulerian FV-based numerical tool to solve SW equations . . . . . . . . . . . . . . 45

3.2.3 Coupled model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.3 Characterization of seismic action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

xiii



3.3.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.2 Ground motion field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.3 Ground motion accelerograms based on finite-fault method . . . . . . . . . . . . . 54

3.3.4 Design spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4 Characterization of structural behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4.1 Lagrangian FE-based numerical tool to solve motion equations . . . . . . . . . . . 59

4 Calibration process 63

4.1 SW-FV numerical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1.1 Analytical benchmark: solitary wave on a sloping beach . . . . . . . . . . . . . . . 63

4.1.2 Field benchmark: Tohoku-Oki, 2011 . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.1.3 SW-FV Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2 NS-SPH numerical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2.1 Moving boundary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2.2 Open boundary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2.3 Multi-phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2.4 Modified dynamic boundary condition . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2.5 NS-SPH Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 GMPE models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3.1 Ground motion fields of PGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3.2 Time-histories of acceleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.3 GMPE remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4 FE and constitutive models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4.1 Constitutive models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4.2 Soil-structure interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.4.3 FE remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5 Proof of Concept 91

5.1 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.1.1 Physical setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.1.2 Drag coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.2 Numerical data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2.1 NS-SPH model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2.2 SW-FV model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.2.3 Coupled model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.3 Physical-numerical correlation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.3.1 Hydrodynamic quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.3.2 Fluid-structure interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

xiv



6 Test-Case 123

6.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.3 Regional and local tsunamigenesis potential . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.4 Macro- and meso-scales: Cascading multi-hazard . . . . . . . . . . . . . . . . . . . . . . 130

6.4.1 Baseline solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.4.2 Enhanced solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.5 Cascading multi-hazard remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.6 Micro-scale: Successive structural analyses . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.6.1 Structural modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

6.6.2 Structural analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

7 Conclusions and Recommendations 181

7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

7.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Bibliography 191

A Eulerian SW-FV benchmarking: Tohoku-oki, 2011 tsunami A.1

B Coupled Eulerian-Lagrangian benchmarking: OSU experimental campaign B.5

B.1 Instrumental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.5

B.2 Measurement uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.5

B.3 Dirichlet boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.6

C Sines: test-case C.13

C.1 Container terminal of the Sines deep-water seaport . . . . . . . . . . . . . . . . . . . . . C.13

C.2 Expansion of the Sines container terminal . . . . . . . . . . . . . . . . . . . . . . . . . . . C.14

D Sines: cascading seismic and tsunami multi-hazard D.19

D.1 Parameters of tsunamigenic regional and local sources . . . . . . . . . . . . . . . . . . . D.19

D.2 Influences on tsunami arrival . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D.21

E Sines: successive structural response due to seismic and tsunami actions E.23

E.1 Modal analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E.23

xv



xvi



List of Acronyms

BC Boundary condition.

CFD Computational fluid dynamics.

CFL Courant Friedrisch Levy condition.

CPD Cell polynomial degree.

CWF Cadiz Wedge fault.

DOF Degree of freedom.

GBF Gorringe Bank fault.

GBTVF Gorringe Bank and Lower Tagus Valley faults.

GLET Great Lisbon earthquake and tsunami.

GMPE Ground motion prediction equations.

HSF Horseshoe fault.

HSCFSWIM Horseshoe, Corner and SWIM region faults.

MOOD Multidimensional Optimal Order Detection technique.

MPF Marquês de Pombal fault.

MPHSF Marquês de Pombal and Horseshoe faults.

MPPBF Marquês de Pombal and Portimão Bank faults.

MUSCL Monotonic Upstream-Centred Scheme for Conservation Laws technique.

MPPSF Marquês de Pombal and Pereira de Sousa faults.

PBF Portimão Bank fault.

PGA Peak ground acceleration.

RP Return period.

SVF Saint Vicent fault.

SW Shallow-water equations.

SWIM Southwest Iberian Margin.

NS Navier-Stokes equations.

FV Finite volume method.

FE Finite element method.

SPH Smoothed particle hydrodynamics method.

WIS Western Iberian Shelf.

ZH Hydrographic zero.

xvii



xviii



List of Tables

3.1 Regulatory seismic action. Parameters recommended by the national annex for the

calibration of the elastic response spectrum for the Portuguese territory [33]. . . . . . . . 56

3.2 Regulatory seismic action. Parameters recommended for the calibration of the Eurocode

8 power spectra (adapted from Paola et al. 2017 [359]). . . . . . . . . . . . . . . . . . . . 58

5.1 Computational settings for the numerical simulations. . . . . . . . . . . . . . . . . . . . . . 97

5.2 Numerical convergence. Unit: meter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.3 Physical benchmarking. Average disagreement between recorded physical quantities and

numerical solutions of hydrodynamic quantities. . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4 Physical benchmarking. Average disagreement between recorded physical quantities and

numerical solutions of forces and pressures exerted on the elevated structure. . . . . . . 114

6.1 Identification of the regional and local tsunamigenic sources. . . . . . . . . . . . . . . . . 130

6.2 Peak cascading hazard. Earthquake and tsunami maximum intensity measures for the

different structural configurations varying the leading measure (bold font). Identification of

the respective triggering source and respective literature reference. . . . . . . . . . . . . . 145

6.3 Peak cascading actions. Cascading earthquake and tsunami loading patterns for the

different structural configuration cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.4 Structural modeling: reinforcement scheme of the horizontal elements. . . . . . . . . . . . 161

6.5 Structural modeling: soil properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.6 Structural analysis: regulatory damage criteria of pile-supported wharves. . . . . . . . . . 167

6.7 Structural analysis: ultimate resistance of cross sections. . . . . . . . . . . . . . . . . . . 169

6.8 Structural analysis: summary behavior of pile-supported quay under cascading

earthquake and tsunami actions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

B.1 Experimental setup: instrumental setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.11

B.2 Experimental setup: percentage of coefficients of variation of maximum measurements. . B.12

D.1 Fault parameters of the single tsunamigenic sources: distance from the source to the site,

fault geometry (length and width), kinematics (strike, dip, rake and slip), soil rigidity and

moment magnitude. A value of 5 km was assumed to model the depth to the top parameter.D.20

xix



D.2 Fault parameters of the composed tsunamigenic sources: fault geometry (length and

width), kinematics (strike, dip, rake and slip), soil rigidity and moment magnitude. A value

of 5 km was assumed to model the depth to the top parameter . . . . . . . . . . . . . . . D.20

xx



List of Figures

2.1 Integrated local-tsunami risk management as a tool for decision-making. Hazard (orange),

vulnerability (green) and exposure (blue) factors of risk (red) in pre- and post-event stages. 10

2.2 The 1755 Lisbon earthquake and tsunami event contributed to the development of the

earthquake engineering concept, adopted in Lisbon’s reconstruction. . . . . . . . . . . . . 12

2.3 The 2004 Sumatra earthquake and Indian Ocean tsunami contributed for the development

of tsunami early warning globalisation and guidelines for vertical evacuation preparedness. 13

2.4 Refinement of hazard assessment maps and structural performance criteria were updated

after the 2011 Tohoku earthquake and Pacific Ocean tsunami. . . . . . . . . . . . . . . . 15

2.5 Examples of conceptual application of the proposed methodology to Kamaishi port in

Iwate prefecture due to the Japan 2011 earthquake and tsunami. The macro-, meso- and

micro-scaled frameworks are limited by orange, yellow and green lines, respectively. The

interfaces between frameworks are prescribed by boundary conditions, BC, represented

in blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.6 Schematic representation of the conceptual methodology. Three complementary

frameworks, defined in terms of spatial and temporal scales, are proposed to assess a

generic structural behavior due to cascading earthquake and tsunami actions. . . . . . . 34

3.1 Discretization of the continuum into discrete elements. Each finite element is an

independent geometric region of the domain over which equations with unknown

variables are defined using the governing equations of a mathematical model to compute

an approximate solution of the variable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 Lagrangian NS-SPH scheme: The principles of the SPH method in plane (left) and

elevation (right) views. A physical property of particle a is computed considering the

contribution of the neighbouring particles b weighted according to a smoothing-kernel

function, Wra,b, along a certain area of influence, h. . . . . . . . . . . . . . . . . . . . . . 38

3.3 Eulerian SW-FV: Notation for the shallow-water problem. . . . . . . . . . . . . . . . . . . . 46

3.4 Eulerian SW-FV scheme: The principles of the FV method. Notation for the spatial (left)

and temporal (right) discretization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5 Eulerian SW-FV: Hydrostatic reconstruction for wet-wet with constant bathymetry (left),

dry-wet (midle) and wet-wet with linear bathymetry (right). . . . . . . . . . . . . . . . . . . 49

3.6 SW-FV: MUSCL and MOOD techniques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

xxi



3.7 Finite fault: notation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.8 Regulatory seismic action. Generic form of the elastic response spectra. . . . . . . . . . . 56

3.9 Regulatory seismic action. Reference acceleration for Portugal mainland regarding

earthquakes of type I, inter-plate offshore far-field source (left) and type II, intra-plate

inshore near-field source (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.10 Regulatory seismic action. Generic form of the power density spectra. . . . . . . . . . . . 58

3.11 Lagrangian FE scheme: The principles of the FE method. Notation for the spatial

discretization. Each finite element is discretized onto a mesh using over which the

governing equations of momentum and material constitutive laws are defined to compute

the structural response. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.1 Validation of Eulerian SW-FV scheme: propagation of a solitary wave over a sloping

beach. Correlation between exact and numerical solutions. . . . . . . . . . . . . . . . . . 64

4.2 Validation of Eulerian SW-FV scheme: Tohoku-Oki, 2011 tsunami propagation at t =

1800 s. Location of the virtual gauges, V G, adopted to perform a numerical convergence

analysis, which correspond to deep-ocean DART21418 and coastal GPS806 buoys. . . . 65

4.3 Validation of Eulerian SW-FV scheme: convergence analysis of ∆x,y = 1500m, 700m

and 450m resolution grids, using MUSCL, minmod and vanLeer, and MOOD techniques,

to assess time series of η at deep-ocean and coastal locations. . . . . . . . . . . . . . . . 67

4.4 Validation of Eulerian SW-FV scheme: correlation between recorded and numerical data

using MUSCL, minmod and vanLeer, and MOOD techniques. . . . . . . . . . . . . . . . 68

4.5 Validation of Lagrangian NS-SPH scheme: piston-generated train of waves propagating

over a flat and sloping bottom and impacting a vertical wall. . . . . . . . . . . . . . . . . . 70

4.6 Validation of Lagrangian NS-SPH scheme: inlet zone prescribed at VG1 x = 0.38m using

hydrodynamic quantities from full domain simulation. Correlation between wave gauge

record and numerical solution of free surface elevation at VG2, x = 1.83m (left) and VG3,

x = 3.12m (right) computed with OBC and DBC. . . . . . . . . . . . . . . . . . . . . . . . 71

4.7 Validation of Lagrangian NS-SPH scheme: geometry of the experimental and instrumental

setup. Location of wave-gauges (H) and pressure-gauges (P). Unit: meter. . . . . . . . . 72

4.8 Validation of Lagrangian NS-SPH scheme: correlation between instrumentally-recorded

wave heights and corresponding numerical solutions computed at H1 (left) and H2 (right)

using single and multiphase models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.9 Validation of Lagrangian NS-SPH scheme: correlation between instrumentally-recorded

pressure and corresponding numerical solutions computed at P1 (left) and P2 (right) using

classic and modified boundary conditions models. . . . . . . . . . . . . . . . . . . . . . . 74

4.10 Validation of the peak acceleration: correlation between maps of peak accelerations

assembled from the records of the Japan strong motion seismograph networks during

the Japan, 2011 earthquake (left), and from synthetic data generated using OpenQuake

software (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

xxii



4.11 Validation of the acceleration series: correlation between instrumentally-recorded

accelerations and their corresponding synthetically-generated signals, for relatively close

(150Km) and distant (300Km) locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.12 Constitutive models. Stress-strain relationship calibrated for C35/45 concrete using

Popovic or Mander stress-strain relationship (top). Mander model representing the

stress-strain relationship of C35/45 concrete with unconfined and confined sections

(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.13 Constitutive models. Constitutive stress-strain relationship calibrated for S355 and S500

steel using Giuffre-Menegotto-Pinto stress-strain relationship. . . . . . . . . . . . . . . . . 82

4.14 Constitutive models. Behavior of pressure independent and dependent multi-yielding soil

materials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.15 Constitutive models. Constitutive relationships for pressure independent and dependent

multi-yielding soil materials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.16 Soil-pile interaction model. Response of soil and pile system to a horizontal load applied

in the head of the pile. Correlation between solutions using OpenSees and soil elements,

and OpenSees using springs to represent the soil (red lines in sub-figures) and L-Pile

(blue lines in sub-figures). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.1 Experimental setup: overview of geometry and instrumental disposition. All dimensions

are in meters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.2 Experimental setup: generation of unbroken- and broken-waves to impact an elevated

structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.3 Experimental calibration of drag coefficient: comparison of recorded and calculated forces

exerted on the structure, considering stationary Cd estimated to fit the peak of the wave

in the horizontal (left) and vertical (right) directions. Example considering the unbroken

wave case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.4 Numerical schemes: schematic summary of the numerical protocols, representing the

domains where the SPH and FV solvers are used and the Dirichlet boundary conditions

implemented, including transmissive (TBC) for the FV solver, moving (MBC) and open

(OBC) for the SPH solver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.5 Physical and numerical NS-SPH models. Visualizations of the numerical model and

results are created using Blender. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.6 Physical and numerical NS-SPH models. Evaluation of free-surface elevation along the

flume due to unbroken wave (WG1 sensor): (a) convergence, and (b) RMSE. Left and

right subfigures show 3D and 2D results, respectively. . . . . . . . . . . . . . . . . . . . . 100

5.7 Physical and numerical NS-SPH models. Evaluation of free-surface elevation along the

flume due to broken wave (WG1 sensor): (a) convergence, and (b) RMSE. Left and right

subfigures show 3D and 2D results, respectively. . . . . . . . . . . . . . . . . . . . . . . . 101

xxiii



5.8 Physical and numerical NS-SPH models. Evaluation of free-surface elevation near the

front of the elevated structure due to unbroken wave (USWG2 sensor): (a) convergence,

and (b) RMSE. Left and right subfigures show 3D and 2D results, respectively. . . . . . . 103

5.9 Physical and numerical NS-SPH models. Evaluation of free-surface elevation near the

front of the elevated structure due to broken wave (USWG2 sensor): (a) convergence,

and (b) RMSE. Left and right subfigures show 3D and 2D results, respectively. . . . . . . 104

5.10 Physical and numerical NS-SPH models. Evaluation of free-surface elevation in the back

of the elevated structure due to unbroken wave (USWG6 sensor): (a) convergence, and

(b) RMSE. Left and right subfigures show 3D and 2D results, respectively. . . . . . . . . . 105

5.11 Physical and numerical NS-SPH models. Evaluation of free-surface elevation in the back

of the elevated structure due to broken wave (USWG6 sensor): (a) convergence, and (b)

RMSE. Left and right subfigures show 3D and 2D results, respectively. . . . . . . . . . . . 106

5.12 Physical and numerical NS-SPH models. Trade-offs between modeling discretization and

computational effort. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.13 Physical benchmarking. Correlation between the mean ± standard deviation (error)

laboratorial data and the numerical solution obtained using the Lagrangian NS-SPH,

Eulerian SW-FV and coupled Eulerian–Lagrangian modeling configurations. . . . . . . . . 112

5.14 Physical benchmarking. Correlation between the mean ± standard deviation (error)

laboratorial data and the numerical solution obtained using the Lagrangian NS-SPH,

Eulerian SW-FV and coupled Eulerian–Lagrangian modeling configurations. . . . . . . . . 114

5.15 Physical benchmarking. Correlation between the mean ± standard deviation (error)

laboratorial data and the numerical solution obtained using the Lagrangian NS-SPH,

Eulerian SW-FV and coupled Eulerian–Lagrangian modeling configurations. . . . . . . . . 115

5.16 Physical benchmarking. Correlation between the analytical and the numerical solution

obtained using the Lagrangian NS-SPH model. . . . . . . . . . . . . . . . . . . . . . . . . 117

6.1 Test-case: a) global location of Europe, Portugal and Sines, b) location of the deep-water

seaport in Sines region and position of the container terminal in the port complex, c)

photography of Terminal XXI, d) photography of the constructive solution based on open-

typology, and e) two-staged expansions of the cargo hub of Sines deep-water seaport. . . 125

6.2 Test-case: frameworks to characterize the regional/local-tsunami threat in Sines deep-

water port, Portugal. Three stages encompassing multi-scale and multi-physics domains

are linked by boundary conditions, BC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

xxiv



6.3 Topo-bathymetric map with identification of tsunamigenic sources in Gulf of Cadiz region.

The solid black line represents a normal fault, while black dashed lines represent the

predominant thrust faults of the tectonic complex. White dashed lines represent

hypothetical fault ruptures. Acronyms of the tsunamigenic geological mechanisms: GBF

- Gorringe Bank fault, MPF - Marquês de Pombal fault, CWF - Cadiz Wedge fault, HSF -

Horseshoe fault, SVF - São Vicente fault, PBF - Portimão Bank fault, WIS - Western

Iberian Shelf, PS - Pereira de Sousa, TV - Tagus Valley (onshore), CF - Corner fault,

HSP - Horseshoe Plain, SWIM - Southwest Iberian Margin. . . . . . . . . . . . . . . . . . 128

6.4 Peak seismic hazard: range of PGA values for Sines site. The horizontal orange dashed

line represents the reference value of PGA derived from the conversion of macro-seismic

intensities maps. The horizontal blue dashed lines represent reference values from the

national annex of EC8 standards, for type 1 (far-field) events and considering return

periods of 1303− (class of importance IV) and 3000−years (return period of a 1755

GLET-alike event). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.5 Peak seismic hazard: PGA values derived from GMPE models considering the

attenuation law proposed by Atkinson and Boore 1995 and the multiple sources.

Reference values of PGA derived from conversion of macro-seismic intensities maps

and from the national annex of EC8 standards, for type 1 (far-field) events and

considering return periods of 1303− (class of importance IV) and 3000−years (return

period of a 1755 GLET-alike event). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.6 Tsunami hazard: topo-bathymetric variations resembling the future configuration of Sines

port with expansion of Terminal XXI (top) and Vasca da Gama Terminal (bottom). Black

dots represent virtual gauges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.7 Peak tsunami hazard: values of free surface elevation due to 1755 GLET-alike tsunami

around the cargo hub of Sines port. Reference value of ZH = 5m set to represent the

damaging potential of the tsunami hydrostatic effects on the container terminal(s). . . . . 141

6.8 Peak tsunami hazard: values of momentum flux due to 1755 GLET-alike tsunami around

the cargo hub of Sines port. Reference value of MF = 30m3s−2 set to represent the

damaging potential of the tsunami hydrodynamic effects on the container terminal(s). . . . 143

6.9 Peak seismic action: distribution of PGA from Sworst adopting the source rupture of the

composite Marquês de Pombal and Pereira de Sousa faults proposed by Terrinha et al.

2003 [449]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

6.10 Peak tsunami intensity measures for the different configuration cases. The left column

regards maximum free-surface elevation (m), while middle and right columns represent

tsunami maximum momenta flux (m3s−2) during inflow and outflow stages, respectively.) 147

6.11 Dynamic earthquake action: time-histories of seismic acceleration derived from various

Sworst. Stars representing previously estimated PGA values. . . . . . . . . . . . . . . . . 150

6.12 Dynamic earthquake action: correlation between elastic response spectra derived from

synthetic accelerograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

xxv



6.13 Dynamic tsunami action: modeling of the coupled configuration. . . . . . . . . . . . . . . 153

6.14 Dynamic tsunami action: particle image velocimetry of the three-dimensional NS-SPH

simulation of tsunami arrival at the container terminal to characterize the general flow

behavior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.15 Dynamic tsunami action: correlation between time-histories of horizontal tsunami force

characterized via semi-analytical SW-FV and built-in NS-SPH. . . . . . . . . . . . . . . . 155

6.16 Dynamic tsunami action: time-histories of tsunami force on the horizontal direction derived

from various Sworst and configuration cases. . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.17 Dynamic tsunami action: time-histories of tsunami force on the vertical direction derived

from various Sworst and configuration cases. . . . . . . . . . . . . . . . . . . . . . . . . . 158

6.18 Structural analysis: successive non-linear dynamic analysis. The first to fourth interval

corresponds to static loads, seismic acceleration imposed at the bed-rock level (pink),

tsunami pressures during inflow stage (blue) and tsunami pressures during outflow stage

(green). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.19 Structural configuration: constructive design of the container terminal(s). . . . . . . . . . . 162

6.20 Structural modeling: idealization of pile-supported soil-quay system for FE analysis.

Modeling variations include pseudo-3D and 2D domains and configuration of pile-beam

connections. Acronyms ’SP’ and ’SB’ stand for sections along pile or beam/slab,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

6.21 Structural modeling: ultimate N-M and yielding M-θ structural capacity of the cross

sections of the piles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

6.22 Structural analysis: modal analysis of the pseudo-3D soil-quay system. Representation

of the first six modal periods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

6.23 Structural modeling: preliminary verification. . . . . . . . . . . . . . . . . . . . . . . . . . 172

6.24 Successive structural response: main characteristics of structural behavior of the

soil-quay system in response to Sworst considering GBF triggering source proposed by

Grandin et al., 2007. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

6.25 Successive structural response: main characteristics of structural behavior of the soil-

quay system in response to Sworst considering HSF triggering source proposed by Ribeiro

et al., 2007. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

6.26 Successive structural response: behavior of the soil-quay system in response to Sworst

considering MPPSF triggering source proposed by Terrinha et al., 2007. . . . . . . . . . . 179

A.1 Validation of Eulerian SW-FV scheme: Tohoku-Oki, 2011 tsunami. Location of ocean

DART and coastal GPS buoys instruments. . . . . . . . . . . . . . . . . . . . . . . . . . . A.1

A.2 Validation of Eulerian SW-FV scheme: correlation between instrumentally recorded data

and numerical solutions computed at the correspondent V G using MUSCL, minmod and

vanLeer, and MOOD techniques. Cont. −→ . . . . . . . . . . . . . . . . . . . . . . . . . A.2

xxvi



A.3 Validation of Eulerian SW-FV scheme: correlation between instrumentally recorded data

and numerical solutions computed at the correspondent V G using MUSCL, minmod and

vanLeer, and MOOD techniques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A.3

B.1 Experimental setup: considerations for the benchmarking. Correlation between recorded

and filtered data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.6

B.2 Physical benchmarking. Influence of prescribing OBC to initiate partial domains of NS-

SPH models. Free surface elevation in the flume, WG2, due to unbroken and broken

waves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.7

B.3 Physical benchmarking. Influence of prescribing OBC to initiate partial domains of

NS-SPH models. Free surface elevation near the elevated structure, USWG1, due to

unbroken and broken waves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.8

B.4 Physical benchmarking. Influence of prescribing OBC to initiate partial domains of

NS-SPH models. Free surface elevation after the elevated structure, USWG5, due to

unbroken and broken waves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.9

C.1 Terminal XXI during construction works (left) and after conclusion (right). . . . . . . . . . C.13

C.2 Global maritime traffic, 2021. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C.14

C.3 Embryonic plans endeavouring the increase of Sines seaport cargo capacity. Adapted

from the parliamentary session at the Portuguese Assembleia da República, in 2014. . . C.15

C.4 Study of the environmental impact assessment for the third and fourth expansion stages of

the Sines seaport cargo hub. Adapted from the Environmental Impact Assess developed

by Nemus for Administração dos Portos de Sines e do Algarve S.A.. . . . . . . . . . . . . C.16

C.5 Presumable design configuration for the thrid and fourth expansion stages of the Sines

seaport cargo hub. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C.17

D.1 Peak tsunami hazard: physical and modeling sources of uncertainty influencing Hmax

profiles acquired at the dry-wet interface of Sines coast, t = 0 s. . . . . . . . . . . . . . . D.21

E.1 Structural analysis: modal analysis of 2D soil-wharf system. Representation of the first

six modal periods considering SP1 (left) and SP1∗ (right) configurations. . . . . . . . . . . E.23

xxvii



xxviii



Chapter 1

Introduction

Historical records from 426 B.C. describe the first correlation between tsunamis and ocean

earthquakes by the historian Thucydides in Greece [1].

Chapter 1 is dedicated to contextualize the tsunami engineering subject and outline the objectives

and expected outcomes of the dissertation.

1.1 Contextualization

Intensive regional development promoting disparities between coastal and inland regions

constitutes an issue in policy making. The global demography in coastal regions highly constrains

ecologic, social and economic aspects of sustainability. Moreover, such regions are often prone to

unpredictable and destructive natural hazards, potentially evolving to natech hazard, and leading to

catastrophic scenarios. The paucity of legislation envisaging a preventive perspective that translates

hazard assessments into land management and structural performance criteria jeopardizes the whole

concept of sustainable development.

Of all hazards, tsunamis represent one of the hazardous threats for coastal communities. The

scenario of settlements concentration in low-lying coastal cities tend to become worst considering the

projection of the world population growth, which doubled in the last forty years. Moreover, the statistics

used for the tsunami risk management typically address only local inhabitants, missing the large

variation posed by tourism contributions [2]. The contribution of science and technology to efficiently

characterize tsunami hazard and design more resilient communities is fundamental to stakeholder and

politic decision-making.

In response to recent major tsunami disasters, as the 2004 Indonesian and 2011 Japanese, risk

management strategies have been developed based on the fundamental principles of land use,

emergency management and structural and non-structural countermeasures [3, 4], progressively

introducing geographic [5, 6] and demographic inclusive policies, considering physical disabilities,

gender or poverty [7, 8]. Field surveys were conducted by expert teams after the events of Indonesia

2004 [9], Chile 2010 [10], Japan 2011 [11], Chile 2015 [12] and Indonesia 2018 [13], providing valuable

1



insights and data to calibrate physical experiments [14–17] and numerical models [18–21], both used to

study past disasters and forecast future ones. Early warning systems [22–24] and evacuation

measures and plans [25–29] are being implemented around the globe to mitigate tsunami effects. The

tsunami as an action is being studied to define structural performance requirements and increase the

resilience of the coastal communities exposed to the tsunami hazard. Both the Japanese [30] and the

North American design codes [31, 32] already account for the tsunami action in the loading

combination provisions for structural design recommendations. In Europe, the harmonized structural

design code [33], Eurocodes, EC, still does not mention the tsunami load. However, a new task-group

of International Federation for Structural Concrete is being constituted to provide reliable design and

assessment criteria in the field of tsunami engineering in order to improve existing international codes

and develop the first guideline for Europe.

Despite the remarkable break-through of the last decades [4], the efficiency of tsunami-risk

management policies would benefit from insights of multidisciplinary scientific fields to overcome

current drawbacks [34]. One of the challenges to overcome is related with multi-risk perception. Often,

natural and anthropogenic risks have inter-dependencies, contributing to increase their disaster

potential. The cascading effects of regional/local-tsunamis [35] is one of the multi-hazard cases that

continues underappreciated or neglected in the risk assessment and structural design processes

[36–41].

However, such extreme events are infrequent which leads to nonexistent or incomplete databases.

Moreover, the short temporal interval between the ground-shaking and tsunami-impact makes the

characterization and disaggregation of the effects on structures difficult during the field surveys after

the tsunami [36, 42]. Experimental and numerical models can provide additional insights on both

hazard and structural vulnerability by generating complementary data.

Yet, the experimental simulations are costly, time-consuming, and require accuracy in the scaling

relations and appropriate facilities, such as shaking tables, to simulate ground shaking on structures,

and large flumes, to generate and propagate tsunami-type long-waves.

The numerical approach became alternative or complementary to physical experiments over the

last decades. Nonetheless, the simulation of the natural phenomenon and its interaction with structures

require complex models and sophisticated numerical schemes often leading to computationally

expensive and time-consuming (or even prohibitive) simulations. Meanwhile, emergent hybrid

approaches enable high-performance numerical and physical testing. Real-time multi-directional hybrid

simulations on large-scale structural systems using 3D non-linear numerical models combined with

large-scale physical models of structural and non-structural components are particularly promising for

tsunami-structure interaction and cascading earthquake-tsunami hazards. Hybrid simulations of

cascading seismic and tsunami events were recently performed by means of incorporating parametric

influences of stiffness, damping, added mass (and natural frequencies) of the structures to their

response to seismic effects, and then applying the seismic deformation from the numerical model into

the experimental specimen via actuators, followed by the generation of tsunami-like waves propagating

along the flume and impacting the specimen.
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Despite the mentioned exception towards innovative approaches, the common procedures tend to

separate seismic hazard, seismic structural response, tsunami hazard and tsunami structural

response, missing the link between them to reduce or be aware of the (large number of) uncertainties

inherent to the problem, derived from physical (ex.: source location and rupture mechanism, and

aleatory uncertainty in the tsunami wave breaking and the bore formation, which is a chaotic process),

numerical (ex.: sophistication of the numerical schemes and quality of data to prescribe initial and

boundary conditions) and modeling variables (ex.: simplification of processes assumed on

experimental and numerical simulations that effectively compose the physical phenomena).

The coastal structures at risk from tsunami may feel the ground shaking caused by the earthquake,

depending on the magnitude and location of the event. An earthquake source, with enough energy to

be felt at the location of the structure and to trigger a tsunami, implies the mobilization of the structural

resistance to deal with the earthquake action, potentially affecting their performance against the

incoming tsunami. Instead of individual actions, it is necessary to characterize the structural response

to an adequate cascade loading pattern, combining the seismic displacements and the tsunami forces,

otherwise the risk is underestimated compromising sustainable principles and adjacent social and

environmental policies. Moreover, literature regarding modeling tsunami effects on coastal structures

has been published, but comparatively less attention has been devoted to studying the interaction of

fluids with modified [43, 44] or elevated structures [45–48]. In shallow coastal areas, the impact of

tsunami-like waves can also have an important vertical hydrodynamic component, which threatens

elevated structures such as piloti-type buildings, bridges, wharves with open typology, among others.

Similarly, physical and numerical simulations have been privileging the characterization of tsunami

effects during inflow over outflow stages. The wave receding after wave impingement can induce

negative pressure at the bottom of elevated structure, causing suction effects capable of inducing

downward displacement of the structure [49–52].

Moreover, tsunami forces derived from hydraulic components have been favoured over debris [53, 54]

and scouring effects [55–57], which represent high damaging potential for the structures [58–60].

Lastly, an enhanced scientific knowledge is particularly valuable if transposed into practical

regulatory codes, with potential to influence both stakeholders and technical practices. An optimized

design of coastal structures, considering the successive effects of ground-motion and tsunami, must

guarantee two main criteria. The first regards requirements of the constructive solution, balancing the

demands of flexibility and ductility for earthquake resistance with the demands of stiffness and strength

for tsunami resistance. The second regards the trade-off between the economy of the structural

solution and the level of structural performance, implying opening the prospects for stakeholders,

governments and technicians.

Motivated by the expansion plans of an internationally-sized deep-water port located in a

tsunami-prone region, a reflection on the scale of the work needed to perform a multi-risk assessment

and the challenges yet to overcome was introduced to emphasize the challenge of combining safety

requirements with financial and ecologic concerns. Among tsunami risk mitigation approaches, the

conceptual interdisciplinary-based methodology herein proposed focused on the hazard-structural
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vulnerability, aiming to support uncertainty-aware, systematic and informed decisions due to structural

design.

1.2 Objectives

The cascading earthquake and tsunami loading pattern and the sequential structural response are

evaluated by developing a three-stage numeric methodology with characteristic spatial and temporal

scales. It takes advantage of the characteristic physics encompassed in the domain, from the genesis

of the tectonic phenomena to the infrastructure(s) response, to assess:

1. the adequacy of the numerical schemes to model each domain and the boundary conditions to

coupled them;

2. the cascading earthquake and tsunami multi-hazard;

3. the tsunami hydrostatic and hydrodynamic effects on horizontal and vertical directions, during

inflow and outflow stages;

4. the distribution of tsunami pressure on vertical, horizontal and over sloping grade elements of the

structures directions;

5. the cumulative effects of sequential ground-motion and tsunami loading patterns on structures;

6. the successive behavior of structures with open-typology due to cascading earthquake and

tsunami actions.

The key-objective is to contribute for the enhance of scientific knowledge and its transposition to

existing or development of new tsunami engineering provisions encompassing the harmonization of

tsunami design provisions with existing seismic design provisions, towards safety and operational

performance levels. The secondary goal is to raise awareness for more efficient coastal risk

management and, ultimately, a sustainable development of tsunami-prone regions. Motivated by the

expansion plans of an internationally-sized deep-water port located in a tsunami-prone region, an

earthquake and tsunami multi-hazard assessment was performed and the respective successive

structural response of an open-typology wharf estimated. Based on the identified structural

vulnerabilities with potential to jeopardize the port’s activities, current operations and lifeline support,

were qualitatively predicted natech situation scalability, societal and ecologic impacts [61]. For these

reasons, both the promotion of scientific dissemination and networking with academia and industry

represented an ubiquitous aspect along the PhD development.

1.3 Organization

Within the context of the objectives mentioned above, the present dissertation is composed of seven

chapters.
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Chapter 2 goal is twofold. Section 2.1 is dedicated to reviewing the literature on risk due to tsunami

with tectonic origin. The influence of disruptive events on tsunami risk perception that led to the existent

mitigation policies, and the advances and gaps in scientific and technological perspectives are

integrated to emphasize the challenge of combining safety requirements with financial and ecologic

concerns. Section 2.2 introduces a conceptual preventive-based strategy. Taking advantage of the

physical characteristics of earthquake ground-motion(s) and tsunami wave(s) on the generation,

propagation and site-effects stages, the conceptual methodology was proposed as hypothesis to

contribute for tsunami engineering. It encompasses the full domain, from the genesis of the tectonic

tsunami to the respective structural behaviour due to cascading earthquake and tsunami actions,

considering three interdependent frameworks defined in terms of spatial and temporal scales. The

numerical approach aims to promote the awareness of the global uncertainties, physical and numerical,

allowing to adapt the sophistication of the risk analysis to its goal, and allowing to support informed and

systematic decisions to make safety, financial, ecologic and sustainability criteria compatible. From a

technical perspective, implied when promoting the trade-offs between sophistication of the numerical

models and computational costs, the simultaneous goal is towards high-quality solutions while

controlling computational costs up to a relatively affordable level.

Chapter 3 is devoted to introducing fundamental aspects of numerical methods involved in the

characterization of seismic and tsunami natural phenomena and prediction of the respective structural

response. Section 3.2 presents the numerical protocols to estimate tsunami hydrodynamic effects on

coastal structures while Section 3.3 describes the stochastic procedure to characterize earthquake

strong ground motions. Section 3.4 describes the tool for soil-fluid-structure modeling.

Among the vast range of functionalities made available by the numerical tools, a benchmarking

process oriented to the main features used on the modeling processes is presented in Chapter 4.

Chapter 5 constitute a proof-of-concept for the tsunami action characterization. It demonstrates the

feasibility and practical potential of numerically modelling the tsunami and tsunami-structure interaction

phenomena by correlating numerical solutions and instrumentally-recorded data acquired during an

experimental campaign performed at the large wave flume of the Hinsdale Wave Research Laboratory,

Oregon State University. The correlation includes intensities of hydrodynamic quantities (free-surface

elevation and flow velocity) and impacts on an elevated structure (forces and pressures, in both

horizontal and vertical directions).

Chapter 6 is assembled to investigate the successive structural behaviour of an open-type wharf due

to cascading seismic and tsunami actions. The generic methodology introduced in Chapter 2 is adapted

assuming two alternative basic and enhanced forms to investigate the multi-hazard posed by 1755-alike

earthquake and tsunami event to the terminal container of Sines deep-water seaport, in Section 6.4. The

basic form uses ground motion prediction equations and hydraulic semi-analytic formulation to assess

peaks of ground acceleration and tsunami momentum flux, respectively. The enhanced form relies

on more sophisticated numerical schemes to characterize the physics of dynamic ground motion and

tsunami actions. The respective non-linear dynamic response of the wharf is estimated in Section 6.4.

Chapter 7 compiles the main conclusions drawn along with recommendations for earthquake and
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tsunami multi-risk mitigation for critical coastal infrastructures, such as deep-water seaports. The

present work constitutes a contribution that would benefit from complementary insights such as those

identified for future developments.
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Chapter 2

Conceptual Methodology

In 2015, the United Nations for Disaster Risk Reduction defined a 15-year framework to reduce several

risks, including the tsunami risk. The distribution of funds recommended by the Sendai Framework [62]

include a 90%-share for reconstruction and damage response aspects, while (only) 10% are channeled

for preventive actions.

Chapter 2 is dedicated to reviewing the literature on tsunamis with tectonic origin multi-risk

management and introducing a generic preventive-based strategy to contribute to designing

tsunami-resistant structures towards more resilient coastal communities.

Chapter 2 is based on Reis et al. 2022c [63].

2.1 Literature Review

The spatial distribution of the world population is uneven, with a density of about 40% living in

coastal regions. The trend is expected to continue in both demographic indicators and urban

development rate, being many coastal cities in seismic- and tsunami-prone regions and built through

informal and unplanned settlements, exposing their population and assets to such hazards. Recent

tectonic-triggered events raised awareness of the cascading earthquake and tsunami threat and

highlighted the paucity of structural design criteria considering the cumulative effects of both. By being

exposed to the ground-motion, the structures’ resistance may decrease and become

residual/non-existent to support the incoming tsunami, implying an underestimation of the risk.

2.1.1 Risk management

In common practice, the risk analysis of different hazards is independently assessed, considering

single hazards and undervaluing possible risk interactions. The multi-risk concept is a relatively new

approach introduced to overcome the bias present in single-risk evaluations [64–72].

The theoretical concept of multi-hazard/risk and terminology compiled after temporal or causal

relationships between hazards has proven to be essential for risk management. The first studies
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demonstrating that natural and anthropogenic risks have inter-dependencies that contribute to

increasing their potential made use of joint probability distributions of single hazards and probabilistic

techniques to integrate the multiple hazards interaction [64–68]. Later, modelling requirements and

main issues to be taken into account in the development of simulation tools [69], as well as

identification and effects of epistemic physical uncertainties [70], modeling failure uncertainties [73], or

even human reaction uncertainties [74] have been investigated, while alternative approaches to deal

with data incompleteness and small-sample issues were investigated [75]. The multi-hazard/risk

analyses evolution raised into such a level of awareness for the variables involved in the processes that

a systematic organization of the inter-dependencies between hazards and respective nomenclature

was established to facilitate the harmonization and comprehensiveness of the terms among

multi-disciplinary fields of investigation involved in risk-related frameworks [71, 76, 77]. The

differentiation between cascading hazards (temporal order in the multi-hazard event) and compound

hazards (two or more hazards acting together) establishes hazard interrelationship types: triggering,

change condition, compound, independence and mutually exclusive.

In particular the theoretical concept of multi-hazard/risk gained prominence investigating the

cascading earthquake and tsunami effects on coastal structures and communities after the 2011 Japan

event. The earthquake and tsunami multi-hazard concept started acknowledging a primary earthquake

hazard triggering a secondary tsunami effect in a cascading relation, sequential in time, amenable of

stochastic, empirical or mechanistic modeling, and deterministic or probabilistic hazard analyses.

Earthquake and tsunami multi-hazards triggered by the mega-thrusts of Tohoku and Cascadia were

respectively addressed for the Tohoku [38, 78] and Oregon regions [79] using a probabilistic approach.

Both studies characterized the local and regional offshore faults capable of triggering tsunamis to

generate scenarios. For the Tohoku region, a range of plausible sources was represented by adopting

stochastic synthesis of slip distribution, while a probabilistic logic-tree model was assembled to account

for the uncertainties of earthquake scenarios for the Oregon region. Seismic and tsunami simulations

respectively evaluating ground motion acceleration and tsunami inundation depths were then carried

out, while their inherent cumulative distribution functions were calculated to define the exceedance

probability and define seismic and tsunami multi-hazard curves. Despite some studies demonstrating

the damaging potential of hydrodynamic effects on structures [80, 81], the influence of tsunami flow

velocity was disregarded in the aforementioned multi-hazard studies. Lessons learned from the 2011,

Japan event also draw attention to another cascading scenario, when Mw7 aftershocks occurred

simultaneously with the tsunami [36]. Choi et al., 2015 and 2018 [37, 82] focused on the simultaneous

occurrence of tsunamis and aftershocks just after a great subduction earthquake and proposed a

loading combination for structural safety verification.

The structural vulnerability due to multi-actions is commonly represented by probabilistic fragility

curves relating an intensity measure of hazard to a level of structural performance, except for recent

fragility curves developed to account the succession of ground motion and tsunami actions on bridges

[83] and portuary building structures [84], most fragility studies developed for coastal structures [40,

85] and multi-risk analyses aiming to evaluate loss for coastal communities subjected to local/regional
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tsunami hazard [39, 78, 86–88] are based on joint probability of seismic and hydrostatic tsunami intensity

measures affecting buildings [40, 85, 89–93], bridges [83, 94–96], port facilities [84, 97–99] and coastal

defense structures [57, 100–105].

The exposure term in the risk equation regards the population, infrastructures and the level of

preparedness (warning and evacuation) of the region. The population distribution data is primarily

based on statistical data from the census, providing information such as the number of inhabitants per

mapping unit and demographic aspects that influence the risk assessment like age, gender, income,

education, disabilities and migration. Recent studies on seismic [106–108] and tsunami exposure

[109–114] proposed innovative approaches to qualify and quantify the exposure parameter dynamically

in space and time. New techniques of exposure data-acquisition, such as remote sensing, laser

scanning, mobile apps, drones, and social media tools are being introduced in the framework of risk

management [109, 115, 116], skipping a great part of post-event pos-processing directly into ready to

use information for agencies and population.

The multi-risk assessment, as the product of hazard, vulnerability and exposure, is the ultimate tool

to make planned decisions to develop mitigation measures and contribute to resilient coastal

communities [28]. However, the earthquake and tsunami multi-risk assessment is simultaneously a

recognized important topic and a complex new field to explore the aggregation of the large amount of

information, variables and uncertainties in a single model of risk [39, 78, 86, 117, 118, 118–120].

Meanwhile, the path to automated global risk-data, with cloud-based infrastructure is becoming a reality

in the framework of harmonized data [116], aiming to provide integrated tools to manage, analyze,

understand, and share essential data for natural hazards research and risk management. More

complex interpretations, including climate and anthropogenic precedents and/or sequential natech

scenarios, are being tackled as influencing conditions in tsunami risk assessments, highlighting the

highly complex framework needed to understand and manage tsunami risk [34]. Various approaches to

quantify and classify the resilience of communities exposed to natural threats, such as earthquakes

[121, 122] and tsunami [123], are emerging while influencing factors, such as land use [124] or citizen

preparedness [125], are being investigated [126] as potential catalyst for community resilience building.

Figure 2.1 summarizes the current tsunami risk management procedures. The integrated tsunami

risk governance has two distinct phases composing the cycle where post-event data provides

simultaneous valuable insights to feed risk models and calibrate pre-event prognostic of risk.

The current risk governance process involving governments, stakeholders, scientists and

technicians, civil protection and communities at risk has two primordial perspectives. The preventive

perspective is associated with the pre-event stage predicting risk and developing mitigation measures

based on understanding and quantification of hazard, eventually considering pre-environmental

conditions (physical, environmental, social, economic), plausible hazard interactions (cascading,

simultaneous or successive occurrences) and different hazard assessment techniques, such as

deterministic or probabilistic approaches, which are function of the purpose it aims to respond. For

example, probabilistic approaches are adequate to compose hazard maps while deterministic

approaches can represent a complementary targeted, detailed information to evaluate the worst-case

9



Hazard ExposureVulnerability

Risk management - Decision making

Pre-event prognostic of risk

Hazard analysis

Tsunami
intensity measures

Scenarios

Tsunami
simulation

Damage analysis

Loading conditions

Structural analysis

Fragility curves 
(if probabilistic)

Hazard maps 
(if probabilistic)

Structural
response

Instrumental data

Observation 

Post-event data acquisition

Exposure

Field surveys Assets

Societal exposure

Demographic data

Level of
preparedness

Livelihood 

Land use

Type of structures

Loss Analysis

Structural model

Decision variables

VulnerabilityHazard

Earthquake
simulation

Earthquake
intensity measures

People

Risk maps
(if probabilistic)

Potential sources

Deterministic 

Credible sources 

Probabilistic

Figure 2.1: Integrated local-tsunami risk management as a tool for decision-making. Hazard (orange),
vulnerability (green) and exposure (blue) factors of risk (red) in pre- and post-event stages.

scenario when designing a critical infrastructure [127]. Besides the natural hazard, the risk also

depends on man-made influences. The human and assets exposure to risk can determine the

amplification or reduction of risk level, while the vulnerability of heritage buildings constrains the

resilience of the coastal communities.

The post-event stage is simultaneously a phase of response and an opportunity to refine and

redefine strategies for risk governance. Until a recent past, the data from post-events needed analytic

interpretations before its incorporation in risk management. However, nowadays’ sensor networking

composing seismic and tsunami alert systems provide data, almost in real time, that allows early
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responses. Additionally, the relief measures taken during the event, namely using recent GIS, mobile

apps, drones, and social media tools, are also direct response of risk management authorities.

Moreover, data acquisition after an extreme event is essential to calibrate the pre-event analysis,

playing a fundamental role in risk management from a prevention perspective.

2.1.2 Disruptive events and governmental responses

Extreme disasters are simultaneously tragic and an opportunity to improve regional and global

resilience of communities.

Lisbon, 1755

One of the events that changed the paradigms in the history of earthquake and tsunami disasters

was the November 1st1755, Lisbon event. The Mw8.5±0, 3 earthquake [128] was felt throughout Europe

and North Africa and a transoceanic tsunami affecting North Atlantic and Central and South American

coasts was observed [129–131].

Many of the most influential thinkers of the European Enlightenment, Kant, Descartes, Rousseau,

Voltaire, intervened discussing a disruptive philosophical perspective of earthquake hazard as a

scientific matter in detriment of religious interpretations [132, 133]. For the first time a coordinated

emergency response was put in place. Despite empirical knowledge on earthquake resistance as part

of ancient architectural designs, such as Chinese [134] and Japanese [135] pagoda, and some

constructions on the South of Europa, the reconstruction of Lisbon was the first time in the world that

an entire city was built to resist future earthquakes

Buildings were re-built grouped in blocks to form an orthogonal grid of streets. Principles of

simplicity and uniformity, with anti-seismic concerns and no more than four-stories were adopted.

Governed by a prototype of a seismic-resistant code ([136, 137]), the city reconstruction followed the

so-called Pombalino construction, consisting of stone masonry and tri-dimensional wood truss made of

vertical and horizontal elements braced with diagonals, forming the Saint Andrew’s Cross ([138]).

Fig. 2.2 depicts the detailed structural solution adopted in the process of reconstruction of the city.

Sumatra, 2004

In 2001, the North American National Tsunami Hazard Mitigation Program [139] had already

compiled the seven principles to increase the resilience of coastal communities to tsunami threat.

These guidelines were intended for use by local elected, appointed, and administrative officials involved

in planning, zoning, building regulation, community redevelopment, and related land use and

development functions in coastal communities. The seven basic principles recommended 1)

understand the tsunami risk of the region, 2) avoid new development in tsunami run-up areas, 3) locate

and configure new development that occurs in tsunami run-up areas, 4) design and construct new

buildings to minimize tsunami damage, 5) protect existing development from tsunami losses through
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(a) Carmo convent. A memorial of the 1755, Lisbon disaster. The XIV century Gothic structure suffered the
ground motion and fire effects.

(b) Jeronimos monastery. From left to right, the XVI century Manueline structure partially survived the ground motion and about
4m tsunami flow depth [130]. Its reconstruction begun in the early XIX century and, today is one Portuguese tourism reference.

(c) Pombalino constructive solution. (d) Saint Andrew’s Cross.

Figure 2.2: The 1755 Lisbon earthquake and tsunami event contributed to the development of the
earthquake engineering concept, adopted in Lisbon’s reconstruction.

redevelopment, retrofit, and land reuse plans and projects, 6) take special precautions in locating and

designing infrastructure and critical facilities to minimize tsunami damage and 7: evacuation plans.

Yet, the December 26th2004 event in Sumatra, Indonesia marked one of the more recent milestones

in the tsunami risk awareness. The Mw9.1 earthquake is one of the largest instrumentally recorded

events [140, 141]. It generated a transoceanic tsunami affecting sixteen countries and recorded by

nearly one thousand tide gauges [9, 141]. As one of the deadliest natural disasters ever, it caused more

than 200000 casualties, demonstrating the importance of preparedness strategies to mitigate natural

threats. The absence of tsunami early warning, proximity of Indonesian coasts to the source and the
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difficulty to horizontally evacuate highly densely populated coastal regions, were referred in post-event

surveys as the ultimate combination that led to the fatal losses. Strategic land use planning guides,

vertical evacuation structures and early warning systems, as the Pacific Ocean already had since the

Hawaiian tsunami of 1946, were identified as priority resilience strategies for coastal communities at risk

of tsunamis [140, 142, 143].

The United Nations immediately launched the International Early Warning Program planning the

creation of a tsunami global warning system. The current extension of the tsunami global warning system

covers the Pacific, Indian, NE Atlantic, Mediterranean and connected seas (International Oceanographic

Commission, IOC-UNESCO site: http://neamtic.ioc-unesco.org/, last accessed: 03Jan2019). The

probabilistic hazard assessment for tsunamis generated by earthquakes in the coastlines of the North

East Atlantic, the Mediterranean, and connected seas, is available since 2019 aiming to establish a

common tsunami-risk management strategy in the region [144]. Fig. 2.3(a) depicts the global coverage

of the tsunami global warning system, even if, in certain regions, the effectiveness of the warning system

remains constrained by national-scale institutional, budgetary, and maintenance problems [8].

Using insights of structural behavior surveyed in the post-disaster, researchers concentrated their

investigations on vertical evacuation buildings. Many of the observed damages in structures show the

expected behavior of structures due to ground-motion. However, new and unexpected behavior due

to the tsunami impact was observed. Comparatively, the tsunami caused more destruction than the

earthquake and made clear the need to consider the tsunami in the structural design of structures, most

importantly in structures to be used as vertical shelters [141, 145, 146].

A 2005-result was the “Design Guidelines for Tsunami Shelters” [147], published by the Japan

Cabinet Office. The document recommends the location, usage and performance of evacuation

buildings, considering the intensity of tsunami pressure on structures as a function of the Froude

number. In 2008, the American National Tsunami Hazard Mitigation Program for the Federal

Emergency Management Agency, FEMA, published the first edition of “Guidelines for Design of

Structures for Vertical Evacuation from Tsunamis”, P-646 report [148], Fig. 2.3(b).

(a) Extension of the current tsunami early warning system. (b) FEMA P-646, 1st edition.

Figure 2.3: The 2004 Sumatra earthquake and Indian Ocean tsunami contributed for the development
of tsunami early warning globalisation and guidelines for vertical evacuation preparedness.
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The P-646 report provides guidance on the determination of tsunami hazard, options for vertical

evacuation with respective sizes and locations, estimation of tsunami load effects, structural design

criteria, and design concepts. The document briefly refers a non-contradictory criteria to design

structures to resist an earthquake and the subsequent tsunami. A companion report, “Vertical

Evacuation from Tsunamis: A Guide for Community Officials” [149] provide guidance, at a local and

state level, for communities to access the need, plan the design and construction, discuss funding,

operation and maintenance issues of vertical evacuation structures.

The USAID Asia prepared guidelines [150] on the resilience of coastal communities in response to

the event, including best practices in tsunami risk management that consisted primarily in land use

planning based on tsunami inundation and run-up predictions. Additional references to nature-based

mitigation solutions are also part of the best practices, including coastal ecosystems, such as

mangroves, coastal forests and fringing reefs, that already demonstrated their contribution enhancing

coastal resilience during the 2004 tsunami by reducing flow height and velocity, debris blockage and

formation of dunes.

Tohoku-Oki, 2011

The March 11th2011, Tohoku, Japan Mw9.0 event propelled the concerns on structural performance

on tsunami-related disaster risk reduction measures. The conjecture of the pre- and post-disaster

boosted the tsunami-related interest in designing resilient communities after holding the status of the

world’s most costly natural disaster, estimated in 300 billion dollars.

First time modern, well-developed tsunami countermeasures, such as offshore and onshore tsunami

barriers, natural planted tree barriers, vertical evacuation buildings, and periodic evacuation training

introduced before the 2011 event were put to test during the tsunami [151]. However, the tsunami

forecasts were exceeded, unveiling the uncertainty associated to the estimates [112, 151–153]. After

the disaster, extensive surveys along more than 600 km of coastline were conducted by several national

and international teams of experts [11, 154] identifying structural damage patterns due to earthquake

and tsunami loading effects, difficult to identify and differentiate. However, about 92% of the fatalities

were concentrated in coastal regions and attributed to the tsunami [36, 38, 94, 151, 152].

Lessons learned from the event led the two pioneering countries, North America and Japan, to

update and develop new structural design provisions to engineering-based mitigation solutions. The

Ministry of Land, Infrastructure, Transport and Tourism of Japan published the “Interim Guidelines on

the Structural Design of Tsunami Evacuation Building” [30], aimed at designing vertical shelters and

local government-designated high-risk structures, with updated considerations for buoyancy and lateral

equivalent hydrostatic load applied to one side of the structure. The flow depth used to calculate the

lateral load is derived from tsunami inundation maps provided by the coastal municipalities, which were

refined after the demonstration of potential destruction caused by inundation depths over 2m [155],

Fig. 2.4(a). The coefficient affecting the lateral force, instead of depending only on the Froude number,

as in the previous 2005 document, was rectified to consider the distance to the coast and the dissipation

of energy due to the structural orientation. New precautions on scour and debris impact were also
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introduced. The Ports and Harbors Bureau of MLIT updated the “Technical standards and commentaries

for port and harbour facilities in Japan” [156] after the 2011 event.

(a) Japan inundation warning signal. (b) ASCE-SEI 7-16 design code.

Figure 2.4: Refinement of hazard assessment maps and structural performance criteria were updated
after the 2011 Tohoku earthquake and Pacific Ocean tsunami.

In the United States, a second version of P-646 report [157] was published, while, in 2016, the

Tsunami Loads and Effects Subcommittee of the American Society of Civil Engineering prepared the

new Chapter 6 - “Tsunami Loads and Effects” to become a part of the ASCE 7 guidelines [32],

Fig. 2.4(b). The provisions for tsunami hazard assessments vary between direct derivation from hazard

maps and, for critical structures, semi-analytic formulations based hydrodynamic parameters

numerically assessed. An empirical equation is recommended for the treatment of the component of

tsunami force posed by debris impact. The tsunami chapter briefly refers independent earthquake and

tsunami analyses and, for lower-category structures and life safety structural performance, dismisses

the tsunami analysis if the lateral framing system maintains 75% of the strength after the

ground-motion. For bridges, the the Pacific Earthquake Engineering Research Center, PEER, released

recently three reports [158–160] presenting the research results and simplified methodologies for the

development of tsunami design guidelines by American Association of State Highway and

Transportation Officials, AASHTO, in the USA. It encompasses probabilistic tsunami hazard maps at

1000−year recurrence level, complementary loading equations and geotechnical considerations, and

the proposal of simplified and complex 3D investigations of tsunami impact on straight and skewed

15



bridges, respectively. For harbors, the US National Defense briefly refers the need of considering

tsunami action on floating structures located on regions of extremely high seismic risk, and where

tsunamis and seiches are anticipated, on the “Unified Facilities Criteria Design: Piers and

Wharves”[161]. The US National Tsunami Hazard Mitigation Program developed “Guidelines and Best

Practices for Tsunami Hazard Analysis, Planning, and Preparedness for Maritime Communities”

addressing minimum requirements to develop consistent and reliable tsunami preparedness products

for maritime communities [162]. A committee of the World Association for Waterborne Transport

Infrastructure, PIANC, is re-writing the PIANC WG239 document on “Mitigation of Tsunami Hazards in

Ports”.

In Europe, the consideration of tsunami as an acting load remains missing in the harmonized

structural design code for seismic regions, Eurocode 8 [153, 163]. Nonetheless, the first steps towards

tsunami risk are being taken, both from geophysical [164] and engineering perspectives, through the

International Federation for Structural Concrete. The second Fib Commission: Analysis and Design

recently integrates Task Group 2.13 - Design and assessment for tsunami loading, which is dedicated

to characterize tsunami loads acting on structural members for design/assessment of structures and

infrastructure. In the future, it aims to introduce reliable design/assessment criteria in the field of

tsunami engineering, which will lead to the first guideline for Europe and improvement with respect to

existing international codes. It will also address aspects related to the harmonization of tsunami design

provisions with existing design provisions for other kind of hazards. Worldwide, Russia is developing

rules for assigning the tsunami loads on ports and marine structures [165], while Chile is deriving local

guidelines based on the ASCE-16 new tsunami chapter [163].

2.1.3 Scientific and Technological Advances and Shortcomings

Despite the advances of the last decade(s), a better understanding of the tsunami phenomena and

its interaction with the coastal structures remains challenging. The development of guidance on

structural performance considering the tsunami, from far-field sources, or the cascading ground-motion

and tsunami loading pattern, from regional/local sources, is constrained by the seldom occurrence of

tsunami events. The data from historical events is circumscribed to geological evidence and/or written

testimonials, whereas the instrumentally recorded data from late century events constitute a valuable

resource to produce synthetic data and calibrate physical and numerical models.

The design standards provide a set of equation to assess the hydraulic components of tsunami

force and the derivative debris and scouring effects. Experimental and numerical studies are being

conducted to provide additional insights for the calibration of existing equations or development of new

ones. Experimental studies to characterize the tsunami flow impact on coastal structures [17, 166–168],

are more numerous than studies on debris transportation and impact [169–171], and scouring effects

[56]. Similarly, numerical studies considering the tsunami fluid force exerted on the horizontal direction

[166, 172] are more common than on the vertical direction [48, 173], while the computation of debris

transportation, damming and impact constitutes a numerical challenge involving laminar and turbulent
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flows, interaction between fluid and solids, and randomness of motion and trajectory [54].

However, surveys from past events and recent research have highlighted the hazardous damaging

potential of the (so far) less investigated tsunami hydrodynamic pressure exerted on elevated

structures, and debris damming and impacts. Experimental and numerical approaches have

demonstrated that pressures/forces exerted on the soffit of elevated structures have equal or greater

order of magnitude as the ones exerted on the horizontal direction [45, 48, 168, 173–175]. The debris

impact on vertical structures can pose violent collisions, while when encountering elevated structures

demonstrated to produce generation of significant impulsive loads followed by longer duration damming

loads that can lead to structural failure mechanisms [54, 170, 171]. The scouring effects also caused

catastrophic geotechnical failures of coastal protection structures, dikes, and quay walls after the

Japan, 2011 tsunami [60]. Parametric analyses to determine influencing parameters on scouring

effects induced by tsunami have been developed considering different solid geometries, fluid

characteristics, and geotechnical conditions of the soil subtract, such as liquefaction potential

[176–181].

Physical models

The physical experiments are classic and essential sources of data to study the natural phenomena

and the structural behavior. The effects of the earthquake ground-motion on different structures and

materials is widely explored in experimental campaigns, typically performed by static cyclic tests and

sometimes finalized by shaking-tables tests [182–186].

Tsunami waves have been modeled in laboratory facilities, with initialization conditions resembling

the generation phase, while geometrical setup variations are used for the propagation and inundation

phases [187, 188]. To model fluid interaction with coastal structures, the costs and scaling ratio of

the physical setup increase [168, 189, 190]. These experiments require large facilities equipped with

specific flumes only available in a small number of laboratories. Nonetheless, important characterization

of tsunami-like waves impacting representative elements [17, 166, 191, 192], buildings [169, 193, 194],

elevated structures [168, 175, 195–198], coastal protection structures [199–202], harbours and industrial

complexes [167, 203, 204] and pipelines [205, 206] have been investigated along with experiments to

assess debris [54, 170, 171, 207], entrapped air [208, 209] and scouring and seepage [56, 176, 177, 179]

effects.

Numerical models

Over the last decades, the numerical tools gained emphasis over the more costly and

time-consuming experimental approach. Both the earthquake and the tsunami are complex physical

phenomena numerically modeled by partial differential equations on which the source of the

tsunamigenic earthquake constitutes the initial condition. Commonly, the spatial and temporal

discretization of partial into ordinary partial equations is performed before governing equations being

utterly solved using classic methods to assess physical quantities and estimate the hazard. The design
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parameters of interest for the ground shaking are mainly spectral accelerations and peak values of

accelerations, velocities and permanent soil displacements, while for the tsunami, the inundation area,

depth and velocity of flow are the most relevant parameters.

Seismic modeling

Alternatively to numerical kinematic earthquake models, more immediate uniform hazard maps with

the definition of the design ground-motion by means of acceleration response spectra are present in

most design codes for earthquake-prone regions around the world. Yet, the hazard maps have a

generalist nature. The employment of hazard-targeted assessment, using broadband or simplified

analytic ground-motion prediction equations, can provide detailed, time-dependent data and may

represent savings in the design of seismic-resistant buildings without compromising the structural

safety [210]. In some regions of EUA, the use of hazard-targeted maps have decreased the seismic

forces for the design process up to 30% [211–213]. This effort is particularly interesting for critical

structures, such as power-plants, ports or regions encompassing essential infrastructures, such as a

Canadian region encompassing 5000 bridges and overpass networks [214]. Moreover, in

tsunami-prone regions with moderate tectonic activity the attenuation laws to use in the ground-motion

prediction equation models, GMPE, were calibrated with the regional seismicity. Their adequacy to

model earthquakes with magnitudes capable to trigger a tsunami is limited [127].

Tsunami modeling

Recently, the tsunami hazard assessment began to be recognized as an essential tool to effectively

monitoring risk [215, 216]. The numerical characterization of overall tsunami and particular effects on

coastal regions, accounting fluid (hydrostatic and hydrodynamic forces), the all-sized solid elements in

the tsunami flow (debris) and geotechnical (scouring) components of the tsunami, have been numerically

explored assessed to help understand the (complex) phenomena. Efficient numerical tools are required

to model the different tsunami stages, which encompass enormous difference in the spatial and temporal

scale.

The tsunami generation and propagation phases take place at a domain with many kilometers and

a couple of hours. Tsunami modeling commonly accepts the Shallow Water system as governing

equations, SW, while three families of numerical methods are typically used to solve them: finite

difference, FD, finite volume, FV, and the finite element, FE. The FD scheme, even though suffering

from some limitations (not entirely conservative, not well-balanced and the discontinuities are more

difficult to reproduce [217]) was the first to be implemented to perform tsunami simulations due to its

inherent simplicity in the implementation on structured grids in comparison with the more complex FV

alternatives. COMCOT [218], MOST [219] and TUNAMI [220] are examples of FD scheme

implementations widely used by the tsunami science community. The FV overcomes some of the

limitations of FD scheme, as it is built-in conservative and, therefore, the solutions of the SWE present

a smaller error coefficient [221]. Numerical codes like ANUGA [222] and GEOCLAW [223, 224] use the

FV discretization to solve the SW have been used to simulate historical and recent tsunami events. At

last, the FE remains the less used numerical scheme to simulate the tsunami propagation governed by

the SW due to the lack of local conservation and the difficulties to handle convective terms. To date,
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there are few implementations of this scheme with a limited use in the tsunami simulations [225].

Such codes, besides suitable are fast assessing the tsunamigenic potential of large earthquakes

and establishing the connection to disaster management agencies for evacuation and mitigation

measures [225]. Moreover, to avoid unrealistic emergencies, the computer model evaluations are often

combined with historical data of past events to generate precomputed scenarios, further combined with

observations from the event itself in order to obtain forecasts and alert levels. Computer models are

used by the Tsunami Warning Centres, TWC, at locations that are in high danger of tsunami events, for

example, in the Pacific Ocean, but also in Europe in the framework of Tsunami Early Warning Systems

[226]. The numerical schemes combining governing equation and numerical methods to solve them

constitute valuable tools. Tsunami-prone regions around the globe [227–229], or specific regions, such

as Indonesia [230], Northeast Atlantic [231], and Japan [232] have their tsunami hazard estimates,

most of them in the form of inundation maps.

Nonetheless, Eulerian mesh-based methods have inherent limitations in the treatment of complex

flows and geometries, requiring mathematical transformations that represent additional computational

expenses. Additionally, the precise locations of the free surfaces under large deformation, deformable

boundaries and moving interfaces within the frame of the fixed Eulerian grid are difficult to handle.

Moreover, the eligibility of depth-average SW governing equations is only guaranteed if the wave height

is significantly smaller than the wave length, allowing to neglect the modeling of the dispersive

component of the wave(s). Otherwise, the hyperbolic system of governing equations is not capable to

reproduce the hydraulic phenomena inherent to the flow.

Fluid-solid modeling

While the tsunami simulations of generation and open-ocean propagation phases require an ability

to characterize the response at macro-scales, accepting linear equations for a hydrostatic approach

as governing equations, the tsunami inundation phase requires complementary high-resolution topo-

bathymetric data and more sophisticated governing equations, such as Navier–Stokes, NS, Reynolds

Averaged Navier–Stokes, RANS, Boussinesq or non-linear SW equations, all integrated in depth and

taking into account the variations in the vertical direction and the physics of the environment [233,

234]. The Lagrangian mesh-less discretization offers several advantages with respect to classic Eulerian

methods when tackling fluid impact or interaction with structures.

The fluid impact on rigid elements [194, 235, 236] have been numerically modeled using solvers

of three-dimensional equations, such as (and among others) Eulerian Volume of Fluid method (ex.:

OpenFoam [237]) and Lagrangian methods.

One of the Lagrangian methods that had evolved in the last years is the Smoothed Particle

Hydrodynamics method, SPH, which was originally developed for astrophysics applications [238, 239],

but has been extended to a vast range of problems in both fluid and solid mechanics [240–247]. Being

capable of reproducing complex fluid flows, highly non-linear free-surface phenomena, conveniently

treating large deformations and handling variable domains in time, such as piston-type wave-makers,

makes SPH a promising tool to use in the characterization of tsunami-like waves [225, 244, 248].

Hydraulic phenomena, such as regular, non-regular, solitary, and tsunami waves [249–252], have
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demonstrated the capacities of the NS-SPH numerical scheme to reproduce physical phenomena of

fluids. Over time, numerical algorithms have been introduced to the original SPH formulation to

reproduce a vaster number of physical phenomena [247]. The introduction of static or moving solid

boundary conditions to mimic piston-type wave-makers become possible due to reflective properties

added to the particles [253, 254], whereas the ghost particles are used when prescribing open

boundary conditions to extrapolate or impose hydrodynamic flow quantities [251, 255]. Numerical

artifacts have been added to optimize the spatial discretization and treatment of density, viscosity,

turbulence and pressure terms [245, 246, 256]. For fluid-solid interactions, complementary treatment of

the solid boundary surrounding the structure [257] and air-water interface modeling [258] has been

shown to improve numerical predictions of the fluid motion and structural response. Parallel computing

and distributed computing algorithms have also been implemented, which have allowed significant

reductions in computing time [259, 260]. Lastly, the coupling of SPH to other numerical schemes allows

to assemble hybrid models where the SPH method is strictly used on the highly non-linear part of the

domain which has been shown to be an effective technique to decrease computational costs

[48, 261–265].

The Lagrangian SPH method in association with Navier-Stokes governing equations provides

solutions free of numerical dispersion that can reproduce complex hydraulic phenomena, which makes

the numerical scheme particularly interesting to use in the framework of coastal engineering research.

The scheme has been successfully used in the characterization of waves behavior

[45, 249, 252, 266, 267] and their interaction with other fluids [258] and/or solids. Its suitability to model

the impact and over-topping effects on vertical [268–271], modified [43, 44] or elevated structures

[45–48, 272] have been explored. Parametric studies including various geometric influences, such as

aspect ratios (width/depth) [273], orientation [44], openings [274] and elevation [48], and multiphase

effects, such as the role of entrapped air on elevated structures [209, 275–277] have been developed.

However, the SPH method suffers from numerical diffusion, has a low convergence rate, needs

additional algorithms to model turbulence and presents large pressure fluctuations due to spurious

pressure waves in the untreated weakly compressible formulation [245, 246]. Since SPH is a relatively

new tool for engineering purposes, additional work is needed to demonstrate the advantages of SPH

over the well-established classic mesh-based methods that are computationally cheaper. Recent hybrid

techniques have emerged to overcome the inherent limitations associated to the SPH computational

costs [48, 261, 263, 264, 268, 278]. By solving the linear(-ish) part of the domain using the

comparatively faster but smoother mesh-based approaches, the SPH domain governed by

sophisticated systems of equations is reduced, decreasing the computational expense and maintaining

the level of detail of the numerical solutions.

Fluid-solid interaction modeling

The fluid-structure interaction problems, that represent the mutual inter-dependence between

structure(s) interacting with an internal or surrounding fluid flow, are broadly classified into two

approaches: the partitioned approach and the monolithic approach [217].

The partitioned approach treats the fluid and the structure as two computational fields which can be
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solved separately with their respective mesh discretization and numerical algorithm [217, 279]. The

interface conditions are used explicitly to communicate information between the fluid and structure

solutions. This approach takes advantage of the ”legacy” codes or numerical algorithms that have been

validated [217], assuming identical (Lagrangian-Lagrangian, Eulerian-Eulerian) or different

(Eulerian-Lagrangian) discretization methods. One of the most popular methods used to capture the

interaction between structure and fluid is the Arbitrary Lagrangian Eulerian method, that makes

arbitrary motion of grid/mesh points with respect to their frame of reference compatible [198, 280–283].

The monolithic approach treats the fluid and structure dynamics in a single system equation solved

simultaneously by a unified algorithm [18, 95, 284, 285]. For example, Discontinuous Galerkin [286] or

the Particle Finite Element Method, PFEM, that since its inception has been shown to be an accurate

and versatile numerical method especially for multi-physics problems. Unlike traditional numerical

methods for fluid-structure interaction models, such as the Arbitrary Eulerian-Lagrangian, PFEM uses

the Lagrangian formulation for both the fluid and structure. The distinguishing feature of PFEM is that

the mesh nodes are treated as lumped material particles that can freely move and even separate from

a domain. Interactions between particles are facilitated by a finite element mesh and the governing

equations are solved in standard FE analysis approach. This allows for a very natural and intuitive

coupling of the fluid and solid elements. To prevent mesh distortion, a new mesh is progressively

generated at the beginning of each analysis step, making the PFEM numerical scheme efficient for

interactions involving free surface flows, breaking waves, and fluid spray. Although representing

accuracy for a multidisciplinary problem, it has elevated computational demand and requires modeling

expertise. The SPH is simultaneously capable of solving and providing high-quality solutions of FSI

while fitting the category of computational demand and high sensibility to modeling parameters [287].

Another general classification of the FSI solution procedures is based upon the treatment of

meshes: the conforming mesh methods and non-conforming mesh methods [217, 288]. The

conforming mesh methods consider the interface conditions as physical boundary conditions, which

treat the interface location as part of the solution, requiring meshes of conventional mesh-based

methods, such as FE, FD or FV, or less classic methods, such as Boundary Element Method, that

conform to the interface. Owing to the movement and/or deformation of the solid structure, re-meshing

(or mesh-updating) is needed as the solution advances [263]. The non-conforming mesh methods treat

the boundary location and the related interface conditions as nodal constraints where the

approximation of fluid and solid equations conveniently solved independently from each other with their

respective referential, and re-meshing is not necessary. On the other hand, non-conforming mesh

methods treat the boundary location and the related interface conditions as nodal constraints where the

approximation of fluid and solid equations can be conveniently solved and re-meshing is not necessary

[263]. Among the non-conforming mesh approaches (mesh-based or mesh-less [289]) are the particle

methods [290], such as Molecular Dynamics, Discrete Element Method, SPH, Immersed Particle

Method, Lattice Boltzmann Method [291–293].

The characterization of tsunami-driven debris motion and loads can derive from assigning viscosity

to the flow density parameter (smaller debris) and/or consider a gravity load impact of a large object
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against coastal structures [207, 294]. The characterization depend of the amount of potential debris in

the vicinity of the structure. If considering the numerical modeling of debris as fluid-structure interaction

problem, it implies a challenging task of modeling of fluid and solids, laminar and turbulent flows, and

the capacity to handle the transport of moving bodies in free-surface flow [54]. The large computational

cost associated with the numerical processes are unfeasible for common studies, but probably justified

when analysing important infra-structure, representing an enhanced solution of solid deformation and

inelastic collisions.

Cascading effects

Despite the physical and numerical sophistication of the models, the cascading effects of seismic

and tsunami actions remain a topic in need of further characterization and design codes have only

obscure references to it. Even academic approaches considering successive structural analyses

accounting for cumulative effects of ground motion and tsunami on structures [39, 92, 295] tend to use

more simpler GMPE to model ground motion and SW to model tsunami inundation to assess

multi-hazard/risk. Commonly, probabilistic approaches involving big data and complex analyses to

estimate the likelihood that seismic intensity and tsunami inundation will exceed a certain level during a

given time interval were employed to define hazard maps and vulnerability curves for hazard and risk

determination, respectively. Earthquake and tsunami multi-hazards triggered by the mega-thrusts of

Tohoku [38, 296] and Cascadia [79, 86] were respectively addressed by stochastic approach,

considering the conditional contribution of a common physical source for ground-motion and tsunami,

rupturing offshore, with an interval of discrete magnitude values capable of triggering tsunamis.

Despite their fundamental contribution to risk management, the generalist nature of multi-hazard maps

is deemed insufficient to optimize the design of coastal structures located in regional and local

tsunami-prone regions.

Deterministic approaches can be conducted to identify different case scenarios, such as maximum

or minimum quantities, assess credible and reasonable scenarios, and, based on a premise, eg.: an

economic constraint, classify the worst-case scenario. Thus, a scenario-based approach can assume

an alternative and complementary role in the probabilistic-deterministic dichotomy. Nonetheless, both

followed the global trend (e.g.: [227, 229, 297, 298]) to evaluate the site hazard based on tsunami

hydrostatic intensity measures underrating the damage potential of tsunami hydrodynamic effects

[80, 299]. Instead of an exclusive focus on potential energy, recent literature has shown the importance

of more representative or complementary intensity measures due to kinetic energy when assessing the

structural behavior due to tsunami [300, 301]. Moreover, tsunami hazard estimates are commonly

developed for uniform hazard maps or target-site peak values, missing the dynamic characterization of

the wave interacting with the built environment. The topo-bathymetric variations due to

earthquake-induced subsidence and liquefaction, and the presence of coastal protection structures that

might collapse due to the previous earthquake or during the tsunami represent hydraulic chocks that

may lead to complex reflection, refraction and diffraction phenomena, influencing the structural loading

pattern imposed to coastal structures. Complementary insights on the multi-hazard characterization
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are deemed necessary to infer realistic loading patterns, particularly for critical infrastructures. The

North American design standards define critical infrastructures as ’Buildings and structures that provide

services that are designated by federal, state, local, or tribal governments to be essential for the

implementation of the response and recovery management plan or for the continued functioning of a

community, such as facilities for power, fuel, water, communications, public health, major transportation

infrastructure, and essential government operations. Critical facilities comprise all public and private

facilities deemed by a community to be essential for the delivery of vital services, protection of special

populations, and the provision of other services of importance for that community.´.

In resume, it is necessary to adjust multi-hazard characterization for tsunami engineering purposes,

taking into account multiple scales and physics of the phenomena, such as previous seismic ground

accelerations anticipating tsunami hydrostatic and hydrodynamic effects, and their conversion to seismic

displacements and tsunami forces accounting for environmental influences. Thus, to characterize the

physical phenomena, both endogenous variables of the numerical models and exogenous variables of

the dynamic environmental conditions are necessary.

Beside hazard characterization, the coastal structures at risk from regional/local tsunami are most

likely subjected to the cascading earthquake and tsunami effects, which implies the mobilization of the

structural resistance to deal with the earthquake action, potentially affecting their performance against

the incoming tsunami. Instead of individual actions, it is necessary to design coastal structures to resist

the cascading loading pattern, combining the seismic displacements and the tsunami forces while taking

into account the potential cumulative effects if the structure exceeds the threshold of elastic limit.

Despite the enhance of scientific knowledge, it is still lacking its transposition to regulatory codes,

with potential to influence both stakeholders and technical practices.

An optimized design of coastal structures, considering the successive effects of ground-motion and

tsunami, must guarantee two main criteria. The first regards requirements of the constructive solution,

balancing the demands of flexibility and ductility for earthquake resistance with the demands of

stiffness and strength for tsunami resistance. Whereas the structural flexibility for the case of

earthquakes is very well known, its role on the tsunami-structure interaction is still unexplored, currently

constituting one of the most challenging topics related to the micro-scale effects of tsunamis. The role

of the structural stiffness/flexibility during the tsunami impact on coastal structures was experimentally

tested to show that a more flexible wall witnessed lower tsunami forces than a stiffer one [302], while

numerical approaches to model tsunami effects on bridges showed that both the applied tsunami loads

and the reaction forces can be magnified if a deck is supported on flexible horizontal and vertical

springs and thus a dynamic fluid-structure interaction takes place [303]. Such amplifications of the

maximum horizontal force were reduced up to 49% in a bridge superstructure with a flexible horizontal

substructure spring. The dynamic fluid-structure interaction is also dependent on the wave type, with

unbroken solitary waves interacting with stiff and flexible bridges differently than turbulent bores. The

computed time history of the horizontal and vertical loads on the bridge deck, in turn, provide the input

to a finite-element model of the bridge structure for capacity comparisons and damage analysis. When

investigating a coastal box-girder bridge under earthquake-tsunami sequential events, a two-phase

23



analysis showed that the prior earthquake has more pronounced effects on stiffness than strength of

the bridge columns. The effects of prior earthquake on post-shock bridge tsunami fragility are more

pronounced at lower damage levels, whereas the prior earthquake has negligible effects on tsunami

fragility at extensive and complete damage states [83]. However, on a study considering a arch support

bridge system, the earthquake design specifications of 0.30 g and 0.45 g provided more than sufficient

strength to resist the maximum tsunami horizontal force, while the margin of safety is much smaller for

the uplifting force that was considered to be on an acceptable range [304]. A new hybrid simulation was

developed to assess the behavior of a vertical-evacuation structure with a breakaway ground floor

under hydrodynamic loading, demonstrating the dependence of uplifting load on the bottom slab, the

frontal impact force and the overturning moment, on the structure’s size and bottom-slab elevation, and

the wave’s Froude number. With a proper normalization, the force and moment coefficients were

generalized to propose a maximum moment coefficient to decide on the overturning stability of the

structure [173]. However, the significant differences in the findings of the aforementioned studies (for

different coastal structures and wave types) regarding the role of structural flexibility in the case of

tsunami impact on structures indicates an elevated complexity of the phenomena.

The second regards the trade-off between the economy of the structural solution and the level of

structural performance, implying opening the prospects for stakeholders, governments and technicians.

2.1.4 Performance of ports on regional-local tsunami-prone regions

Past tsunamigenic events in ports around the world have shown that ports have particular damage

patterns. The open typology commonly assumes pile-supported wharves designed to act as ductile

moment frames with plastic hinge formation at pile-deck and the pile-soil connections. The typical

damage pattern of open-type wharves during an earthquake depend on soil-structure interaction and

the magnitude of the inertia force relative to the ground displacement. Function of the foundation

conditions, the main damages are: 1) for good geotechnical conditions (firm soils): deck pushed

seaward due to the seismic inertia force on the rigid deck or excessive bending of the pile heads, and

2) poor geotechnical conditions (loose soils): piles pushed seawards due to soils susceptible to

liquefaction, lateral spreading, and differential settlements [305–307].

The primary direct tsunami impacts on ports with open typology have are dominated by the impulsive

(hydrodynamic) forces. The hydrodynamic forces resultant from pressures on horizontal and vertical

directions at the structure-wave interface induce an overturning moment on wharf components due to

an uneven distribution of these forces. Nonetheless, hydrodynamic forces commonly have associate

impacts of different origin [80, 308, 309].

On the piles, damage due to hydrodynamic effects can wash away the structure while simultaneous

scouring around the base of the foundations occur, increasing the likelihood of structural collapse. On the

quay, the lifting of the quay can occur due to buoyancy and hydrodynamic forces on the vertical direction,

possibly leading the wash away of the structural components. On the horizontal direction, separation of

the quay (or slabs of the quay) from their piles or embankment/footing can occur enabling wash away
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of the structural components and sedimentation in-between and beneath the soil-structure system. On

the coastal protection structures, seawalls and breakwaters, hydrodynamic forces can induce tilting,

rotations, structure or components washed and carried away while scouring around the foundations can

potentially increase the likelihood of structural collapse.

On container terminals, lifting, wash away and stocking of the containers can occur while containers

inundation and damage can lead to damage and exposition of the cargo, including possible hazardous

goods. Cranes can suffer damage due to hydrodynamic forces and failure of the mechanical and

electrical control circuits due to inundation. Vessels can collide with structures, structural components

other vessels with or without breaking its mooring lines. Breaking of mooring lines due to increased

tension from currents intensifies capsizing and sinking of vessels, drifting of vessels inland potentially

to becoming large and damaging debris. The vessels damage is highly probable due to potential to

ground contact and getting caught in vortexes during currents that typically lasted for up to 24 hours

after initial tsunami arrival [309, 310].

Any structures that remain after the preceding earthquake and the initial tsunami arrival are subject

to secondary impact from debris. Among structures, structural components, equipment, vessels,

containers and remain items composing a portuary complex, the transport and impact of debris

constitutes a source of potential failure of individual structural or non-structural elements.

Protocols for tsunami risk mitigation at harbours are emerging and being implemented globally. The

International Tsunami Information Center compiled a list of resource material on Marine Ports Guidance

(available at:

Nonetheless, anthropogenic and natural (or the combination of both, natech) hazards continues

to pose a high risk to the operation of ports all around the globe. The disaster risk management of

such critical infrastructures shall ensure that safety and operational performance requirements are kept

to minimize adverse social, economic and ecologic consequences. Beside economic losses resulting

from port disruptions and the functional recovery following a disaster will be a very time-consuming

process, ports also serve as support for providing supplies and humanitarian aid to communities after

natural disasters. The resilience of port infrastructures against coastal hazard is function of the hazard

threat, their vulnerabilities and the factors controlling recovery. The unpredictability and sometimes

infrequent nature of natural hazards increase the uncertainty involved in risk management decisions,

typically subjected to divergent performance and economic goals. Regardless the apparent dichotomy

between investments policies from policy-makers and risk practitioners is becoming more attenuated.

The 2021 report of the European Commission and the World Bank enunciated the benefits of investing

in measures to manage the natural risks, quantifies the outweigh the recovery costs in two to ten times

higher than the preventive costs and alerts that the metrics between 1980 and 2020, natural disasters

affecting nearly 50M people in the European Union, and caused on average an economic loss of 12

billion euros per year, is expected to grow as a result of climate change intensifying the magnitude and

frequency of natural disasters [311].

Among the natural hazards threatening Europe, the tsunami risk is comparatively underrated.

Mainly after the 2004 Indonesian earthquake and tsunami, tsunami inundation mapping of certain test
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sites at Northeast Atlantic [231] and Mediterranean areas [312] helped develop tsunami early warning

systems [313, 314] and plan ahead for their modernization [315]. On another mitigation perspective,

measures based on structural performance gained attention mainly after the 2011 Japanese

earthquake and tsunami. Lessons learned from exhaustive post-disaster surveys revealed the paucity

of both design provisions and considerations towards more tsunami resilient infrastructures [11, 154],

while expert teams found the disaggregation of structural failures due to earthquake, tsunami or

combined effect of both difficult to characterize. Experimental and numerical techniques have been

explored to contribute for the characterization of local/regional tsunamis and respective interaction with

coastal structures. However, the complexity of (mainly the hydraulic) phenomena requires demanding

technical and functional specifications.

2.1.5 Remarks

Recent events boosted the study of the successive earthquake and tsunami effects on threatened

structures. Some statements can be derived from field surveys, physical experiments and numerical

simulations:

• single vs. multi-hazard effects in structures: cascading hazards imply the successive mobilization

of the structural capacity and may induce cumulative effects if the limits of elastic behaviour are

exceed,

• uniform vs. target hazard assessment: the commitment in the quantification of intensity measures

represent a trade-off between effort and more accurate actions characterization, potentially

representing an optimization in safety-economic relation,

• seismic vs. tsunami design of structures: the forces and deformations induced by a tsunami on a

structure are function of the tsunami wave characteristics, height and flow velocity, and

exploration of strength and rigidity of the structure, while the forces and deformations induced by

an earthquake are function of the ground motion characteristics and depend not only on strength

and rigidity but also on mass and exploration of the ductility,

• simple vs. complex analysis: the sophistication of the numerical schemes and the complexity of

the structural analysis under successive earthquake and tsunami actions is subjective to the level

of the importance of the structure.

2.2 Conceptual Research Strategy

Adopting a preventive perspective, the objective of the conceptual methodology is to contribute for the

increase of tsunami resilience in coastal communities. Taking advantage of the physical characteristics

of earthquake ground-motion(s) and tsunami wave(s) on the generation, propagation and site-effects

stages, three interdependent frameworks composing the methodology are defined in terms of spatial

and temporal scales. Each of the interdependent macro-, meso- and micro-scale stages are coupled by
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boundary conditions, BC. The meso-scale constitutes a two-way link between the hazard- and structural

analysis, allowing a dynamic iterative calibration of the models. Fig. 2.5 schematically represents the

three-staged methodology adopting the example of Tohoku-Oki, Japan 2011 earthquake and tsunami

at the Kamaishi bay. The following sections detail each stage and identify their inherent physical and

numerical uncertainties. The well-known case of Kamaishi bay during the Japan 2011 earthquake and

tsunami will serve as illustrative example of application.

Macro Meso Micro
BC BC

Source

Hazard Analysis Structural Analysis

N

Figure 2.5: Examples of conceptual application of the proposed methodology to Kamaishi port in
Iwate prefecture due to the Japan 2011 earthquake and tsunami. The macro-, meso- and micro-
scaled frameworks are limited by orange, yellow and green lines, respectively. The interfaces between
frameworks are prescribed by boundary conditions, BC, represented in blue.

2.2.1 Macro-scale: generation and propagation

The macro-scale stage concerns the assessment of the earthquake and tsunami multi-hazard of the

threatened region (Fig. 2.5). It encompasses the spatial and temporal domain needed for the simulation

of the earthquake and tsunami generation and propagation, i.e., hundreds of meters up to about 300 km

and from tens of minutes up to about an 1h.

The more immediate quantification of hazard consists on deriving quantities from real recorded data

or hazard maps. The mapping of seismic hazard is often present in most of the world design guidelines,

while the United States and Japan also provide tsunami inundation maps. Depending on the importance

of the structure, or the absence of hazard uniform data, site-specific characterization of hazards may be

required to complement the generalist nature of maps or to overcome the lack of regional information,

respectively.

In that case, the initial step of target-hazard assessment is the compilation of all the existent data

related to potential tsunamigenic sources and past events to define credible scenario(s), Scredible. The

process requires catalogues constituted by historical and instrumental data, the identification of the

active geological faults, geodetic estimates of crustal deformation, seismo-tectonic features and paleo-

seismicity information. A twofold criteria is assumed to select sources with potential to generate tsunami,

namely, geologic structures located less than 300 km from the site and a minimum moment magnitude
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of Mw7.5.

Each tsunamigenic source, characterized by geometry (surface area, A, hypocentral depth, d),

kinematics (strike, ϕ, dip, δ, slip, λ and rake, Θ) and soil rigidity, µ, constitutes an inextricable candidate

scenario, Scandidate, for multi-hazard analysis.

The rupture mechanism of each Scandidate constitutes the initial conditions for propagation models of

earthquake and tsunami waves. The theoretical models adopted to define the initial condition represent

the uncertainty of the process and of the model itself, varying between early kinematic point source in

a homogeneous and isotropic elastic medium, up to sophisticated dynamic, tri-dimensional circular or

rectangular finite faults, distinguishing near- and far-field earthquakes in heterogeneous medium [316].

A common approach to initiate GMPE models is to define the source as a finite-fault identifying the fault

location, proximity to sea floor, dimensions and dislocation parameters (dip, slip, rake and strike), and

source kinematic parameters (stress drop, rupture velocity and slip distribution). For the tsunami, the

co-seismic vertical displacement to initiate the tsunami propagation stage is commonly calculated using

the dimensions and dislocation parameters of the focal mechanism, modeled using half-space theory of

surface deformation due to shear and tensile faults [317] and the assumption that the free water surface

mimics the bottom of the ocean [318].

The reliability of the propagation solutions depend on the sophistication of the methods and detailed

knowledge of the bathymetric model considering the environmental conditions. The simulation of

tsunami propagation accepts SW governing equations and the quality of the numerical solutions

achieve convergence with discretization in the order of few hundred meters [21]. The simulation of

ground-motions propagation relies on numerical or stochastic GMPE models. Both approaches require

regional crustal properties (geometrical spreading, anelastic structure, and upper crustal amplification

and attenuation parameters). The stochastic approach is comparatively more used than the numerical

technique. For the tsunami propagation, numerical schemes composed of governing equations, from

the fully NS to the simplified hydrostatic SW and solvers using FD, FV or FE methods. Due to the

tsunami vertical dimension being much smaller than the horizontal scale, modeling the tsunami

propagation under Shallow-Water hyperbolic equations and relatively coarse bathymetric grids is widely

accepted in the literature [19].

The results of the macro-scale stage are uniform or target bed-rock seismic motions and tsunami

wave(s) height and velocity quantities near the shore.

Example in Fig. 2.5: a vast database of ground-motion records was acquired by more than 1226

accelerographs in Japanese territory only, while tsunami records were obtained by 35 DART and 18

GNSS buoys, 49 OBPs of DONET, and 150 OBPs of S-net [297]. The characterization of the seismic

action, for such recent events and well-instrumented region excuse complementary simulations (and

reduce uncertainties due to earthquake). Conversely, the paucity of instrumental data from

high-magnitude events in regions such as the Northeast Atlantic would require a more demanding

approach, involving probabilistic or deterministic numerical tasks to assess the corresponding seismic

hazard.

For the tsunami behavior characterization, the instrumentally-recorded data acquired during the
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event can play two roles. The first is use the hydrodynamic quantities to initiate tsunami propagation

and inundation models limiting the the size of the numerical domain. On one hand, it dismisses the

modeling of the source. On the other hand, the source parametrization and modeling (e.g.: using

finite-fault models with homogeneous or heterogeneous slip distributions (e.g. [319, 320]) skip the

uncertainty associated with the tsunami generation, which potentially influence the quality of the

tsunami numerical solutions. The second role is contributing to the development of tsunami databases,

which are of utmost importance when calibrating the modeling assumptions and numerical schemes

adopted to carry out the simulations.

In the illustrative case, the correlation between data recorded by DART and OBS buoys and numerical

data computed at virtual gauges, VG, at the corresponding location would contribute for calibration and

validation of the numerical solutions before using VG to capture waves amplitude and flow velocity to

constitute the BC for the meso-scale.

2.2.2 Meso-scale: propagation and site-effects

The meso-scale stage encompasses the spatial and time domain needed for the simulation of the

earthquake and tsunami considering the strong influence of site-effects, i.e., from few meters up to few

hundred meters and up to tens of minutes (Fig. 2.5).

For the ground-motion, the rigidity of the more superficial geological layers and its geometrically

irregular configurations on the surface can induce important local amplifications, but other soil

characteristics, such as its permeability and liquefaction, subsidence and landslide susceptibility also

play an important role when extending the vision to the structural integrity. Typically, the site response

is defined in terms of site predominant frequency and amplification effects, expressed by representative

static peak values, response spectra or dynamic sets of time-histories.

Similarly, the site-effects strongly influence the tsunami inundation stage. The simpler procedure is

to model an increasing onshore bed roughness, which is useful to assess inundation area. The typical

treatment adopts numerical schemes including the vertical variation of fluid, which is constrained by

topo-bathymetric conditions. High-resolution topo-bathymetric data (at least 10m resolution grids) are

required to capture the site-effects influencing the tsunami flow and dry-wet variations.

Moreover, the inundation phase may also include the fluid interaction with structure(s) by modeling

them as immutable rigid bodies, part of topo-bathymetry data, constituting obstacles to the fluid flow.

The combination of hydrodynamic quantities captured near the obstacle and empirically-calibrated

formulations, as recommended in Japanese and North American design codes, can quantify the

hydrostatic and hydrodynamic loading components of tsunami. The technique has two drawbacks (1) it

provides static peak-values, and (2) is limited to simple geometries. Another aspect often neglected in

tsunami hazard assessment, is the presence of coastal defense structures influencing the

characteristics of tsunami waves. Recent lessons from the 2011 Japan event demonstrate unequivocal

reduction of waves’ height and delay in tsunami travel time [59, 321]. However, if damaged, the coastal

protection structure may induce channeling or resonance effects, amplifying the tsunami damaging

29



potential.

Alternatively to semi-empirically approaches, built-in force assessments overcome time-dependent

and fluid-structure-interaction limitations. The particle and coupled methods are promising tools to

provide high quality solutions, either modeling the structure as a rigid body and extracting the force for

a parallel structural analysis or assigning flexibility to the structure for a two-way interaction. Moreover,

the algorithms allow to explore complex and highly non-linear phenomena, such as air entrapment on

elevated structures ([208, 209, 275–277]). The trade-offs analysis between the quality of the solutions

and the stability and convergence of the solutions, relies on various considerations. The main

dichotomy is mainly technical, confronting highly-volatile nature to parametrization and high

computational costs with the level of importance of the structure. Yet, the stability and convergence of

the solutions is highly-volatile to parametrization and represent high computational costs.

The presence of all-sized solid elements in the tsunami flow constitute another component of

tsunami force. The characterization of tsunami-driven debris motion and loads can derive from

assigning viscosity to the flow density parameter (smaller debris) and/or consider a gravity load impact

of a large object against the coastal structure. The characterization depend of the amount of potential

debris in the vicinity of the structure. The US standards recommend an empirical approach to

characterize the impact of larger debris. Considering the numerical modeling of debris as

fluid-structure interaction problem implies a challenging task of modeling of fluid and solids, laminar

and turbulent flows, and the capacity to handle the transport of moving bodies in free-surface flow. The

large computational cost associated with the numerical processes are unfeasible for common studies,

but probably justified when analysing important infra-structure, representing an enhanced solution of

solid deformation and inelastic collisions.

The results of the meso-scale stage are the seismic and tsunami actions exerted on the

structure(s). A deterministic assessment provides the maximum static or dynamic values of the actions.

For engineering purposes, the premise that different intensity measures can induce the hazardous

scenario, Sworst, causing devastating damage to structures is assumed, i.e., the assess the maximum

seismic ground motion, tsunami free-surface elevation and flow velocity (momentum flux) in both inflow

and outflow directions allows to encompass a complete set of loading patterns and characterize the

design demand for the structure [127]. The scenario-based approach of of the deterministic approach

increases provides realistic considerations for engineering purposes; however, it is important to bear in

mind that even the worst-case scenario may be exceeded, like the forecasts of the 2011 Japan event.

The probabilistic approach provides a complementary perspective, as all tsunamigenic events are

considered to evaluate the probability that a certain level of hazard is exceeded at a given location

within a certain recurrence. The probabilistic multi-hazard characterization includes an independent

probabilistic characterization of each hazard to generate cumulative distribution functions for the

intensity measure of each hazard. The magnitude distribution curves are then multiplied by the rate of

occurrence of the seismic events with higher magnitudes than the considered for assembling the

curves. The products are hazard curves and/or maps providing the probabilities of exceedance of

earthquake-tsunami intensity measures in a specific period of time.
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Example: assuming that the seismic action was previously derived from instrumentally-recorded

data, the tsunami characterization now requires numerical schemes accounting the vertical component

of flow and non-linear terms to consider the environmental influencing parameters, such as variable

astronomical tide level, soil subsidence or breakwaters geometrical update due to earthquake effects.

Among literature references, the influence of the breakwaters is addressed in terms of tsunami arrival

time (delay) and waves amplitude (decrease), but simulations using high-resolution topo-bathymetric

data modeling undamaged, total and partially collapsed configurations of the breakwaters would provide

complementary data about channeling effects that increase the impact of tsunami hydrodynamic effects.

By scattering virtual gauges strategically implemented before the coastal protection structure and inside

the Kamaishi bay would benefit the flow behavior characterization and, ultimately, promote the interactive

calibration between meso- and micro-stages by dynamically modifying the boundary conditions.

Beside the physical variations, the numerical approach to assess the horizontal and vertical forces on

the Kamaishi breakwaters and on port may vary between: (1) a semi-analytical approach adopting the

regulation equations together with tsunami inundation depth, to characterize the hydrostatic component,

and momentum flux, to characterize the hydrodynamic component of tsunami force, or (2) a built-in

approach.

2.2.3 Micro-scale: loading and structural response

The micro-scale regards the spatial and time interval needed to assess the structural response to the

cascading seismic and tsunami actions (Fig. 2.5). The spatial domain is set to an interval of centimeters

to meters, and the time domain is set to an interval of seconds up to couple of minutes.

The latest and more challenging models to compute the interaction between fluids and structures,

i.e., their mutual interdependence, can also be applied to reproduce the physics of a dynamic fluid

force triggering movements and deformations in a solid, that, on his turn, influences the characteristics

of the flow. Among others, the immediate difficulty of this sophisticated method is the multi-physics

discretization of the model. The solids are typically discretized by Lagrangian techniques whereas the

fluids follow an Eulerian discretization. Emergent numerical schemes, coupling Lagrangian mesh-less

Smoothed Particle Hydrodynamics and mesh-based Finite Element methods are promising algorithms

to perform direct computations of fluid-structure interaction problems, but, for now, have a high level

of complexity, are volatile to parametrization, and the maintenance of stability and convergence has

elevated computational costs.

The more common approach is, after defining both ground accelerations or displacements and

tsunami forces, and assuming admissible to consider them acting separately in time, perform individual

structural analysis to assess the structural response. To perform the structural analysis, the seismic or

tsunami regulations allow design methods based on an elastic analysis of the structure. However, the

inelastic response of the structure is required when performing sequential structural analyses

accounting for the cumulative effects of the earthquake-tsunami loading pattern. The

performance-based design methods, using capacity spectrum, N2, and direct displacement-based
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approaches are capable of evaluating the inelastic structural response, in terms of local resistance,

ductility and global stability. The structural stability includes settlements, tilting and displacements

effects. To verify local safety requirements, the principle of comparison between the capacity and

demand is applied. Both capacity and demand can be expressed in terms of static variables, as

internal forces and stresses, or by kinematic variables, as displacements, curvatures and strains,

imposed by the inherent permanent structural loads and the succession of the ground-motion and

tsunami actions. Different levels of complexity can be assigned to perform structural analysis due to

cascading earthquake and tsunami actions, from the consideration of geotechnical influences (e.g.

scouring) to the complexity of the analysis itself, that can range from the application of static forces to

perform pushover analysis, to the prescription of time-histories to perform dynamic analysis, more or

less non-linear constitutive models to define materials, two- or three-dimensional models of the

prototype, among others.

During the successive analyses, the structure(s): (1) remains in the elastic regime, meaning that the

ground-motion would not represent a threat to the tsunami structural resistance (independent structural

response); (2) reaches the plastic regime, generating residual stresses and deformations in the

structure, affecting its resistance against the incoming tsunami and implying an update of the structural

characteristic in the model to take into account the reduction of structural resistance (interdependent

structural response) or (3) collapse.

In elevated structures, a correlation between the piles capacity curve and the moment-rotation

diagrams can identify which and where the seismic force lead to the development of plastic hinges,

more likely to be formed at the top of the pile connecting to the deck, where the largest variation of

rotations (curvature) take place, leaving the structure with permanent deformations before it was hit by

the tsunami. A comparison between the tsunami hydrodynamic and hydrodynamic effects in the

vertical direction and the weight of both the structure and mass of water (time-dependent) represents a

reasonable simplified approach to predict the structural performance. However, have been

demonstrated that in addition to large uplift forces, tsunami flows also generate significant overturning

moment (pitching) both in the case of buildings and bridges, which increases further the risk of failure

because it leads to unequal distribution of the uplift forces in the supports, overloading the offshore

bearings and columns ([168, 303]). Moreover, the effects of entrapped air between the free-surface and

the bottom of the elevated structures constitutes an amplification factor for uplift forces, overturning

moment while potentially generating significant three-dimensional effects for coastal decks with beams

(jetties, bridges, wharves) due to the tendency of the trapped air to escape in all three directions

([190, 208, 209, 275–277]).

If/when the yielding level is exceeded, the reduction of resistance and stiffness in the structural

elements, as well as permanent deformations, due to the earthquake action are transferred as initial

boundary conditions to the tsunami structural analysis. Another variable in the micro-scale is the

behavior of the foundations and/or adjacent soils. The ground-motion can induce liquefaction or

subsidence effects and the tsunami can induce scouring effects which require an additional

geotechnical model and respective analysis to be part of the BC interactive calibration.
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The result of the micro-scale stage is the characterization of the structural response to cascading

ground-motion and tsunami actions. Beside the characterization of the structural behavior, probabilistic

fragility curves may be derived representing the probability of exceeding a given damage state (or

performance) as a function of an engineering demand parameter of seismic and tsunami actions.

Example: From a macroscopic view, the composite breakwaters depicted in Fig. 2.5 suffered

settlements in its rubble mound foundation while the vertical caisson sections were drifted and

scattered in both flow directions. A sequential analyses identifying damage or collapse would allow to

dynamically update the breakwaters geometry and resistant properties by introducing new BC linking

meso- and micro-scale for realistic assessment of induced damage mechanisms on breakwaters and

port structures. Due to the time-frame associated with local and regional tsunami, the expert teams that

surveyed the structures after the 2011 event found difficult to correlate the structural failures to the

earthquake, tsunami or the combined effect of both. From a sequential structural analyses using

temporal series of cascading ground motion and tsunami that account time-dependent physical

variations as loading pattern it could be possible to withdrawn conclusions about various influencing

parameters on structural performance. The main factors are the soil subsidence and or liquefaction that

influence the geotechnical conditions of the foundations and the tsunami inundation behavior, the

changes of the environmental conditions that modify the topo-bathymetric condition highly constraining

tsunami hydraulic phenomena impacting overland built infrastructures, and the structural resistance

itself along the time-framed analysis. If the yielding level is exceeded in the seismic analysis, only the

residual resistance of the structure should take place in the tsunami simulation.

2.2.4 Remarks

The conceptual methodology herein proposed is composed of three interdependent frameworks

established from spatial and temporal similarities. Their interactions are assured by dynamic BC linking

the variables within the soil-fluid-structures system. The systematic organization of the variables to

include in each framework promote the awareness of the global uncertainties, physical and numerical,

allowing to adapt the sophistication of the risk analysis to its goal (e.g. reliability of the cost/benefit of

the solutions as a function of the societal importance of the structure). The methodology aims to

support informed decisions to make safety, financial, ecologic and sustainability criteria compatible.

Fig. 2.6 depicts a simplified resume of the generic methodology.
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Figure 2.6: Schematic representation of the conceptual methodology. Three complementary
frameworks, defined in terms of spatial and temporal scales, are proposed to assess a generic structural
behavior due to cascading earthquake and tsunami actions.
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Chapter 3

Theoretical models

The earthquake and tsunami phenomena share similar physical stages of generation, propagation

and site-effects influencing their waves behavior. The numerical modeling of the tsunamigenic event

and its interaction with coastal structures accepts different numerical schemes for each spatio-temporal

scale.

Chapter 3 is devoted to introducing the main features of each of the numerical approaches involved

in the multidisciplinary analyses.

Chapter 3 is based on Reis et al. 2018, 2021 and 2022b [21, 48, 272].

3.1 Introduction

The corner-stones of engineering are based on probabilistic analyses of systems governed by the

Fundamental Laws of Mechanics and the Continuum hypothesis to describe certain physical

phenomena:

• First Law of Thermodynamics for energy conservation: a system closed to all transfers energy

must remain constant over time.

• Principle of mass conservation: a system closed to all transfers of mass must remain constant

over time.

• Newton’s Law of Motion for momentum conservation:

– First law of inertia: in an inertial frame of reference, an object either remains at rest or

continues to move at a constant velocity, unless acted upon by a force;

– Second law of forces: in an inertial frame of reference, the vector sum of the forces on an

object is equal to the mass of that object multiplied by the acceleration of the object;

– Third law of action-reaction: when one body exerts a force on a second body, the second body

simultaneously exerts a force equal in magnitude and opposite direction on the first body.
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• Continuum hypothesis: the relative free motion of the molecules that compose solids and fluids

is imperceptible in the body, being continuously distributed and fillings the entire region of space

it occupies, allowing to analyse the smooth variation of properties as a continuous medium using

constitutive laws that relate stress and strain.

Over the last decades, the numerical approaches gained more emphasis complementing the more

costly and time consuming experimental ones to help characterize variables that represent natural or

industrial uncertainties. The natural hazards are relatively more challenging to characterize,

encompassing complex phenomena only mathematically described by partial differential equations,

PDE, expressed as system of governing equations with associated boundary and initial conditions. The

typical lack of analytical solutions of PDE can be overcome by numerical solvers. For the numerical

treatment, the continuum nature of the domain is discretized into discrete points/nodes framing

components/elements over which the governing equations are approximated. Fig. 3.1 represents the

spatial discretization of a generic PDE.

Solution

x
nodeselements

True solution
Aprox. solution

Figure 3.1: Discretization of the continuum into discrete elements. Each finite element is an independent
geometric region of the domain over which equations with unknown variables are defined using the
governing equations of a mathematical model to compute an approximate solution of the variable.

The spatial discretization is performed using grid-based or mesh-less methods, while the governing

equations follow Lagrangian or Eulerian moving or fixed referential, respectively. After the spatial and

numerical discretization, the original governing equations are changed into a set of algebraic equations

or ordinary differential equations, ODE, that can be solved using time-integration schemes.

The numerical schemes adopted to characterize the cascading tsunami and earthquake actions, and

the successive structural response are respectively described along Sections 3.2, 3.3 and 3.4.

3.2 Characterization of tsunami action

The calculation of tsunami wave forces on structures,
−→
FT , involves the integration of the external

stress distribution over the surface of the structure [322]. The total stress per unit area, σi,j , is a

combination of inertial (pressure, p) and viscous (tangential shear, τ ) stresses, as given by Eq. 3.1:
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−→
FT =

∫
∂Ae

τi,jnidAe (3.1)

where τi,j is the stress tensor, ni is the unit vector representing the direction normal to surface dS and

∂Ae is the net surface of the area exposed to the fluid motion. The integrand in Eq. 3.1 is responsible

for the differentiation between the components in normal and tangential directions towards the surface.

For most of the flows regime, excepting the at-rest flow regime, determining either the pressure or the

tangential shear stresses requires numerical resolution of the fluid motion.

For tsunami-like flows, numerical modeling commonly accepts Navier-Stokes, NS, and

Shallow-Water, SW, governing equations, function of the phenomena it aims to reproduce:

• mesh-less particle-based Lagrangian method, considering the fluid as a discrete set of particles

drawn by a co-moving observer. The NS system of equations is solved by Smoothed Particle

Hydrodynamic, SPH, framework implemented in DualSPHysics open-source code [247, 260], to

characterize the tsunami inundation stage and its interaction with coastal structures;

• grid-based Eulerian method, a conservative form considering the continuous fluids drawn by an

observer at rest. The non-linear SW system of equations is solved by a well-balanced Finite

Volume, FV, method with hydrostatic reconstruction, implemented in-house C++ code [19, 21], to

solve the generation and propagation stages of the tsunami;

• coupled Eulerian-Lagrangian modeling configuration, respectively to solve the linear(-ish) part of

the domain and the fluid behavior near and impacting the coastal structures, respectively [48].

3.2.1 Lagrangian SPH-based numerical tool to solve NS equations

Fluids are typically governed by the NS equations, derived from three conservation principles of

mass, momentum and energy, often complemented by an equation of state to describe the behavior of

continuum fluid. To solve the system, the SPH method substitutes the continuum properties of the fluid

by a set of discrete interacting particles and locally integrates the NS equations at the location of each

particle.

The physical properties of a particle a, such as position, velocity, density, and pressure, are computed

by interpolating the values of the neighbouring particles b, within the radius of the smoothing-length, h.

The contribution of a b particle inside the n−dimensional domain, Ω, circular if 2D or spherical if 3D,

is weighted according to a kernel function, Wa,b, function of the distance between particles, ra,b [240].

Fig. 3.2 shows a schematic representation of the SPH method principles.

Governing equations

The NS system of equations is derived from three conservation principles of momentum, mass (or

continuity). To describe the fluid motion, the NS is complemented by a state equation.

Assuming the fluid is incompressible, the energy equation is dropped since the pressure derives

from the free divergence constraint, ∇ · V = 0. However, incompressible fluids require the resolution of
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Figure 3.2: Lagrangian NS-SPH scheme: The principles of the SPH method in plane (left) and
elevation (right) views. A physical property of particle a is computed considering the contribution of
the neighbouring particles b weighted according to a smoothing-kernel function, Wra,b, along a certain
area of influence, h.

an additional state equation, the Poisson equation, to evaluate the correct pressure that preserves the

divergence free property. To avoid the supplementary pressure equations, a popular technique consists

of assuming the fluid to be weakly compressible, as a function of density, and solvable by Tait’s relation

between pressure and density, for the state equation, leading to a strictly hyperbolic system (at least

when the diffusion term is canceled). The Lagrangian system of equations, including Tait’s formulation

[322], follows Eq. 3.2.



dV

dt
= −1

ρ
∇p+ g + Γ

dr

dt
= V

dρ

dt
= −ρ∇V

P (ρ) = β

[(
ρ

ρ0

)γ
− 1

]
(3.2)

where t is the time, r position, g gravitational acceleration, Γ represents the dissipative term, p and ρ

stand for pressure and density, respectively, and velocity V = (u, v, w)t. For Tait’s relation, the reference

density ρ0 is usually the gas density at rest, while parameter γ = 7 is the polytrophic constant and

β = ρ0C
2
s/γ, where Cs is the speed of sound [260].

The modeling of multi-phase interactions uses a modified version of Tait’s equation of state for

incompressible and inviscid fluids, Eq. 3.3:

P (ρ) =
C2
sρ0

γ

[(
ρ

ρ0

)γ
− 1

]
+ χ− aρ2 (3.3)

where χ is a constant background pressure and aρ2 represents the cohesion forces between the
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particles of a single phase. The coefficient representing the properties of the water, ρw, and air phases,

ρw, and a characteristic length scale of the problem, L, is given by a = 1.5g
(
ρw
ρa

)
L.

Discretization of spatial and temporal domains

The spatial discretization convert the continuum domain of the fluid into discrete nodal points. The

particles are dynamic and influenced by the interactions with neighbouring nodes to guarantee that the

velocity of particle a is similar to the average velocity of neighbouring particles b, assuring an ordered

flow and preventing penetration between continua.

Cubic Spline and Quintic Wendland kernel functions, both corrected by a shifting algorithm that

balances the distribution of the particles in space, assume that neighboring particles that influence

computations are within a distance of 2hsph to the center of the kernel. Despite their similarities,

comparisons between the use of the Cubic Spline kernel and the Quintic Wendland kernel formulations

have demonstrated that the Wendland kernel leads to cheaper computational costs while providing

more stable and convergent solutions [323, 324]. The Wendland kernel is given by:

Wab =
7

4πh2
sph

(
1− q

2

)4

(2q + 1) (3.4)

where b stands for particles that belong to the discrete kernel support of particle a.

The temporal discretization uses numerical schemes to integrate equations of momentum,

continuity and state. The more simple two-stage Verlet scheme (Eq. 3.5) is a second order accurate

space integrator over a staggered time interval, complemented by a calibration every ten to fifty time

steps to avoid divergence of the integrated values thought time. Alternatively, the Sympletic scheme

(Eq. 3.6) is symmetric and time-reversible, i. e. step 1 and 3 are exactly the same, providing more

stable, but computational more demanding solutions. The variables over time are computed through:

• Verlet scheme:

vn+1
a = vn−1

a + 2∆tFna

rn+1
a = rna + ∆tV na +

1

2
∆t2Fna

ρn+1
a = ρn−1

a + 2∆tDn
a

⇒



vn+1
a = vna + ∆tFna

rn+1
a = rna + ∆tV na +

1

2
∆t2Fna

ρn+1
a = ρna + ∆tDn

a

(3.5)

• Sympletic scheme: 

vn+1
a = v

n+ 1
2

a +
∆t

2
F
n+ 1

2
a

rn+1
a = rna + ∆tV na +

1

2
∆t2Fna

rn+1
a = r

n+ 1
2

a +
∆t

2
vn+1
a

(3.6)

where ∆t is the time step between instant n and n+ 1.
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The speed of sound used in Tait’s relation, besides being a parameter to define the compressibility

of the fluid (high sound celerity confer a virtual incompressible behaviour to the fluid), also constitutes a

parameter that controls the stability of the numerical simulation by influencing the time step. Eq. 3.7 is

also designed as the Courant Friedrisch Levy, CFL, condition that control the time step with respect to

the space step and the eigenvalues of the system:

∆t = Cmin

(√ h

Fa

)
;

 h

c0 +maxb

∣∣∣hva,bra,b

r2a,b

∣∣∣

 (3.7)

where the constant c is a constant of the order of 10−1 and Fa is the force by unit mass applied to the

particle. Typically, c0 assumes an artificial value around ten times the maximum flow speed, restricting

the relative density fluctuation [325].

Smoothed Particle Hydrodynamics method

To solve the NS system of equations (Eq. 3.2), the SPH method substitutes the continuum properties

of the fluid by a set of discrete interactive particles, a and b, with fluid properties and related employing

a kernel function W to mimic the integro-differential operators. The kernel function covers a smoothing

length, hsph, featuring a radial smoothed Gaussian-like shape, approximated to a regular and isotropic

distribution (see Fig. 3.2).

The integral of the approximation function, f , on the n-dimensional domain, Ω, with respect to the

particle position vector, r, is substituted by the average of a discrete summation over all the particles

that lie within the radius of the smoothing length (Eq. 3.8):

f(r) =

∫
Ω

f(r′)W (r − r′, hsph)dΩ (3.8)

where, hsph is the smoothing length defining the influence area of the kernel weighting function, that

must fulfill the positivity inside the interaction zone, compact support, normalization and monotonically

decreasing value with distance and differentiability [260].

Consequently, for a specific particle a, the discrete average form for the particle approximation follows

the formulation (Eq. 3.9):

f(ra) =
∑
b

f(rb)
mb

ρb
W (ra − rb, hsph) (3.9)

where a is the particle of interest and b are the neighbouring particles inside the smoothing length, hsph,

and affected by a kernel function, W (ra − rb, hsph), further identified as Wa,b

Integrating the equations (Eq. 3.2) by parts, using divergence theorem to convert flux into integral of

volume (the sum of all sources of the field in a region gives the net flux out of the region), and arguing

that the kernel support is compact, the derivatives are now supported by the kernel functions formulated

in Eq. 3.10:
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

dva
dt

= −
∑

b∈N(b)

mb

(
pa + pb
ρa + ρb

+
∏
ab

)
∇aWa,b + g

dra
dt

= va

dρa
dt

=
∑

b∈N(b)

mbvab∇aWa,b

Pa = β

[(
ρa
ρ0

)γ
− 1

]
(3.10)

where
∏

is an additional artificial viscosity term introduced for the sake of stability. The execution

parameter describing the viscosity is based on whether the movement is artificial or laminar, respectively

in Eq. 3.11:

∏
ab

=


−αcabµab

ρab
vab · rab < 0

0 vab · rab ≥ 0

(3.11)

where cab = 0.5(ca + cb) is the mean speed of sound, µab = hvabrab/(r
2
ab + η2), and α is a coefficient

used to introduce energy lost through friction to the case, using the coefficient of bottom friction, which

represents the ratio between αFB (interaction between fluid and boundary particles) and αFF

(interaction between fluid particles). The coefficient of bottom friction is commonly taken as 1, i.e.,

interactions of fluid–fluid and fluid–boundary particles are equal. Such assumption is admissible for

experimental setups where solids are usually composed of smooth surfaces [326]. However, on

physical environments the fluid flow is likely to be reduced by the roughness of the contact surfaces.

The adjustment of the bottom friction coefficient is deemed necessary to account, for example, with

terrain, which influence is commonly associated with the Manning coefficient formulated in Eq. 3.12:

v =
1

n
R2/3

√
S (3.12)

where velocity v is affected by Manning coefficient n, hydraulic radius R and the channel slope S.

Delta-SPH algorithm

Delta-SPH formulation is a density treatment. When the imposed celerity of the sound, used to

attribute the compressibility of the fluid, is too high may lead to too small time steps and, consequently,

the computation became more expensive. Given that the reference value of sound celerity, c0 is typically

attributed adopting an artificial value of around ten times the maximum flow speed, the computation of

the pressure using Tait’s state equation in a stiff density field, together with the natural disordering of the

Lagrangian particles, also led to computational instability and scattered density distributions. The Delta-

SPH algorithm introduces a diffusive term in the continuity equation that reduces density fluctuations

(Eq. 3.13):
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dρa
dt

=
∑
b

mbva,b · ∇aWa,b + 2δΦhc0
∑
b

(ρb − ρa)
ra,b · ∇aWa,bmb

r2
a,bρb

(3.13)

Shifting algorithm

The disordered spacing of the particles can affect the stability due to the lack of uniform distribution of

the particles. The consequences are the misleading of the velocity and pressure fields and the creation

of voids in the fluid flow.

The shifting algorithm guarantees an anisotropic spacing of the particles, uniformly balancing areas

with high and low concentrations of particles [327].

The shifting distance of the particle, δr, is given by (Eq. 3.14):

δr = −D∇Ca (3.14)

where, D is a diffusion coefficient, D = Ah ‖u‖a ∆t, that control the shifting magnitude, being A a

dimensionless constant. The particle concentration is estimated by Ca =
∑
b
mb

ρb
Wa,b and the respective

gradient approximation, using SPH formulation and kernel approximation, writes as Eq. 3.15:

∇Ca =
∑
b

(Cb − Ca)
mb

ρb
∇Wa,b (3.15)

The correction imposed by the shifting numerical artifact applies near free-surfaces and implies that

the particles motion obeys to Eq. 3.16:

∇r =
∑
b

mb

ρb
ra,b · ∇CaWa,b (3.16)

Boundary conditions

The boundary conditions modeled to mimic a certain behavior are generated by differentiating the

particles. The main approaches to enforce solid boundary conditions in SPH method are based on

techniques using repulsive forces [240, 253] or fictitious particles to fill the space beyond the boundary

interface to mimic the presence of a wall [328, 329]. The method also supports open boundaries in

the form of a periodic boundary condition, achieved by allowing particles that are near an open lateral

boundary to interact with the fluid particles near the complimentary open lateral boundary on the other

side of the domain [254].

• Dynamic Particles - Dynamic Boundary Condition

The solid impermeable boundary conditions [253] are established by particles governed by the

same equations of continuity and state as the fluid particles but externally controlled to assume

specific positions or motion. This implies that, near the boundary condition, the distance between

the fluid and the boundary particles decreases. Consequently, the augmented pressure increases

the density of the boundary particles resulting in a repulsive force being exerted on the fluid
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particles. A fixed behavior is assigned by imposing the position, which is typically used to model

solid objects, such as walls. By imposing motion, according to a motion function, a dynamic

behavior can be assigned, which is typically used to mimic gates, floating objects, flap- and

piston-type wave-makers [253, 260]. Considering the effect of the boundary exerting a force to

the fluid particles, the moving particles of the fluid follows Eq. 3.17:

dva
dt

= −

(
2c2

Wa,b

(Wa,b +W0)
2 +m

∏
ab

)
∂

∂za
Wa,b − g (3.17)

where, c is the speed of sound, Wa,b is the weight function (or kernel), W0 is the kernel when the

distance between the particles is null, W0 = W (rab = 0),
∏
ab is the artificial viscosity and g is the

gravitational acceleration.

• Dynamic Particles and Ghost Nodes - Modified Dynamic Moving Boundary Condition

The boundary particles are arranged in the same way as the boundary particles in the original

dynamic boundary condition, yet is added an additional boundary interface between the fluid and

the boundary particles. The interface boundary is composed of ghost nodes mirroring each

boundary particle half particle spacing into the fluid by linear extrapolation.

For the density of the boundary particle, ρb, the ghost density, ρg and its gradient [∂xρg; ∂yρg; ∂zρg]

are computed at the ghost node using a first-order consistent SPH interpolation. The density of

the density particle ρb is then obtained by means of linear extrapolation with the values derived

from the ghost particle, Eq. 3.18:

ρb = ρg + (rb − rg) · ∇ρ (3.18)

where rb and rg are the position of the boundary particle and associated ghost node.

• Ghost Nodes - Open Boundary Condition

The support kernel of a particle that extends beyond the boundary is continued through the

boundary, interacting with the other particles placed on the other side, generating a non-reflective,

transmissive behavior [254]. The periodic open boundary conditions [255] are established by

promoting the interaction of particles near the frontiers, boundaries or domain edges, allowing to

enforce flow conditions.

Ghost particles are used to establish the buffer zones where the physical conditions are imposed

or extrapolated from the fluid conditions, handling variable quantities such as velocity, pressure

and water depth profiles [255]. The buffer particles and ghost nodes defining the surface are a

set of fixed points along the direction normal to the open boundary. In the inlet buffer zone, buffer

particles are created to cross the permeable boundary to the fluid domain, allowing to control

the free-surface elevation inside the fluid domain. After crossing the buffer interface, the particle

becomes a new fluid particle following Eq. 3.19:
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rnew = [rfluid − (rfluid − rfixed) · nfixed − Lb]rfixed (3.19)

where rfluid is the positions of the buffer particle converted into a fluid, rfixed is the position of the

associated fixed point, Lb is the buffer length and nfixed is the unit vector at the fixed point normal

to the fluid-buffer interface inside the fluid domain.

Contrarily, in the outflow buffer zone, the fluid particles become buffer particles that are discarded

from the computational domain.

Built-in force computation

The particle impact against a rigid structure is determined by the momentum rate at a discrete time

tn, hitting the wall, by solving the momentum equation taking the interpolation distance < 2h [270, 330].

The computation of the force exerted by the fluid against a solid object at time tn is then computed as

the summation of the momentum variation of each particle b inside the kernel influencing particle a that

is in the neighborhood of the solid and experiencing an acceleration (Eq. 3.20):

F =
∑

bε2hsph

mb

(
dva,b
dt

)
(3.20)

where mb is the mass of particle b and dvab

dt is the difference in acceleration between particles a and b.

Note that the summation is only carried out for the particles that hit the surface of the solid in the time

interval [tn, tn+1].

Application of NS-SPH scheme in coastal engineering problems

The SPH method conceived in the late seventies for modelling astrophysical phenomena [238, 239]

has been extended for application to problems of continuum solid and fluid mechanics phenomena [240].

The NS-SPH can tackle fluids impacting or interacting with structures, reproduce complex hydraulic

phenomena, conveniently treat large deformations, and handle variable domains in time. The use of

boundary conditions to mimic physical reflexive and transmissive behaviors allow to reproduce a large

variety of physical phenomena. Over the last decade, coastal engineers have been investigating the

applicability and adequacy of the SPH method to characterize fluid behavior and solve fluid-structure

interaction problems [244], such as the characterization of non-breaking and breaking waves [252, 331],

shallow water coastal flow [250, 251, 332, 333] including tsunami waves [249, 334] and respective over-

topping and interaction effects on coastal structures [247, 287].

Multiple studies have been carried out with NS-SPH scheme to model waves impacting coastal

structures, such as seawalls [270, 271, 335–338], breakwaters [180, 339–341], buildings [17, 18, 44],

bridges [45, 46], piers [47] and more complex and recent approaches considering multi-physics induced

by air entrapment [276] or interaction with flexible structures [342].
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3.2.2 Eulerian FV-based numerical tool to solve SW equations

The modeling of tsunami behavior commonly accepts the SW as governing equations solved by

Eulerian grid-based methods, such as the Finite Elements, Differences and Volume methods.

The grid-based Eulerian FV method is applied as a discretization procedure to represent and

numerically solve PDE in the form of algebraic equations. The approximate solution is calculated at

discrete places on a meshed geometry by dividing the psychical space into contiguous polyhedral

control volumes or cells. The surface integral is approximated to the sum of the fluxes crossing the

individual faces of the control volume and the flux entering a given volume is identical to that leaving

the adjacent volume. The properties of each control volume are calculated at the centroid and

interpolated to the surface to be approximated to the volume integral.

Governing equations

The NS equations have simplified derivations combining the fluid properties: compressible or

incompressible, viscid or inviscid, laminar or turbulent, etc. One of the most common simplifications is

to consider the density constant along the trajectory (incompressible fluid), dispensing the energy

equation and simplifying the mass/continuity equation [343].

The Euler approximation, potential governing equations for all fluids, is obtained by the linearization

of the NS equations considering the fluid with inviscid and adiabatic properties. The Boussinesq

approximation considers the fluid as incompressible and the flow as irrotational, allowing to include

frequency dispersion and depth-dependent velocity profile to model breaking and non-breaking waves

[344].

The SW, or Saint-Venant equations if unidirectional propagation, are obtained by depth-integrating

the NS. The hydrostatic SW treatment of the NS constitutes a suitable and powerful approach to adopt

in cases where the horizontal scale is much larger than the vertical scale, like the long-period tsunami

waves. Tsunami waves are characteristically long (wave length >> oceanic depth) and shallow (wave

height << oceanic depth), allowing to neglect the vertical component of the velocity and acceleration in

the system of equations. The SW system of equations is scalable to include non-linear terms,

contributing to expanding the solver’s adequacy to more models. The SW-FV tool includes numerical

artifacts to consider source terms, the built-in conservation property, the capacity to treat discontinuities

correctly, and the ability to handle complex bathymetry configurations while preserving some steady

state configurations (well-balanced scheme), making the method very efficient.

The 2D SW system of equations modified to include varying bathymetry is given in Cartesian

coordinates by Eq. 3.21:



∂t h+ ∂x (hu) + ∂y (hv) = 0

∂t (hu) + ∂x

(
hu2 +

g

2
h2
)

+ ∂y (huv) = −gh∂xb

∂t (hv) + ∂x (huv) + ∂y

(
hu2 +

g

2
h2
)

= −gh∂yb

(3.21)
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where h denotes the water height, u and v are the velocity components along the orthogonal axis, b

represents the bathymetry and g is the gravitational acceleration. The free surface, η, is given by the

sum of b and h. Fig. 3.3 depicts the SW notation.

z

x

η = b+ h

b

h

v

u

Figure 3.3: Eulerian SW-FV: Notation for the shallow-water problem.

Discretization of spatial and temporal domains

The spatial discretization consists of convert the continuum medium into a numerical domain, Ω =

[0, L] × [0, H], composed by adjacent discrete cells, cij = ci × cj with centroid coordinates (xi, yj) and

interfaces ei± 1
2 ,j±

1
2
.

The temporal domain is 0 = t0 < t1 < ... < tn until the final prescribed time tN = T . The subdivision

of the temporal domain obeys to a non-constant time step ∆tn = tn+1 − tn that satisfies the

Courant–Friedrichs–Lewy, CFL, condition to guarantee the stability of the simulation and convergence

of the solutions by establishing a ration between the distance traveled by the fluid and the distance

between elements, guaranteeing that information from a given cell or mesh element must propagate

only to its immediate neighbors.

Any function f = h, η, b, u, v at time tn is approximation of the mean value over cell cij , The surface

integrated value, fnij , for real numbers fn
i+ 1

2 ,j;L
and fn

i+ 1
2 ,j;R

represent approximations on the left and

right side of interface ei+ 1
2 ,j

, while fn
i,j+ 1

2 ;L
and fn

i,j+ 1
2 ;R

stand for approximations on the lower and upper

side of interface ei,j+ 1
2
. Fig. 3.4 depicts the spatial and temporal discretization in FV method, which

can be applied to structured cells (rectangular-shape elements with four nodal points in two dimensions

or hexahedral-shape elements with eight nodal points in three dimensions) and unstructured meshes

(triangle-shape elements in two dimensions or tetrahedron-shape elements in three dimensions).

Finite Volumes method

The numerical scheme is based on the FV method and an uniform grid is used for the discretization

of the spatial domain. For the sake of simplicity, the description of the method is introduced for the

x-axis, denoting ci as a cell with center xi and length ∆x.
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fij

fi,j+ 1
2 ,L

fi,j+ 1
2 ,R

fi+ 1
2 ,j,L

fi+ 1
2 ,j,Rcijyj

yj+ 1
2

yj− 1
2

xixi− 1
2

xi+ 1
2

ei,j+ 1
2

ei+ 1
2 ,j

Figure 3.4: Eulerian SW-FV scheme: The principles of the FV method. Notation for the spatial (left) and
temporal (right) discretization.

For a generic function, f , its numerical approximation at xi is denoted by fi ≈ f (xi), while fi− 1
2 ,L

and fi+ 1
2 ,R

stand for approximations at the left- and right-hand side of the interface ei+ 1
2
.

Assuming that all the state variables are known at time tn, the values for tn+1 are calculated using

the explicit FV method. The first-order FV scheme in time follows Eq. 3.22:

Un+1
i = Uni −

∆t

∆x

(
Fni+ 1

2
+ εni+ 1

2 ,L
− Fni− 1

2
− εni− 1

2 ,R

)
+ ∆tSni (3.22)

where, Fn
i+ 1

2

is the conservative flux across the interface xi+ 1
2

with Uni = (hni , h
n
i u

n
i ) as the vector of the

conservative variables. The source term, Sni represents the discretization of the regular variation of the

bathymetry, while εn
i+ 1

2 ,L
and εn

i− 1
2 ,R

stand for the non-conservative flux contribution associated to the

bathymetry discontinuity across the interface.

To extend the time scheme to a second-order scheme, the forward Euler scheme settings are doubly

applied, Un+1
i = 1

2 (Uni + Ui).

To extend to a two-dimensional version, the method derives from a dimensional splitting where each

direction is treated separately, using a Cartesian uniform grid as framework, composed of cells centered

at point (xi, yj) of size ∆x×∆y. The FV for a two-dimensional approach follows Eq. 3.23:

Un+1
ij = Unij − ∆t

∆x

[
Fn
i+ 1

2 ,j
+ εn

i+ 1
2 ,j;L

− Fn
i− 1

2 ,j
− εn

i− 1
2 ,j;R

]
[10pt]− ∆t

∆y

[
Fn
i,j+ 1

2

+ εn
i,j+ 1

2 ;L
− Fn

i,j− 1
2

− εn
i,j− 1

2 ;R

]
+ ∆tSnij

(3.23)

An approximation of a function ϕ at point (xi, yj) writes ϕij .

The horizontal conservative fluxes are characterized with Fn
i± 1

2 ,j
and the vertical conservative fluxes

are set with Fn
i,j± 1

2

. The same convention applies for the non-conservative fluxes, ε.

The main difficulty is the evaluation of Un+1
i accounting with the influence of discontinuity, steady-

state preservation and dry/wet situations. Additional algorithms can complement the SW-FV scheme.
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Well-balanced scheme

The non-conservative term −gh∇b that accompanies the SW system of equation as written in

Eq. 3.21 guarantees the preservation of the steady state configuration (null velocity and constant free

surface in wet area). Consequently, the non-conservative term on the right-side of Eq. 3.21

compensates the hydrostatic pressure variation due to bathymetry variations, avoiding non-physical

motions after some time-steps of the simulation, such as boiling water effects and erroneous

evaluations of numerical approximations.

Hydrostatic reconstruction

The discretization of the source term is performed using the hydrostatic reconstruction proposed by

Audusse et al., 2004 [345], that allows to deal with complex flows and dry/wet configurations, preserving

the positivity of the water height, which provides robustness to the numerical scheme and accuracy to

the computed solutions.

Considering the left and right sides of a cell, ci, j , with interfaces ei± 1
2 ,j±

1
2
, the reconstruction is

performed at left and right-sides of the interface considering only the water heights involved in the

pressure at the interface. Eq. 3.24 presents the generic formulation to set the new hydrostatic

reconstruction variables:



b∗, ne = max(be, L, be,R)

h∗, ne, L = max(0, hne, L − b∗ne + bne, L)

h∗, ne, R = max(0, hne,R − b∗, ne + bne,R)

η∗, ne, L = h∗, ne, L + b∗, ne

η∗, ne, R = h∗, ne, R + b∗, ne

u∗, ne, L = une, L

v∗, ne, R = vne,R

(3.24)

where, hne, L or R and bne, L or R are approximations of water height and bathymetry at the side of interface

ei± 1
2 ,j±

1
2
. Fig. 3.5 resumes the hydrostatic reconstruction cases.

Limiting techniques

The FV framework may suffer from numerical diffusion, primarily if first-order approximations are

performed. Limiting numerical techniques are popular artifacts to reduce the numerical diffusion and

provide accuracy and robustness simultaneously.

The code is equipped with two different second-order FV numerical techniques deriving from an a
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b∗

hL∗

hR∗
hL∗

hR∗

b∗

hL∗ = hR∗ = 0

b∗

Figure 3.5: Eulerian SW-FV: Hydrostatic reconstruction for wet-wet with constant bathymetry (left), dry-
wet (midle) and wet-wet with linear bathymetry (right).

priori or an a posteriori limitation procedure, respectively, the Monotonic Upstream-Centred Scheme for

Conservation Laws, MUSCL, and the recent Multidimensional Optimal Order Detection, MOOD,

techniques (see the discussion in Reis et al., 2018 [21]). Fig. 3.6 shows the fundamentals of MUSCL

and MOOD techniques.

Un reconst. limitation update Un+1

MUSCL

Un reconst. update

MOOD

U∗ detection Un+1

correction

Figure 3.6: SW-FV: MUSCL and MOOD techniques.

MUSCL technique [346] consists of a linear reconstruction controlled by a limiting procedure. It is

based on two steps: a local linear reconstruction to achieve the second-order, and a limiting procedure

for preventing the solution from generating nonphysical oscillations.

The determination of the first derivative of any function f = h, η, u, v, b is calculated by defining the

slopes for the x− and y−direction, respectively as pn
i+ 1

2 ,j
(f) =

fn
i+1,j−f

n
ij

∆x and pn
i,j+ 1

2

(f) =
fn
i,j+1−f

n
ij

∆y . For

a more accurate approximation, is assumed fn
i− 1

2 ,j;R
= fnij −

pn
i+1

2
,j

+pn
i+1

2
,j

2
∆x
2 on the right side of edge

ei− 1
2 ,j

and fn
i+ 1

2 ,j;L
= fnij +

pn
i+1

2
,j

+pn
i+1

2
,j

2
∆x
2 on the left side of edge ei+ 1

2 ,j
.

The reconstruction originates oscillations in the vicinity of a discontinuity leading to the need to

implement a non-linear limiting procedure to preserve the monotonicity in each direction. Classical

limiter operators implemented in Kotkot are minmod, van Albada or van Leer options.

MOOD technique [347] consists of compute a candidate solution for time tn+1 without limiters. After

the verification of the admissibility of the solution, the cells are classified by the cell polynomial degree,
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CPD. Only the problematic cells are converted to first-order scheme (if CPD = 1⇒ ϕi− 1
2 ,R

= ϕi− ∆x
2 ϕ

′

i

and CPD = 1 ⇒ ϕi+ 1
2 ,L

= ϕi + ∆x
2 ϕ

′

i ), being the slope given by ϕ
′

i = ϕi+1−ϕi−1

2∆x , or constant value (if

CPD = 0⇒ ϕi− 1
2 ,R

= ϕi+ 1
2 ,L

= ϕi).

An optimal CPD map of cells at tn is defined to compute the candidate solution, U∗, that must

accomplish the detectors criteria. Detectors are procedures to verify the admissibility of the solution.

If the CPD map has been modified, a new computation of the candidate solution is performed, only

considering the problematic cells and their neighbor cells. Otherwise, the candidate solution is assumed

as the solution at tn+1.

Boundary conditions

Kotkot is prepared to assume two types of boundary conditions: reflective or transmissive. Assuming

the edge situated on the right boundary of the domain as ei+ 1
2 ,j

and the reconstructed conservative

vector on the left side of the edge, Wi+ 1
2 ,j;L

, is necessary to define the Wi+ 1
2 ,j;R

.

For a reflection condition, writes hi+ 1
2 ,j;R

= hi+ 1
2 ,j;L

, bi+ 1
2 ,j;R

= bi+ 1
2 ,j;L

, ui+ 1
2 ,j;R

= −ui+ 1
2 ,j;L

and

vi+ 1
2 ,j;R

= vi+ 1
2 ,j;L

.

For a transmission condition, writes hi+ 1
2 ,j;R

= hi+ 1
2 ,j;L

, bi+ 1
2 ,j;R

= bi+ 1
2 ,j;L

, ui+ 1
2 ,j;R

= ui+ 1
2 ,j;L

and

vi+ 1
2 ,j;R

= vi+ 1
2 ,j;L

.

The procedure repeats for the edge on the left, upper and lower boundaries, respectively ei− 1
2 ,j

,

ei,j+ 1
2

and ei,j− 1
2
. For the upper and lower boundaries, the velocity in the vertical v is modified instead

of the horizontal velocity, u.

Semi-analytic force calculation

Based on Bernoulli’s Principle, which is related to the conservation of energy, the pressure, flow

height and velocity are correlated such that the sum of internal, kinetic and potential energy remains

constant along a streamline of the fluid.

The provisions of chapter 6 dedicated to tsunami design loading included in the 2016 edition of the

ASCE 7 [32] were adopted to define the hydrostatic and hydrodynamic tsunami effects. The first is

intrinsic to inundation depth, whereas the second is directly dependent of the product between the

inundation depth by the squared velocity, known as the linear momentum flux [17, 207]. The

hydrodynamic quantities are computed by the Eulerian FV scheme solving the system of non-linear SW

equations.

Thus, the hydrostatic effects on both the horizontal, FH,static, and vertical directions, FV,static, are

given by Eq. 3.25:


FH,static =

1

2
ρbh2

max

FV,static = ρgV

(3.25)

where ρ is the density of the fluid, b is the width subject to force, h2
max is maximum inundation depth, g
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is the gravitational acceleration and V is the displaced water volume following Arquimede’s principle.

The peak hydrodynamic force is derived from the maximum flux momentum and is given by Eq. 3.26:


FH,dynamic =

1

2
ρItsuCdCcxB(hu2)max

FV,dynamic = 1.5ρItsuAv
2

(3.26)

where Itsu is an importance factor for tsunami forces to account for additional uncertainty in estimated

parameters varying between 1 and 1.25 depending on risk categories of the structure. Cd is the drag

coefficient calibrated by regression to the peak of the first wave, where the most interesting and important

results for the forces and pressures exerted on the structure occur. Cd varying between 1.2 and 2.5

depending on the ratio between the width of the structure and the depth, for rectilinear structures, or

on the structural element section, for structural components, B is the overall building width (or b is

considering a component width perpendicular to the flow). The product of inundation depth with square

velocity, hu2 is the momentum flux, MF , A is the vertical projected area, and v is the vertical component

of tsunami flow velocity. The overall drag force is affected by Ccx, which represents the proportion of

closure and is determined by Eq. 3.27:

Ccx =

∑
(Acol +Awall) + 1.5Abeam

Bhsx
(3.27)

where A stands for the area of the columns, col, wall and beam. The latter, Abeam, is the combined

vertical projected area of the slab edge facing the flow and the deepest beam laterally exposed to the

flow. The height hsx accounts the average height of the stories below the tsunami inundation. In open

structures, Ccx ≤ 20%, the minimum value corresponds to 0.5 and the surge force is negligible.

In the vertical direction, the horizontal slabs with area A located over a sloping grade with angle ϕ

greater than 10◦ shall be designed for a redirected uplift pressure applied to the soffit of the slab, where

uv = u× tanϕ, being u the horizontal flow velocity.

Application of SW-FV scheme in tsunami hazard assessment

The performance of new numerical tools is usually submitted to a benchmarking process before its

application to real scenarios. The Long-Wave Run-Up Models Workshops of Catalina Island in

California, 1990, Friday Harbor in Washington, 1996, and Catalina Island, 2004, were later compiled by

National Oceanic and Atmospheric Administration into a technical memorandum [348] that

recommends a battery of verification and validation tests for tsunami simulation tools. Meanwhile, the

memorandum was revised by the subcommittee National Tsunami Hazard Mitigation Program, after the

NTHMP Model Benchmarking Workshop, redefining the problems and the admissible errors for

inundation models used in NTHMP projects [349]. Numerical tools solving the two-dimensional

nonlinear SW using FV methods, such as Geoclaw [224] and Tsunami-HySEA [226], have

demonstrated their accuracy, reliability and robustness to the benchmarking standards.
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3.2.3 Coupled model

Bearing in mind that the FV method is a fast and efficient solver for static domains and regular

flows, as long as breaking waves or interaction with complex structures are not involved, together with

the fact that SPH is a computationally expensive method that is capable of handling complex hydraulic

phenomena and geometries, a coupled simulation represents an intermediate compromise to obtain

fast, yet detailed solutions.

Taken into account that: (1) the ultimate goal is the characterization of the wave impact on

infrastructure(s), (2) the essential condition when applying the coupling of the models is to guarantee

the continuity of the fluid height and horizontal velocity in the neighbouring domains [350], and (3) the

simplicity and computational savings are a concern to perform the simulations, the inherent boundary

conditions of both Eulerian and Lagrangian methods were explored to couple the models dismissing

additional numerical artifacts to the respective computations.

Each numerical method has its intrinsic boundary conditions to replicate the physics involved in the

models. Reflection, transmission and open are the boundary conditions supported by SPH [253, 255]

and FV methods [19]. The noticeable restriction of FV method is the static nature of the boundary

interface, limiting the modeling of gates, flaps and pistons. The SPH method overcomes the limitation

taking advantage of its variable domain length in time, characteristic of the Lagrangian discretization.

The modeling technique uses the SPH and FV capacity to capture physical quantities of the fluid in

a virtual position. By imposing Dirichlet boundary conditions inherent to each model, the frontiers where

the data exchange occurs are prescribed in a natural manner:

• the transition from NS-SPH to SW-FV domain is achieved by computing the hydrodynamic

quantities at a virtual position coinciding with the location of the TBC used to initiate the FV

domain. The SPH treats the quantities summing the relevant properties of all the particles inside

the influence of the smoothing length, 2hsph ≈ 4∆p, where ∆p is the initial particle inter-distance.

Then, the time-histories of the flow velocity are assigned in the horizontal direction, while the

time-history of the free-surface elevation is imposed by assuming the height as a function of the

highest particle position;

• the transition from SW-FV to NS-SPH domain is obtained by capturing the free-surface elevation

and flow velocity at the cell that immediately precedes the position that coincides with the location

of the OBC used to initiate the SPH domain. The OBC [255] is prescribed by a buffer layer of

particles with a chosen width of 6∆p in the normal direction of the OBC.

3.3 Characterization of seismic action

The lack of real high magnitude earthquake records is often complemented by synthetic generation

of data adopting different mathematical, empirical or hybrid approaches [351]. The generated data

varies between discrete peak values or time-histories of seismic quantities, such as acceleration.
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Numerical methods based on Ground Motion Prediction Equations, GMPE, are valuable tools to infer

seismic quantities required for earthquake engineering purposes:

• peak values, using an open-source software, OpenQuake [352], written in the python programming

language to generate the distribution of peak ground acceleration into a ground motion field;

• time-histories, using an open-source EXSIM code [353] written in FORTRAN based on stochastic

finite-fault modeling to assess site response.

3.3.1 Notation

A finite fault seismologic modeling constitutes a representation of the spatial extent, hypocentral

depth, d, kinematic parameters and geotechnical characterization of the rupture process, the

propagation path, R and the site-effects influencing the seismic waves. The geometric parameters of

the source include the width and length of the rupture area, and the focal mechanism (of instrumentally

recorded events) or kinematic parameters (of fault ruptures). The kinematic parameters include strike,

ϕ, dip, δ, slip, λ and rake, Θ) and rigidity of the propagation medium, µ. Fig. 3.7 depicts the finite fault

notation. O represents the hipocenter (at h depth) or its projection on the surface, epicenter. Strike, ϕ,

is the fault trace direction in decimal degrees (0◦ - 360◦) relative to the North. Rake, Θ is the direction of

the hanging wall moves during rupture in decimal degrees (−180◦ - 180◦) relative to the fault strike.

Θ > 0 represents a thrust or reverse fault whereas Θ < 0 represents a normal fault. Dip, δ, is the angle

of the fault in decimal degrees (0◦ - 90◦) relative to the horizontal. Slip is the relative displacement of

formerly adjacent points on opposite sides of a fault, measured on the fault surface.

3.3.2 Ground motion field

The OpenQuake tool is an open-source hazard and risk modelling software developed by Global

Earthquake Model, GEM [352], structured as a Python-based module for modelling earthquake ruptures

and calculating hazard results such as hazard curves, stochastic event sets, ground motion fields of

peak ground intensities (hosted on GitHub: github.com/gem/oq-engine).

The generation of ground motion fields is typically governed by equations that follow a form of

logarithmic function of spectral accelerations and its associated uncertainty at a given site. A GMPE

relates a ground-motion intensity measure to a set of explanatory variables describing the source, wave

propagation path and site response [354]. The functional form of the generic GMPE reads as Eq. 3.28:

lnY = FE + Fz + Fγ + FS + C, (3.28)

where lnY is the logarithmic expression of a ground-motion intensity measure, peak ground

acceleration, PGA, for the present study. The FE , Fz, Fγ and FS represent functions for earthquake

source, attenuation along the path, geometrical and anelastic, and site-effects, respectively.
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Figure 3.7: Finite fault: notation.

3.3.3 Ground motion accelerograms based on finite-fault method

The EXSIM is an open-source stochastic finite-fault simulation algorithm relying on dynamic corner

frequency that generates the time-series of the earthquake’s ground motion [353]. The routine is hosted

in Github github.com/GFZ-Centre-for-Early-Warning/exsim/blob/master/EXSIM12.for.

The fundamental concept is the fault modeling into sub-faults, where each sub-fault is considered a

small point source, calculated by stochastic point-source method [355]. The contributions of each of the

N sub-faults are then normalized and a time adjustment is applied to control high and low frequency

amplitudes. The sum of the various contributions gives the total seismic signal at the site (see Fig. 3.7),

as in Eq. 3.29:

A(t) =

nl∑
i=l

nw∑
j=l

Hij ×Aij(t−∆tij) (3.29)

where, nl and nw are the number of sub-faults along the length and width of the main fault, Hij is a

normalization factor for the ijth sub-fault that aims to conserve energy, and ∆tij is the relative time

delay for the radiated wave from the ijth sub-fault to reach the observation point, P in Fig. 3.7.

The model of the total radiation is based on the spectrum of the ground motion at a specific site

with the contributions of the complementary physical processes of seismic source generation, path

propagation and site effects, as defined by Boore [355, 356] (Eq. 3.30):
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A(M0, R, f) = S(M0, f) · P (R, f) ·G(f) · I(f) (3.30)

where S(M0, f) is the displacement source spectrum, in the seismic source, reflecting the source

geometry and spectral characteristics in the source vicinity, the P (R, f) reflect the path influences, the

G(f) regards the site effects and I(f) the instrument or type of motion considered, where f is

frequency of the seismic wave.

The source spectrum is commonly modeled using the Ω−square approach [357], that relates the

seismic moment, M0, and the corner frequency, f0, assuming M0f
3 = constant. The constant is related

to the stress drop parameter, ∆σ, to establish Eq. 3.31:

f0 = 4, 9× 106β 3

√
∆σ

M0
(3.31)

The current EXSIM algorithm version considers a fc in function of time. The tool normalizes the

sub-faults contributions and applies the time adjustments to control high and low frequency amplitudes

and summed them to obtain the total seismic signal at the site. For each sub-fault, seismic moment,

M0,ij , corner-frequency, fc,ij , and normalization factor Hij are derived from the total moment, M0, and

slip distributions among the ijth sub-faults, sij . The M0,ij reads as Eq. 3.32:

M0,ij =
M0 × sij∑nl
i=l

∑nw
j=l sij

(3.32)

Mathematically, fc,ij is given by Eq. 3.33:

fc,ij = 4.9× 106β

[
∆σ

min(NR/N, Fpulse)×M0

](1/3)

(3.33)

where NR is the number of sub-faults and Fpulse is the maximum fraction of the fault area.

The normalization factor, Hij , representing the delay associated to a sub-fault, is given by Eq. 3.34:

Hij =
M0

M0,ij

√√√√√√
∑
k

(
f2
0 f

2
k

f2
0 +f2

k

)2

N
∑
k

(
f2
0,ijf

2
k

f2
0,ij+f2

k

)2 (3.34)

where f0 and M0 are respectively the corner frequency and seismic moment of the whole fault, while fk

is the kth frequency ordinate.

3.3.4 Design spectra

The European normative, Eurocode 8 [33], recommends a simplified representation of the

earthquake motion at a given point on the surface by an elastic ground acceleration response

spectrum, which represents the frequency/period of an oscillator with a certain damping, function of the

peak horizontal acceleration at the bedrock and type of soil where it is implemented, following the

expression in Eq. 3.35:
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

Se(T ) = ag · S ·
[
1 + T

TB
· (η · 2.5− 1)

]
if 0 ≤ T ≤ TB

Se(T ) = ag · S · η · 2.5 if TB ≤ T ≤ TC

Se(T ) = ag · S · η · 2.5 · TC

T if TC ≤ T ≤ TD

Se(T ) = ag · S · η · 2.5 ·
[
TC ·TD

T 2

]
if TD ≤ T ≤ 4(s)

(3.35)

where, Se(T ) is the elastic response spectrum, T the vibration period of a linear

single-degree-of-freedom system, ag is design ground acceleration, TB is the lower limit of the period of

the constant spectral acceleration branch, TC is the upper limit of the period of the constant spectral

acceleration branch, TD is the value defining the beginning of the constant displacement response

range of the spectrum, S factor to account soil influence; η =
√

10/(5 + ξ) ≥ 0.55 is the damping

correction factor with reference value of η = 1 for ξ = 5%, being ξ the percentage of viscous damping

ratio of the structure.

Fig. 3.8 shows the generic shape of the spectrum, while Table 3.1 provides TB , TC , TD and S

to define the ordinates and shapes of various spectra for the Portuguese territory. The S parameter

depends of the shear waves velocity or NSPT value. Type A soil has average shear velocity below the

ground surface greater than 800m/s and represents rocky soils, while the poorer soil, non-cohesive type

E soil, has average shear velocities up to 180m/s.
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Figure 3.8: Regulatory seismic action. Generic form of the elastic response spectra.

Earthquake type I Earthquake type II
Soil S TB [s] TC [s] TD [s] TB [s] TC [s] TD [s]
A 1.00 0.1 0.6 2.0 0.1 0.25 2.0
B 1.35 0.1 0.6 2.0 0.1 0.25 2.0
C 1.60 0.1 0.6 2.0 0.1 0.25 2.0
D 2.00 0.1 0.8 2.0 0.1 0.30 2.0
E 1.80 0.1 0.6 2.0 0.1 0.25 2.0

Table 3.1: Regulatory seismic action. Parameters recommended by the national annex for the calibration
of the elastic response spectrum for the Portuguese territory [33].
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Figure 3.9: Regulatory seismic action. Reference acceleration for Portugal mainland regarding
earthquakes of type I, inter-plate offshore far-field source (left) and type II, intra-plate inshore near-field
source (right).

The design ground acceleration, ag, product of γ1 · agR, may also constitute an amplification of the

spectra, function of the class of importance of the structure. Fig. 3.9 depicts the reference horizontal

acceleration on the bed-rock, agR, recommended for the different seismic zones and both type of

earthquakes, type I and II, far- and near-field-source, respectively.

The agR has annual probability of occurrence of 1/475 years and is recommended for class of

importance II structures (office and housing buildings). The γ1 parameter allows to adapt agR for the

different structural classes of importance using Eq. 3.36:

γ1 =

(
RP

475

) 1
k

(3.36)

where γ1 is the importance factor, RP is the return period and K adopts a value of 1.5 or 2.5 respectively

for type I and II earthquakes. The RP adopts 243, 475, 821 and 1303 for classes of importance I, II, III

and IV, respectively. Thus the values of γ1 for the different classes of importance are 0.65, 1.00, 1.45

and 1.95, for type I earthquakes, and 0.75, 1.00, 1.25 and 1.50, for type II earthquakes. Eurocode also

prescribes the use of Eq. 3.36 to increase the RP value for critical infrastructures.

Assuming that the response spectra is an overlapping of multiple stochastic accelerograms [358],

the generation of an artificial accelerogram is based on the design power spectra through a stochastic

process that overlaps harmonic series using Eq. 3.37:

X(t) =

N∑
k=1

√
2Sx (ωk) ∆ω cos (ωkt+ φk) (3.37)
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where Sx (ωk) is the bandwidth frequency, assuming the bandwidth as ω = k − 1
2∆ω, and φk is a phase

angle at interval [0 : 2π] to insert the randomness factor in the generation of the harmonic series.

The random broadband signal is then characterized using a power spectral density function, Gz(ω).

The Gz(ω) is defined after applying an auto-correlation function and Fourier transform to the various

signals. Each signal is perceived as a stochastic process with an inherent power. Using a best fit

procedure, Paola et al. 2007 [359] derived a power spectral density function coherent to the Eurocode

8. The analytical form of Eq. 3.38 reads:



Gz(ω) = β
(
ω
ωD

)2.52

if 0 ≤ ω ≤ ωD

Gz(ω) = β + (γ − β) ω−ωD

ωC−ωD
if ωD ≤ ω ≤ ωC

Gz(ω) = γ
(
ωC

ω

)1.33 if ωC ≤ ω ≤ ωB

Gz(ω) = γ
(
ωCωB

ω2

)1.33 if ω ≥ ωB

(3.38)

where β = β0a
2
g, γ = γ0a

2
g and in which the values of ωB , ωC , ωD, γ0 and β0 depend on the soil type.

Fig. 3.8 shows the generic shape of the power spectrum, while Table 3.2 provides β0, γ0, ωD, ωC and

ωB , function of the type of soil [359] to generate a set of artificial signals from the design response

spectra of EC8 for the Portuguese territory, varying the type of soil, and distance from the source (near-

and far-field generation).
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Figure 3.10: Regulatory seismic action. Generic form of the power density spectra.

Soil β0 [s] γ0 [s] ωD[s−1] ωC [s−1] ωB [s−1]

A 842 2619 π 5π 40π/3

B 1896 4935 π 4π 40π/3

C 2507 5710 π 10π/3 10π

D 6141 11080 π 5π/2 10π

E 2580 6717 π 4π 40π/3

Table 3.2: Regulatory seismic action. Parameters recommended for the calibration of the Eurocode 8
power spectra (adapted from Paola et al. 2017 [359]).
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3.4 Characterization of structural behavior

The open-source Open System for Earthquake Engineering Simulation, Opensees [360, 361], is

an object-oriented framework, using TCL string-based command language associated with procedures

written in C + + language, suitable for structural and geotechnical modeling. The framework is based

on Finite Elements method, FE, and is hosted in Github: github.com/OpenSees/OpenSees. A detailed

description of the OpenSees commands can be found at opensees.berkeley.edu/wiki/index.php/

Main_Page.

3.4.1 Lagrangian FE-based numerical tool to solve motion equations

The grid-based Lagrangian approach using the FE method is the procedure that substitutes the

continuum into discrete elements to numerically evaluate nodes (force-displacement), elements (force-

deformation), sections (moment-curvature) and fibers (material stress-strain) of the domain. Fig. 3.11

shows a schematic representation of FE method principles.
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Figure 3.11: Lagrangian FE scheme: The principles of the FE method. Notation for the spatial
discretization. Each finite element is discretized onto a mesh using over which the governing equations
of momentum and material constitutive laws are defined to compute the structural response.

Governing equations

The governing equations follow the classic Newton’s laws of motion complemented by D’Alembert’s

principle that extends the principle of virtual work from static to dynamic systems.

For the sake of simplicity, the equation of motion of a single-degree-of-freedom, SDOF, linear

oscillator system subjected to ground excitation is based on Newton’s law (Eq. 3.39):

mü+ cu̇+ ku = müg (3.39)
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where,m is a single mass, attached to the ground by a linear spring of stiffness k, and a linear viscous

damper of constant c. The relative displacement between the mass and ground is u = ut − ug, being ut

the total displacement of the mass and ug the displacement of the ground due to motion. Therefore, u̇ is

the velocity across the viscous damper and ü the acceleration on the mass. The external force applied

to the system, f = mü is positive in the direction of the motion u.

For a multiple-degree-of-freedom, MDOF, the number of motion equations is equal to the number of

degrees of freedom. The equation has the general form as in Eq. 3.40

Mü+ Cu̇+Ku = f (3.40)

where, u = (u1, u2)T is the vector containing the degrees of freedom of the system (displacements,

rotations, or generalized coordinates, depending on the way the model has been built), M is the mass

matrix, K is the stiffness matrix and C is the viscous damping matrix. The theoretical concepts on

dynamic behavior of structures are detailed in [362].

Discretization of spatial domain

The spatial discretization is a function of the dimensions of the domain and the respective degrees

of freedom. A domain with one spatial dimension has one degree of freedom per node, two-dimensional

has three degrees of freedom per node and three-dimensional has six degrees of freedom per node.

Accordingly, single- or multi-dimensional elements are used to assemble the model, from zero-length

elements to tetrahedrons, delimited by nodes (see Fig. 3.11). The nodes accept the definition of single-

or multi-points constraints that prescribe the movement (typically 0) of a single degree of freedom at a

node or defined by the movement of certain degrees of freedom at another node, respectively.

Object-oriented Finite Elements method

The FE-based algorithm in OpenSees is an object-oriented framework that uses TCL string-based

command language to assign a set of procedures. It is written in C++ language to carry out FE analysis.

The procedures (called commands or objects) to TCL are grouped into five categories: modeling, misc,

analysis, output and database.

The modeling of the domain is the aggregation of geometrical entities (point, line, surface, volume),

elements (elastic, force-based or displacement-based beam-column, truss, quad, brick), sections

(elastic, fiber, plate), materials (uniaxial for stress-strain or force-deformation relationships,

multi-dimensional representing the stress-strain relationship at the gauss-point of a continuum

element), single-point constraints prescribing the movement of a single DOF at a node (fix translation

and/or rotation), multi-point constraint defining the relationship between the movement of certain DOF

as a function of the DOF at another node (equal DOF, rigid diaphragm, rigid link).

The misc commands are used to generate elements or modify properties of elements, such as

adding masses, or assign Rayleigh damping to the model. Thus, the model comprises coordinates

definitions of nodes and elements, supporting additional mass and Rayleigh damping specifications.
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The elements accept geometric transformations to transform single-element stiffness and resisting

force from the local system to the global coordinate system, such as P-delta effects. Different materials

from a vast OpenSees library provide complementary characteristics to the model. Friction models are

also available, which specifies the coefficient of friction in terms of the absolute sliding velocity and the

pressure on the contact area, such as Coulomb friction or dependent of velocity, normal force, or

multi-linear velocity.

Besides the implemented libraries of elements, materials and analysis, new ones can be user-defined

to perform linear and nonlinear structural and geotechnical models, adopting linear or non-linear, static

or dynamic analysis.

The static-based analyses include linear, non-linear monotonic (pushover) and non-linear reversed

cyclic. The transient-based analyses include uniform or multiple support excitation (pattern or time-

series). Eigenvalue analyses can be set and combined with all other analysis types.

Static and dynamic analyses are assembled based on a system of equations. A constrain handler

controls how the constraint equations are enforced in the analysis and how it handles the boundary

conditions and imposed displacements, while the number of degrees of freedom defines the mapping

between equation numbers and degrees of freedom. The time integrator determines the predictive step

for time t + ∆t, whereas the solution algorithm determines the sequence of steps taken to solve the

equation at the current time step. The solver adopted defines how to tackle the system of equations in

the analyses and how to store them. The convergence of the solutions is continuously tested.

Recorder object(s) monitor the nodes, elements, sections and fibers during the analysis to generate

the numerical solutions after a convergent static or transient analysis step. The nodal records are

capable to provide displacement, velocity, acceleration, incremental displacement, eigenvector for

mode i, nodal reaction and damping forces, for the response of a number of nodes at every converged

step, envelope the min, max and absolute max of a number of nodal response quantities or the drift

between two nodes. The drift is taken as the ratio between the prescribed relative displacement and

the specified distance between the nodes. The element recorder type records the response or

envelope response of a number of elements at every converged step. The response recorded is

element-dependent, varying among forces, local forces, stresses, stiffness, deformations, inflection

point, tangent drifts, integration points and weights, friction, etc. OpenSees also allows verifying the

state of the model and response quantities in real time during the simulation, including nodal

displacement, velocity and acceleration, returning the current time in the domain.

Application in coastal engineering

The OpenSees open-source tool has been widely used to perform seismic structural analyses of

multiple geometries and materials and eventual soil-structure and fluid-structure interactions,

demonstrating its potential for geotechnical [363], structural and interactive models. Moreover,

graphical interfaces connecting the text-only solver to graphical pre/post processors are emerging (e.g.

GiD platform [364]). OpenSees has been used to model and perform seismic analysis of piles

[365, 366] and pile-supported wharves [367, 368], some of them considering the soil-structure
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interaction effects [369–371].

The structural response of buildings under exclusive seismic action [372–374] and earthquake and

tsunami cascading actions [40, 92, 295, 375] has been investigated using OpenSees. Bridges were

also analysed, as a structure [376, 377] or considering the bridge-foundation-ground system [378, 379].

Recently, the effects of storm waves [197] and tsunami-waves on bridges superstructures was evaluated

[18, 380, 381]. Successive analyses of earthquake and tsunami actions on bridges were performed

using non-linear materials [95, 382] to investigate cumulative effects of the successive nature of the

analysis, quantify soil-fluid-structures interaction and evaluate the efficiency of retrofitting processes.
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Chapter 4

Calibration process

Chapter 4 presents benchmarking and calibration processes of numerical schemes and modeling

assumptions for the test-case.

Chapter 4 is based on Reis et al. 2018 [21].

4.1 SW-FV numerical scheme

The performance of the SW-FV tool has been validated through an exhaustive benchmarking

process, composed of verification (mass conservation, stability and convergence) and validation tests

using data from different provenience, including analytic, experimental and recorded data [19, 21, 383].

For the sake of conciseness and avoiding redundancy with Reis et al., 2018 [21], two representative

cases of the tests battery were selected to demonstrate the performance of the tool. The numerical

solutions of a 1D solitary wave propagation over a sloping beach and 2D train of waves from the

Tohoku-Oki, 2011 event were correlated with analytical and instrumentally-recorded data, respectively.

4.1.1 Analytical benchmark: solitary wave on a sloping beach

The 1-D analytical benchmark represents the propagation of a solitary wave over a constant-slope

beach [384, 385]. The initial conditions include the initial profile of a leading-depression N wave and null

velocity. The beach conditions encompass a 1/10-constant slope along x = [−200m, 49800m] domain,

with initial shoreline position at x = 0m (dry-wet interface).

The numerical solutions of η and u were computed using MUSCL (minmod and vanLeer limiters)

and MOOD limiting techniques for t = 160 s (Fig. 4.1(a)), t = 175 s (Fig. 4.1(b)) and t = 220 s (Fig. 4.1(c)).

The convergence of the numerical solutions was investigated over five uniform meshes with ∆x = 50m,

∆x = 20m, ∆x = 10m and ∆x = 5m discretization. Fig. 4.1 depicts a representative correlation

between exact and numerical solutions using MUSCL vanLeer technique and adopting coarser and

finer mesh discretizations, 50 cm and 5 cm, respectively.
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Figure 4.1: Validation of Eulerian SW-FV scheme: propagation of a solitary wave over a sloping beach.
Correlation between exact and numerical solutions.
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Although the code better performance predicting the free-surface elevation, the convergence of the

solutions was also verified for the solutions of flow velocity. The numerical solutions from simulations

using the MOOD technique presented the more accurate results, followed by the MUSCL limiter with

vanLeer limiter technique. The MUSCL with minmod limiter represents the third best-solution in terms

of accuracy, yet the technique confers the higher robustness to the code.

4.1.2 Field benchmark: Tohoku-Oki, 2011

The SW-FV tool described in Section 3.2.2 was tested to reproduce the Tohoku-Oki, Japan, 2011

tsunami propagation. Fig. 4.2 depicts the arrival of the Japan, 2011 tsunami at two representative

locations. One corresponds to the location of a DART buoy, 500Km far from the epicentre, 650Km from

the coast and 6Km-deep ocean (DART21418), while the other corresponds to the location of a coastal

GPS buoy (GPS806), about 20Km from the shoreline, implemented in a 100m-shallow area.

135◦ 145◦ 155◦

Mw9.0

V G21418

8

V G806

30◦

35◦

40◦

45◦

-8

[m]

0

Figure 4.2: Validation of Eulerian SW-FV scheme: Tohoku-Oki, 2011 tsunami propagation at t = 1800 s.
Location of the virtual gauges, V G, adopted to perform a numerical convergence analysis, which
correspond to deep-ocean DART21418 and coastal GPS806 buoys.

The initial condition of the simulation was selected from various source rupture parameters

proposed after the event [21], which had their vertical co-seismic deformation, with homogeneous and

heterogeneous slip distribution, calculated using Mirone software [386]. The solutions of tsunami

propagation induced by the different seafloor vertical displacements were computed with SW-FV tool

using a coarse grid of 1500m. Then, the solutions were compared with records from deep-ocean DART

and a near-shore GPS buoys, showing that the rupture proposed by Fujii et al. 2011 [319] lead to more
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promising fittings than the remaining initial conditions.

Thus, the 2-D propagation of the Tohoku-Oki tsunami event was calculated using the

aforementioned initial deformation on the SW-FV code equipped with the techniques MUSCL, with the

minmod and van Leer limiters, and MOOD. A transmission condition was prescribed on the outward

limit of the computational domain. Considering the duration of the event, the physical time of the

numerical simulation was set to tf = 9200 s to include the first tsunami manifestation acquired by the

different oceanic instrumentation.

The numerical convergence was studied at the two representative locations identified in Fig. 4.2.

The uniformly-space grids used to assess the numerical convergence had ∆x = ∆y = 1500m,

∆x = ∆y = 700m and ∆x = ∆y = 450m resolution. The 1500m and 700m spaced grids were

obtained from the GEBCO site (https://www.gebco.net/). To create the 450m-spaced grid, the

GEBCO data was complemented with data provided by the Japan Oceanographic Data Center. The

numerical simulations were carried out using the different MUSCL and MOOD techniques. Fig. 4.3

depicts the qualitative convergence analysis of the numerical solutions using different grid resolutions

at open ocean and coastal locations.

The convergence analysis showed that the comparison of solutions calculated from 700m and 1500m

grids represent a more evident improvement than the comparison observed on solutions calculated from

700m and 450m grids due to the 450m grid construction using data from a different data source, while

1500m- and 700m-grids shared a common GEBCO database.

Adopting ∆x = ∆y = 700m, the free-surface elevation was then calculated for the various virtual

positions corresponding to instrumented locations represented in Fig. A.1, Annex A. The numerical

simulations were computed adopting MUSCL and MOOD techniques to assess their influence in the

quality of the numerical solutions. Fig. 4.4 shows the comparison between instrumentally-recorded

data and numerical solutions assessed at DART21418 and GPS806. The entire range of correlations

performed for the other eleven locations is presented in Anexx A.

The first corresponds to the location of a DART buoy, 500Km far from the epicentre, 650Km from the

coast and 6Km-deep ocean (DART21418), measuring η quantities up to 2m. The second corresponds

to the location of a coastal GPS buoy (GPS806), about 20Km from the shoreline, implemented in a

100m-shallow area, which recorded a 0.30m-wave arrival, after being subjected to a series of reflection

and refraction phenomena due to topo-bathymetric influences (oceanic floor and coastal morphology

geometries).

In general, the numerical results reproduce the recorded measures and waveforms, for both far- and

near-field gauges. Since convergence and parametric studies considering the different techniques and

limiters were performed, the observable discrepancies between recorded data and numerical solutions

were mostly associated to the initial condition prescribed to the SW-FV system and the resolution of the

topo-bathymetric data over which the simulations were carried out. Another possible influencing factor

is the lack of the dispersion effect in the shallow-water model.

Relatively to the numerical scheme, the MOOD simulations presented the best performance, eight

out of the thirteen fitting estimates achieve errors below 10%. Yet, the less diffusive MOOD technique
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Figure 4.3: Validation of Eulerian SW-FV scheme: convergence analysis of ∆x,y = 1500m, 700m and
450m resolution grids, using MUSCL, minmod and vanLeer, and MOOD techniques, to assess time
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Figure 4.4: Validation of Eulerian SW-FV scheme: correlation between recorded and numerical data
using MUSCL, minmod and vanLeer, and MOOD techniques.

tends to amplify the uncertainties of the parameters in opposition with the solutions obtained with the

more diffusive MUSCL technique, which may lead to overestimates of η. The vanLeer limiter represents

the second-best performance while the MUSCL equipped with the minmod limiter represents the more

robust scheme, conversely to MOOD.

4.1.3 SW-FV Remarks

In general, the validation of the SW-FV tool, with resolution up to second-order, hydrostatic

reconstruction, well-balanced property and two high-order numerical techniques, MUSCL and MOOD,

shows a good performance. The results show that the MUSCL limiters influence the numerical solution.

The minmod limiter provides robustness to the solution, the vanLeer limiter achieves increased

accuracy, but the MOOD technique gives the solution with better quality in terms of accuracy. The

source model and the topo-bathymetric data play an essential role in the quality of the numerical

solution. The source modeling variables were associated with influencing factors of the tsunami

propagation in deep-ocean, while solutions near the shore showed additional sensitivity to the

resolution of the topo-bathymetric mesh.

4.2 NS-SPH numerical scheme

The NS-SPH scheme implemented in DualSPHysics code has been gaining popularity among

various fields of investigation, such as coastal engineering. Over the last decade, the code has been

adapted to tackle a wider range of physical phenomena. To model tsunami-like waves and tsunami

interaction with coastal infrastructures, complementary algorithms have been added to the original

numerical scheme. The benchmarking of NS-SPH tool was oriented to study some algorithms

applicable to coastal engineering problems (and the case-test in particular), including boundary
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conditions, solid-fluid and fluid-fluid interactions.

4.2.1 Moving boundary condition

DualSPHsyics allows to generate theoretical regular and irregular waves or other types of waves,

such as tsunami-likes waves, using a piston-type wave-maker. The type of wave is generated by

varying the level of the fluid at rest and introducing the horizontal displacements of the piston. The

feature is particularly interesting to model waves generated in physical facilities to carry out

experimental simulations, typically involving tanks and singular or articulated paddles.

An experimental case developed at Universitat Politecnica de Catalunya [247] was considered to

test the numerical modeling of moving boundary conditions. The physical experiment consists of a

train of waves generated by the horizontal motion of a piston wave-maker propagating over a 4.5m-flat

and 2.0m-sloping bottom of a 7.0m-long tank with 1.0m of height. A vertical wall of 0.5m of height

was implemented at the end of the 1 : 8.5 sloping section of the tank. Fig. 4.5(a) depicts the general

configuration of the experimental setup.

The objective of the case study is to reproduce the wave free-surface elevation measured at three

different locations (x = 0.38m, x = 1.83m and x = 3.12m) and characterize the force exerted on the

frontal surface of the vertical wall. Numerically, the initial conditions of the system were prescribed using

external data containing the horizontal displacement of the piston, which follows a 10 s-long sinusoidal

function, period of 1 s, varying between −0.025m and 0.025m. The time of the numerical simulation

was set to tf = 11.5 s, adopting an initial inter-particle distance of ∆p = 0.005m. Fig. 4.5 depicts the

numerical solutions of horizontal and vertical flow velocity at representative t = 9 s, correlation between

the free surface elevations instrumentally recorded and the numerical solutions, and forces numerically

estimated at the frontal surface of the wall.

Despite a slight underestimation of the water free surface and compression of the wave, the

correlation between recorded data and numerical solutions showed a high performance of the NS-SPH

scheme assessing hydrostatic quantities. The lack of experimental measures of flow velocity

conditioned the evaluation of the numerical performance assessing hydrodynamic quantities.

Nonetheless, the numerical flow velocity induced by a piston-type wave-maker estimated by Altomare

et al., 2017 [387] was validated against theoretical second-order Stoke waves showing a good

agreement for regular and irregular waves, but also demonstrated that adding a damping parameter to

model the active wave absorption constitutes an improvement to reflection coefficient estimates (the

ratio between the amplitude of the reflected wave and the amplitude of the incident wave).

The force built-in assessment based on simple summations of the product between the mass and

acceleration of the neighbouring particles of a solid (derivative of relative position and velocity), was

capable to characterize both normal and tangential components of fluid forces, i.e. pressure and the

frictional stress, respectively.
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Figure 4.5: Validation of Lagrangian NS-SPH scheme: piston-generated train of waves propagating over
a flat and sloping bottom and impacting a vertical wall.
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4.2.2 Open boundary condition

The inlet-outlet simultaneously represent a relatively simple form of controlling computational costs

inherent to NS-SPH simulations and a versatile approach suitable to model various engineering

applications, involving the capabilities of enforcing unsteady velocity and pressure profiles and/or

pressure and velocity gradients along a given direction, prescribe variable free-surface elevation of flow

entering and exiting the computational domain and generate common engineering shapes buffer

geometries. The feature is particularly interesting to model large domains, such as coastal engineering

problems, reducing cost computation demand and becoming accessible to local computing clusters

while maintaining the level of detail of the numerical solutions.

The setup represented in Fig. 4.5(a), was adopted to test the prescription of an open boundary

condition at VG1 (x = 0.38m) location. The hydrodynamic quantities adopted to prescribe the OBC

were assessed in Section 4.2.1. Fig. 4.6 depicts the correlations between recorded data and computed

solutions of free surface elevation at locations VG2 (x = 1.83m) and VG3 (x = 3.12m) using two initial

conditions. The first corresponds to a moving boundary condition and full model of the domain while the

second reduces the domain to a partial geometry and was initiated by hydrodynamic quantities imposed

at ghost particles adopting hydrodynamic quantities from the full model captured at VG1 (x = 0.38m).
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Figure 4.6: Validation of Lagrangian NS-SPH scheme: inlet zone prescribed at VG1 x = 0.38m using
hydrodynamic quantities from full domain simulation. Correlation between wave gauge record and
numerical solution of free surface elevation at VG2, x = 1.83m (left) and VG3, x = 3.12m (right)
computed with OBC and DBC.

The correlation of different initial conditions adopted to initiate the simulations allowed to assess the

influence of using a boundary condition in the quality of the solutions and quantify the potential

computational optimization for larger models. Regarding the quality of the solutions, the slight

underestimation of the water free surface verified in Section 4.2.1 was amplified by imposing an OBC,

showing that the physical quantities used to establish the boundary conditions and the number of

Dirichlet conditions modeling the domain of the problem influence the quality of the solution. The

numerical solution using laboratorial recordings of free-surface elevation and numerically assessed

flow velocity to impose the OBC provided better predictions of free-surface elevation on the subsequent

points of virtual acquisition. The latter numerical solution also presented better predictions than the
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solution composed of two boundary conditions (piston initiation, data acquisition and OBC prescription

at VG1 using numerically assessed flow hydraulic quantities, flow height and velocity).

Regarding the computational cost, lacks expression due to minimal differences in terms of geometry

(reduction of 5.8% of the full domain) and number of initial particles discretizing the 2D model, 53777 for

full domain and 53337 for partial domain. For this benchmarking case, the run-time per physical second

was in fact higher for the partial domain (52.42 s) than for the full domain (44.77 s) due to the generation

of new particles in the inlet zone, which lead to a total of 61730 particles in the end of the simulation.

4.2.3 Multi-phase

Recently, DualSPHsyics includes an algorithm to simultaneously account multiple fluids, such as air-

water interactions. The feature is particularly interesting when modeling mixing and violent free-surface

hydrodynamic interactions.

A dam breaking is a well-known benchmark for demonstrating the robustness of many SPH

schemes and testing its suitability to impulsively-started, rapidly-evolving free-surface flows. Based on

an experiment performed at the Maritime Research Institute Netherlands [388], a 3D numerical setup of

an obstacle being impacted by a wave generated by a dam breaking was assembled to investigate the

influence of single- and multi-phase algorithms on the quality of the free-surface elevation estimates.

On the experiment, the dam break effect was physically reproduced by a lock gate with instantaneous

movement holding a quiescent volume of water that was then released into the tank. The length, width

and height dimensions the experiment were respectively 3.22m× 1m× 1m for the tank, 1.22m× 1m×

0.55m for the volume of water and 0.16m × 0.40m × 0.16m for the solid obstacle. Wave gauges were

located in the middle of y−direction at H1: x = 0.56m (reservoir) and H2: x = 2.22m (tank), while

pressure gauges were implemented in the middle frontal and top surfaces of the solid obstacle. Fig. 4.7

represents the geometry of the setup and the positions of the wave-gauges.
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Figure 4.8: Validation of Lagrangian NS-SPH scheme: correlation between instrumentally-recorded
wave heights and corresponding numerical solutions computed at H1 (left) and H2 (right) using single
and multiphase models.

The corresponding numerical setup was modeled to mimic the experiment, except for the tank

definition. Instead of a 1m open roof tank, the model adopts a 2m-height tank and a zero normal

pressure gradient imposed on the top boundary. The material properties for liquid-gas flows considered

density of the water ρwater = 1000 kg/m3, polytropic constant γ = 7, speed of sound c = 30m/s, for the

water, and ρair = 1/800ρwater, polytropic constant γ = 1.4, speed of sound c = 200m/s, for the air. The

model was discretized using ∆p = 0.02m and the simulation time was set to 6 s. Fig. 4.8 depicts the

correlation between recorded and computed data, using single- and multiphase algorithm.

The solutions using multiphase fluid-gas showed a slightly improved fitting between the recorded

and numerical solutions of free-surface elevation, more evident in H2 position closer to the obstacle.

However, the run-time of single- and multiphase simulations was quite different. Using the same GPU

GeForce RTX 2060 and ∆p, the simulation of single-phased model including 145093 particles was about

225 s, while the computation of the multiphase simulation including 460472 particles took 43914 s.

4.2.4 Modified dynamic boundary condition

Despite the dynamic boundary condition being accepted as an adequate approach to model coastal

engineering problems due to its capability of discretizing complex 3D geometries without the need of

implementing complex mirroring techniques or semi-analytical wall boundary conditions, recent works

[329] drawn attention for its over dissipation, finding difficult to preserve steady-states, and failing to

capture the condition for low resolutions leading to higher than expected velocities close to the

boundary and throughout the flow. Recently, a modified moving boundary condition was implemented

in DualSPHysics, which was found to be more accurate than using the zero-velocity approach of the

original dynamic boundary condition [329]. However, the technique requires the use of ghost nodes

between the boundary interface and, consequently, represents additional computational costs. The

feature was indicated as particularly interesting to characterize time-series of pressure/forces exerted

against obstacles. The numerical setup presented in Section 4.2.3 was re-modeled to a single-phase
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problem (∆p = 0.01m) and re-computed using classic and modified dynamic boundary conditions.

Fig. 4.9 presents the correlation between experimental data and numerical solutions of normal and

tangential pressures at P1 (x = 2.389m, y = 0m, z = 0.025m) and P2 (x = 2.487m, y = 0m,

x = 0.165m).
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Figure 4.9: Validation of Lagrangian NS-SPH scheme: correlation between instrumentally-recorded
pressure and corresponding numerical solutions computed at P1 (left) and P2 (right) using classic and
modified boundary conditions models.

The solutions obtained with classic and modified dynamic boundary conditions showed relatively

identical solutions of pressure assessed in the frontal surface of the obstacle, yet presenting a better

fitting of the solution calculated using the modified version of the dynamic boundary condition between

t = 0.5 s and t = 2 s, which corresponds to fluid impact and transition to steady-state. The pressure

assessment on the top surface of the obstacle was probably influenced an insufficient ∆p, leading to the

generation of spikes along the virtual acquisition of the time-series. Despite lacking a clear evidence of

advantages using the modified version of the dynamic boundary condition, the solution presented slightly

better fitting with the recorded data than the solution obtained using the classic dynamic boundary

condition.

In face of the correlation, the run-times using the same GPU GeForce RTX 2060, ∆p and number

of particles, were about 2510 s for the model with dynamic boundary condition and 3014 s for the model

with modified dynamic boundary condition.

4.2.5 NS-SPH Remarks

In general, NS-SPH was capable of reproducing complex hydraulic phenomena. Yet, the

convergence of the solutions was sensitive to physical and numerical parameters used during the

modeling process, requiring complementary algorithms to guarantee convergence, stability and

accuracy of the numerical solutions, such as particles rearrangement towards an uniform distribution

and multiphase interaction of fluids to adapt the particles behavior to the physics they aim to model.

The computational costs and low convergence rates still constitute drawbacks of the SPH method when

compared to less demanding mesh-based methods.

Although the case-sensitive nature of NS-SPH scheme inhibits the development of general
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modeling guidelines, the evaluation of the influence played by complementary algorithms, such as

dynamic- and open-boundary conditions, particles shifting and the multiphase interface, was

investigated. In general, multi-directional and multi-dimensional models allowed to characterize

free-surface, normal and tangential components of pressures and forces being exerted on solids. Such

capacities are of particular interest reproducing natural hydraulic phenomena and their effects on

coastal structures. Moreover, coupling techniques, such as inlet-outlet buffer zones prescribed by open

boundary conditions composed of ghost particles, demonstrated to constitute a suitable approach to

reduce NS-SPH numerical domains strictly to highly non-linear regions, helping transpose the

computational costs challenge. Conversely to other boundary conditions, the buffer zones in the open

boundaries accept physical information from linear and non-linear wave theories, external numerical

models such as CFD models, or even measurement data. Nonetheless, it is important to underline that

the additional modeling effort to prescribe the OBC in order to reduce the computational demand is

only efficient when the sum of initial and new generated particles at the buffer zone of a partial-domain

model exceeds the number of particles of the full-domain model.

Similarly, a careful analysis considering the use of single- or multiphase is deemed necessary to

assess the trade-offs among the level of required accuracy, the modeling challenge and the associated

computational costs. For example, the comparison between single and multiphase cases presented in

Section 4.2.3 respectively showed 10 steps per second versus 200 steps per second, while the run-time

of the simulations were increased by an order of 100, requiring 12.5MB CPU and 24.5MB GPU versus

39.6MB CPU and 67.3MB GPU memory, and storage of 2.6GB versus 20.3GB.

Another analysis regarding classical and modified dynamic boundary conditions showed a slight

improvement on the pressure characterization using the modified version, that helped remove some of

the pressure noise at the boundary and allowed to obtain less spikes in the time-series of pressure being

exerted against the obstacle. The computational costs of acquiring solutions using classical or modified

dynamic boundary conditions represent a difference of about 20% in run-times.

4.3 GMPE models

Commonly, the location and importance of the infrastructures dictates the required level of structural

performance under seismic action. Function of static or dynamic structural analyses, the characterization

of the ground motion data varies between discrete peak values or time-histories of seismic quantities,

inferred from probabilistic or deterministic approaches, targeting regions, sites or the infrastructure itself.

The 2011, Tohoku-Oki, Japan earthquake was the most recorded event in history. Data recorded

from the Japanese seismic network were considered to perform a brief validation of the open-source

tools characterizing seismic actions. OpenQuake [352] was one of the elected tools to determine the

distribution of peak ground accelerations, and EXSIM [353] was the complementary tool to characterize

time-histories of acceleration. The validation was performed for two location of the 1225 records acquired

from K-NET (three data channels that correspond to three components of a seismograph) and Kik-net

(six data channel where the first three correspond to three components of a borehole seismograph and
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the other three correspond to those of a surface seismograph), which are available at https://www.

kyoshin.bosai.go.jp/. The hypo-centre of the Mw9.1 earthquake was identified off the Sanriku coast,

northeast Japan, at geographical coordinates 38.1035◦N in latitude and 142.861◦W, and about 15m in

depth. Multiple finite-fault models were proposed by different authors for the rupture of the reverse

fault type with WNW-ESE compressional axis that triggered the 2011 Tohoku-Oki earthquake. They

used inversion techniques to infer the co-seismic slip distribution from seismic data [389], GPS data

[390], tsunami data [319], or a combination of different types of data [391]. Most models proposed

heterogeneous co-seismic slip distributions varying between 40m around the epicentre to values under

1m in the edges of the 400Km × 200Km fault, including the Japan Metereological Agency and the

United States Geological Survey. Moreover, the relatively long time separating similar peak amplitudes

on near-field accelerograms were alternatively associated to the rupture of two close sources [392].

Considering the uncertainties associated with the source parameters, and for the sake of simplicity, a

homogeneous and random slip distribution was herein assumed to model geometry and rupture of a

single fault.

4.3.1 Ground motion fields of PGA

The source modeling assumed a single planar rupture with middle top surface aligned with the

hypocenter. The fault parameters include a 400Km× 200Km rupture geometry, with Θ = 20◦, ϕ = 30◦

and δ = 18◦. The 5m-resolution grids were defined between longitude 130◦W and 150◦W, and latitude

between 28◦N and 43◦N. The propagation of the seismic waves was modeled using several attenuation

laws developed for the Japanese territory [393–396]. For the benchmarking process, the solution

obtained with the GMPE model proposed by Abrahamson et al., 2014 [394] was adopted. The site

geotechnical conditions assumed a rigid soil, with Vs,30 = 760m/s. The GMPE model was set to

calculate the distribution of PGA along the Northeast coast of Japan due to the Mw9.0 2011,

Tohoku-Oki earthquake. Fig. 4.10 depicts the correlation between the map of PGA recorded by the

seismic network covering the Japanese territory and the synthetic map of PGA obtained from the

aforementioned GMPE model. The PGA values estimated at IWT023 - Kamaishi station, Iwate

prefecture, and IBRH17 - Kasumigaura station, Ibaraki prefecture, were also verified against recorded

data.

From a qualitative perspective, the maps of PGA distribution in the Northeast regions of the Japanese

territory demonstrated a general agreement between recorded and numercial data. The seismographs

of the Japanese networks recorded the higher PGA values at Iwate, Miyagi, Fukushima and Ibaraki

prefectures, from Northeast to Southwest direction. The simulations show a similar PGA distribution

at the corresponding locations, maintaining a similar pattern of attenuation. Qualitatively, the range of

values numerically obtained were comparatively smaller than the range of values recorded by some of

the Miyagi and Ibaraki stations (represented in dark-red in Fig. 4.10). After analysis, was verified that

the abrupt peaks recorded by these stations were underestimated probably due to the homogeneous

characterization of the site conditions and/or attenuation law and site conditions adopted in the GMPE
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Figure 4.10: Validation of the peak acceleration: correlation between maps of peak accelerations
assembled from the records of the Japan strong motion seismograph networks during the Japan, 2011
earthquake (left), and from synthetic data generated using OpenQuake software (right).

model, leading to a more uniform distribution of PGA in the synthetic map.

The additional verification at locations corresponding to IWT023 and IBRH17 stations were

respectively estimated in 0.42 g and 0.51 g, representing a close approximation to the PGA values

acquired by the referred stations (≈ 0.5 g). Nonetheless, detailed source and site characterizations are

likely to lead to more realistic results. Meanwhile, attenuation laws developed for Japan are being

updated using records from the Japan 2011 earthquake, contributing for the calibration of the GMPE to

forecast extreme events that occur in subduction systems, up to Mw9.1 and distances to the fault of

less than 300 km [397].

4.3.2 Time-histories of acceleration

The generation of synthetic motions by EXSIM software were correlated with real records from

kiK-net seismic network (502 available records), at borehole and surface levels. The mathematical

generation of various accelerograms assumed a single-event source rupture, adopting representative

values of 400Km × 150Km for source geometry, random slip distribution, 15MPa of stress drop,

200◦-strike, 18◦-dip and 18Km-depth as input parameters for the stochastic simulations [398]. The

reference velocity for bedrock level is 760m/s, while k0 = 0.03 s. Simulations for two different sites and

twenty trials for each case were carried out using attenuation law for the path propagation, with and

without site amplification. Fig. 4.11 depicts the correlation between recorded signals at an Iwate

prefecture station (IWT023 - Kamaishi, about 150Km distance from the epicenter, which recorded two

distinct trains/phases of strong ground motions) and at an Ibaraki prefecture (IBRH17 - Kasumigaura,
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about 300Km distance from the epicenter and indistinct predominance of phases).
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(b) Acceleration at Ibaraki prefecture, Kasumigaura station location, at the borehole (left) and surface (right) levels.
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Figure 4.11: Validation of the acceleration series: correlation between instrumentally-recorded
accelerations and their corresponding synthetically-generated signals, for relatively close (150Km) and
distant (300Km) locations.

The simulations of the Mw9.1 2011, Tohoku-Oki, Japan earthquake presented a relatively good

fitting with the data recorded by the seismic network. However, and despite recent advances of EXSIM,

the determination of low frequencies remains a challenging task. For example, a relatively high stress

parameter (≈ 150MPa) was adopted to match the high frequencies shown in Fig. 4.11. Nonetheless,

in terms of wave arrival time and high frequencies, the generated results depicted in Fig. 4.11 were

considered globally satisfactory. Comparatively, the correlation carried out for the IBRH17 station

location (about 300Km from the epicenter) demonstrated a better fitting than the correlation for the

closer IWT023 station (about 150Km away from the epicenter), that was a bi-peak train of phases

difficult to reproduce using a single event with homogeneous distribution. In the literature [398], was

demonstrated that a source modeling considering a multiple-event with heterogeneous slip distribution

was capable to differentiate the two distinctive trains of accelerations. However, the same study

assigned the compatibility between recorded and synthetic signals to asperities influencing the radiated

waves. Because the distribution of asperities is only known after the event, using generic models of

rupture generation or developed from suites of past events was assumed reasonable to develop
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dynamic characterizations of site accelerations.

4.3.3 GMPE remarks

The peak and dynamic characterization of seismic acceleration constitutes a reliable approach to

predict ground motions at a wider and a target-specific location. The quality of the

synthetically-generated data relies on the level of modeling detail and amount of uncertainty along the

modeling process of source, path and site components influencing the waveform of the signals.

Moreover, GMPE models are case-sensitive, which represents a challenging task modeling high

magnitude events in regions with moderate seismic activity. The lack of data from high magnitude

events constraints not only the calibration of GMPE, but also the validation of synthetically generated

solutions.

4.4 FE and constitutive models

The finite element method is the prevalent and long-term validated technique used over the last

decades to perform structural analysis [399, 400]. The fundamental principles in structural analysis are:

1) equilibrium: internal forces or stresses counteracting external loads; 2) constitutive laws: relationship

between the stress and strain in the structure members material; 3) compatibility: continuity or

consistency conditions on strains and deflections.

4.4.1 Constitutive models

Multiple stress-strain constitutive relationships of concrete, steel and cohesive soils are available on

OpenSees library. The following sections present the calibration process of the constitutive relationships

adopted to model non-linear behavior of the materials used on the case-test.

Concrete model

The form of the stress-strain curve was adapted from the experimentally-calibrated model proposed

by Popovics [401] and modified by Mander [402]. The constitutive relationship consists of a

three-parameter controlled curve encompassing compressive strength, modulus of elasticity and

concrete ultimate strain to represent the behavior of an uniaxial concrete material with degraded linear

unloading/reloading stiffness and tensile strength with exponential decay, while the simplification

introduced by Mander withdrawn tensile strength capacity from concrete response.

Fig. 4.12(a) shows the hysteric behavior of an unconfined C35/45 strength grade concrete (concrete

material of the test-case) subjected to a cyclic strain history ranging from 0 to −0.005 in intervals of 0.001.

The curves were obtained using Popovic and Mander models to highlight the similarities of both models

and the effect of dropping the small contribution of concrete resisting tensile strength.

The longitudinal compressive concrete stress fc for a quasi-static strain rate and monotonic loading

suggested by Popovics [401] is given by Eq. 4.1:
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Figure 4.12: Constitutive models. Stress-strain relationship calibrated for C35/45 concrete using Popovic
or Mander stress-strain relationship (top). Mander model representing the stress-strain relationship of
C35/45 concrete with unconfined and confined sections (bottom).

fc =
f ′ccxr

r − 1 + x′
(4.1)

where f ′cc is compressive strength of confined concrete following Eq. 4.2:

f ′cc = f ′c0(−1.254 + 2.254

√
1 + 7.94f ′i

f ′c0
− 2

f ′i
f ′c0

(4.2)

being f ′c0 the compressive strength of unconfined concrete.

Assuming that the ultimate deformation corresponds to the ultimate concrete compressive strain of a

section at first hoop fractures, Mander [402] added the effective lateral confining stress on the concrete,

f ′i , in Eq.4.3:

f ′i =
1

2
keRsfyh (4.3)
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where Rs is the ratio of the volume of transverse confining steel to the volume of confined concrete core,

ke is confinement effectiveness coefficient of transverse reinforcement and fyh is yield strength of the

transverse reinforcement.

The x parameter in Eq. 4.1 is the ratio between longitudinal compressive strain, εc and strain at

maximum concrete stress, εcc = 1 + 5(
f ′cc
f ′c0
− 1).

The model allows considering rectangular or circular geometries, and unconfined or confined

sections by increasing the compressive strength and strain at crushing strength, εcu. Eurocode 8 [33]

prescribe Eq. 4.4 to determine the ultimate strain of confined concrete:

εcu = 0.004 + 1.4ρs
σypεsu
σcc

(4.4)

where, ρw is the volumetric ratio of transverse reinforcement, which is given by ρw = 4Asp/dsS and

ρw = 2ρw for circular and rectangular sections, respectively; σyp and εsu are the yield strength and

ultimate strain of the transverse steel respectively and σcc is the confined concrete strength. According

to Mader et al. 1988 [402], the latter is given combining the properties of unconfined and confined

concrete using Eq. 4.5:

σcc = σco

(
−1.254 + 2.254

√
1 +

7.94σl
σco

− 2
σl
σco

)
(4.5)

where σco is the strain at crushing strength for unconfined concrete εco = 3.5e−3 and σl is the lateral

confinement pressure to account for non-uniform distribution of the pressure on the transverse sections

due to the reinforcement spacing. Mander et al. 1988 [402] suggested a two-folded assumption for

the calculation of effective confinement pressure being: 1) the product of an uniform distribution of the

lateral pressure and the ratio between effective confined area and concrete core area, and 2) a function

of the maximum strain of the transverse reinforcement steel determined by circumferential equilibrium

(pradial = radius× Fcircumferential. Thus, the σl for a circular section is given by Eq. 4.6:

σl = 1/2keρsσyp (4.6)

where ke is the coefficient of confinement efficient. For circular and spiral distribution of transverse

reinforcement, ke is respectively given by Eq. 4.7:


ke =

1− s′
2ds

1−ρcc

2

circular

ke =
1− s′

2ds

1−ρcc spiral

(4.7)

Figure 4.12(b) depicts the constitutive relationship of concrete materials adopted to model the

test-case, using Mander model for unconfined and confined C35/45, εcu prescribed by Eurocode 8

recommendation (unconfined, εcu=5‰, beam confinement, εcu=5‰), and piles highly confined,

εcu = 25‰).
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Figure 4.13: Constitutive models. Constitutive stress-strain relationship calibrated for S355 and S500
steel using Giuffre-Menegotto-Pinto stress-strain relationship.

Steel model

The stress-strain constitutive relationship to model steel is based on the uniaxial Giuffre-Menegotto-

Pinto steel material object with isotropic strain hardening [403].

For example, Fig. 4.13 shows the hysteric behavior of steel grades S355 and S500 (steel materials

of the test case) subjected to a cyclic loading, constructed based on the an uniaxial Giuffre-Menegotto-

Pinto steel material object with isotropic strain hardening.

The normalized analytical form of the stress-strain relationship in Eq. 4.8:

f∗ = bε∗ +
(1− b)ε∗

(1 + |ε∗|R)1/R
(4.8)

have ε∗ being the normalized strain and f∗ the normalized stress. The normalize stress is given by

Eq. 4.9:


ε∗ = ε−ε∗

ε0−εr

f∗ = f−fr
f0−fr

(4.9)

The formula is composed of two linear asymptotic branches with slope E0 and E1 = b × E0

respectively predicting the elastic and post-yielding response of the material. The origin is at the

reversal point (εr, fr), while the yield point is denoted as ε0, f0. The transition curve between the linear

asymptotes is a smooth curvature defined by variable R dependent on the strain amplitude between

the latest yield point and the maximum plastic strain in the loading direction after the reversal [404].

The effect of isotropic hardening is assumed as a parallel shift of the post-yield linear asymptote by a

stress fst depending on the maximum strain in either tension and compression loading direction [404].
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Soil

The soil response due to monotonic or cyclic loading is based on elastic-plastic constitutive

relationships for cohesive and cohesion-less materials. On one of the models the plasticity is

independent of confinement changes, following governing equations based on the [405] yield criterion,

while the other model is sensitive to pressure variations, assuming a multi-yield criteria proposed by

[406].

The pressure independent elastic-plastic material exclusively introduces deviatoric stress-strain in

plastic response neglecting volumetric changes, which represents advantages representing materials

with behavior insensitive to confinement changes, such as organic soils or clay under fast undrained

loading conditions. The hyperbolic backbone curve representing shear stress τ strain γ relation is

defined by Eq. 4.10:

τ = G
γ

1 + γ/γr · (p′r/p′)
d

(4.10)

where G represents shear modulus, p′ instantaneous effective confinement and d defines ratio between

shear G and Bulk B moduli. The peak shear strength τf given by Eq. 4.11 is function of the soil friction

angle and cohesion, c:

τf =
2
√

2sinϕ

3− sinϕ
· p′i+

2
√

2

3
· c (4.11)

In case of automatic surface generation reference γr follows the condition described in Eq. 4.12:

τf =
2
√

2sinϕ

3− sinϕ
· p′i+

2
√

2

3
· c = Gr

γmax
1 + γmax/γr

(4.12)

Otherwise, OpenSees allows to define yield surfaces of independent elastic-plastic material based

on shear modulus reduction by providing pairs of shear strain and desired shear modulus reduction.

The pressure dependent elastic-plastic material reproduces the behavior of pressure sensitive

materials, such as sands and silts, accounting dilating (shear-induced volume contraction or dilation)

and non-flow liquefaction (cyclic mobility) properties. The octahedral curve representing shear stress

strain relation is identically defined by Eq. 4.10. However, for the dependent elastic-plastic materials,

the peak shear strength τf given by Eq. 4.13 is function of the soil friction angle which is dependent of

effective confinement:

τf =
2
√

2sinϕ

3− sinϕ
· p′ (4.13)

In case of automatic surface generation reference γr follows the condition described in Eq. 4.14 at

p′r:

τf =
2
√

2sinϕ

3− sinϕ
· p′r = Gr

γmax
1 + γmax/γr

(4.14)

A brief parametric analysis was performed varying the constitutive relationships (pressure
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independent- and dependent multi-yielding material), types of soil (clay or sand), and soil resistance

(soft/stiff clay and loose/dense sand). The soil was modeled as a two-dimensional 1m quad element

with 1m thickness, fixed on the base in x− and y− directions. A sine load was applied during 4 s, with

1 g of acceleration amplitude and 1 s of period. The soil element was discretized into an uniform 0.1m

quadrilateral mesh. The horizontal displacement was measured on the nodes points (P) of the left edge

while the stress-strain curves were capture at the bottom, middle and top points. Fig. 4.14 represents

the 2D setup and the soil responses.

A supplementary dynamic analysis of a three-dimensional model of soil was conducted to

characterize the non-linear response of pressure independent and dependent soils under a real

recorded signal. Fig. 4.15(a) represents the 3D unitary volume soil and initial boundary conditions,

including the loading corresponding to Loma Prieta earthquake. Figs. 4.15(b) and 4.15(c) depict the

corresponding displacement-stress relationship evaluated at point P (identified in Fig. 4.15(a)),

respectively illustrating the response of pressure independent and dependent multi-yielding materials.

Along the loading-unloading cycle is possible to identify energy dissipation, which indicates the

models capacity to reproduce plastic behavior of the soil materials. The soils displacements due to the

Mw6.9 Loma Prieta earthquake are relatively small, less than 1mm, yet the energetic damping

dissipation is observable, mostly in loose sand and soft clay soils. Regarding confinement effects on

the soil response, the pressure dependent model used to model cohesion-less material is adequate to

capture such effect, particularly in loose sand, whereas (and as expected) dense sand shows minimal

confinement influence in its response. The curves of unconfined and confined clay using pressure

independent material are overlapped, confirming the constitutive model limitation to predict pressure

influences on soils response to cyclic loading.
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(b) Histories of horizontal displacement of pressure independent (left) and dependent (right) materials under cyclic load. Measures at
different P along the left edge of the soil element.
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Figure 4.14: Constitutive models. Behavior of pressure independent and dependent multi-yielding soil
materials.
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(b) Displacement-stress response of unconfined and confined pressure independent (left) and depended (right) materials due to
dynamic load.
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(c) Strain-effective stress response of unconfined and confined pressure independent (left) and depended (right) materials due to
dynamic load.
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Figure 4.15: Constitutive models. Constitutive relationships for pressure independent and dependent
multi-yielding soil materials.
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4.4.2 Soil-structure interaction

Laterally loaded pile foundation

Coupled geotechnical and structural displacement-based design combines inertial (demand on

structure due to seismic ground accelerations acting on its mass) and kinematic (load imposed on a

structure by movement of soil) effects. The soil-structure interaction accepts discrete and continuum

modeling approaches. Considering one example of OpenSees library (available at

https://opensees.berkeley.edu/wiki/index.php/OpenSees_User), both approaches were tested

and correlated.

The model using discrete soil representation consists of a beam on a nonlinear Winkler foundation

using beam elements and springs representing the vertical and lateral response of surrounding soil

subjected to a 3500 kN load applied in the positive x−direction at the head of the pile. The

1m-diameter pile is 21m long, 20m of which are embedded. The definition of the elastic section of the

pile is based on cross-sectional area and moments of inertia, while modulus of elasticity, E = 25GPa,

and shear modulus, G = 9.615385GPa, defined the material. Soil springs were modeled using

zero-length elements connecting the fixed and slave nodes in both horizontal and vertical directions.

The soil elastic properties were defined using unit weight γ = 17 kN/m−3, internal friction angle

φ = 36◦ and shear modulus of Gsoil = 150MPa. A static analysis was conducted to obtain the

displacements at the pile nodes extracting the deflection of the pile, the reaction forces in the p-y

springs visualizing the lateral soil response, and the shear and moment along the elements of the pile.

The model using continuum soil adopted three-dimensional elements surrounding the pile. The

connection soil-pile was set using nodes sharing equal degrees of freedom over the embedded length

of the pile.

Fig. 4.16 depicts the deflection, bending moment and shear force on the pile, and respective soil

reaction after application of the horizontal loading force at the head of the pile.

In the example, the results obtained with OpenSees were verified against the solutions of another

commercial software, LPile, showing an overall agreement while minor discrepancies were attributable

to differences between the two analysis methods.

In general, the OpenSees model using soil elements provides a close approach of the quantities

assessed in the test-case. The displacement in the head of the pile is close to the test-case, yet it shows

an expanded interaction of the pile-soil system in the vertical interface, i.e., the pile deflection is observed

up to −10m in depth against the −8m-depth of the test-cases. In comparison with the test-case, the

maximum bending moment of the pile is about 20% underestimated. The shear force solution matches

the evaluation of the test-case approaches.

Such differences are most-likely due to the lack of data to assign the soil parameters required in a

pressure dependent multi-yielding constitutive model of the soil. In opposition to elastic or even

elastic-plastic materials, the number of parameters to model soil elements are comparatively higher.

Moreover, the elements to establish the soil-structure interaction are intrinsically different. The

discrete/nodal springs are distributed in depth while soil elements are governed by continuum
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Figure 4.16: Soil-pile interaction model. Response of soil and pile system to a horizontal load applied in
the head of the pile. Correlation between solutions using OpenSees and soil elements, and OpenSees
using springs to represent the soil (red lines in sub-figures) and L-Pile (blue lines in sub-figures).
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mechanics, allowing to share effects induced by the pile and among soil elements.

4.4.3 FE remarks

The stress-strain relationships used to model concrete and steel materials are widely used in

nonlinear modeling of reinforced concrete components. Soil constitutive models allow to model various

soil materials elastic and elastic-plastic response to monotonic and cyclic loading. The behavior of

organic soils or clay under fast (undrained) loading conditions is governed by constitutive model of

pressure independent multi-yielding material ([405] yield surface), while pressure dependent

multi-yielding is appropriate to model sands and silts ([406] yield surface).

A correlation between discrete and continuum approaches to mode soil-structure interaction shows

different levels of modeling demand. On one hand, springs are often used to resemble the soil influence

on the structural foundation due to simplicity and quantity of data required to assign the soil properties.

On the other hand, the continuum approach requires more and more detailed characterization of the

soil parameters, their calibration is challenging, and represents higher computational costs. Yet, it is

capable to reproduce complex soil and soil-structure interaction phenomena, such as the effects of soil

confinement, interaction between interfaces of different soils, liquefaction, and shear-induced volume

contraction or dilation.
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Chapter 5

Proof of Concept

Chapter 5 constitutes the proof-of-concept for numerical tsunami action characterization by

correlating numerical solutions and instrumentally-recorded data acquired during an experimental

campaign performed at the large wave flume of the Hinsdale Wave Research Laboratory, Oregon State

University. The correlation includes intensities of hydrodynamic quantities (free-surface elevation and

flow velocity) and impacts on an elevated structure (forces and pressures, in both horizontal and

vertical directions).

Chapter 5 is based on Reis et al. 2021 and 2022b [48, 272].

5.1 Experimental data

An experimental campaign conducted at the large wave flume at Hinsdale Wave Research

Laboratory, Oregon State University was carried out to provide laboratory data to assess the impact of

waves on elevated structures.

The experiment consisted in the generation of tsunami-like waves, which propagated in a variable

sloping tank, and interacted with an elevated structure. By varying the still water level and the piston

velocity, the flow generated resembles tsunami bores and quasi-steady flow and are further identified as

unbroken and broken wave cases, respectively.

The objective of the experiment was to develop a dataset of measures concerning: (1) water height

and velocity due to unbroken and broken (bore) tsunami-like waves, and (2) forces and pressures exerted

on an elevated structure resembling a scaled two-story building. The experiment was instrumentally

monitored and physical data was recorded.

5.1.1 Physical setup

Figure 5.1 depicts the setup, including an elevation and a plan view of the flume with the

instrumentation. The experimental setup was assembled on a flume with a length, width, and depth of

87.430m, 3.660m and 4.572m, respectively. The bathymetry of the channel includes (1) a flat base slab
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from 0m to 14.250m, (2) a slab elevated 0.150m, relative to the base slab, between 14.250m and

17.907m, (3) a 1/12 slope with a projected horizontal length of 10.971m followed by (4) a 1/24 slope

with a projected horizontal length of 14.628m, (5) a flat extension of 36.570m, and (6) a final 1/12 slope

with projected horizontal length of 7.354m. An elevated structure was positioned at x = 44.266m,

y = 0.002m and z = 2.002m, relative to the coordinate system.

z

x
14.275 3.658 10.973 14.630 36.570 7.354

1:12 1:24
1:12

(a) Elevation view.

y

x

44.266
87.460

(b) Plan view.

+y

-y y0
+y

-y y0

(c) Pressure gauges layout in both horizontal (left) and vertical (right) direction. Dot lines are 0.250m-spaced.

Wave Gauge VelocimeterUltrassonic wave gaugeKEY: Specimen

Figure 5.1: Experimental setup: overview of geometry and instrumental disposition. All dimensions are
in meters.

The flume is equipped with a piston-type wave-maker with a hydraulic actuator assembly of 4.2m

maximum stroke and 4ms−1 maximum velocity. The wave-maker is capable of producing regular,

irregular and solitary waves, with periods ranging between 0.8 s to 12+ s. The at-rest position of the

piston defines the null state of the coordinate system. The initial position of the paddle was set to

−2.060m. The piston operated under displacement control, for the generation of unbroken and broken

long-waves. The still water level was set at z = 2.00m for the unbroken wave case and z = 1.85m for

the broken case, which resulted in models without and with an air gap between the still water level and

the bottom of the structure, respectively. The two waves cases were thus quite distinct. The shape of
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the unbroken wave was nonturbulent, with an approximate duration of 25 s, average height of 30 cm and

1.5ms−1 velocity. The shape of the broken wave was steep and abrupt, with half the duration, circa of

1m ± 20 cm height and the velocity measuring around 2.5ms−1. Fig. 5.2 depicts the horizontal

displacements of the wave-maker. An elevated structure resembling a two-story building supported by

piles was implemented in the model. The specimen (in Fig. 5.2(b)) of the scaled elevated structure was

1.016m square in plan, had a height of 0.615m, and had twelve protruding square columns that had a

cross-section of 0.254m2.

(a) Photograph of unbroken- (left) and broken-waves (right) induced by the horizontal displacement of the piston wave-maker and
different initial free-surface elevations, respectively of 2.00m and 1.85m.
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(b) Horizontal displacement of the piston wave-maker for the generation of unbroken- and broken-waves (left). Dimensions of the
specimen resembling an elevated structure (right), in meters.

Figure 5.2: Experimental setup: generation of unbroken- and broken-waves to impact an elevated
structure.

The instrumentation of the experimental campaign included three wage gauges (WG) and five

ultrasonic wave gauges (USWG) to record the water free-surface along the flume and surrounding the

structure, respectively. Seven acoustic doppler velocimeters (ADV) recorded the velocities along the

flume and near the structure. Nine load cells (LC) measured stream-wise, transverse, and vertical wave

forces. Fourteen pressure gauges (PG) recorded the horizontal and vertical pressure exerted against

the structure using a layout disposition to map the pressure distributions on the structure. The

instrumental setup is resumed in Table B.1, Appendix B. The tests and data acquisition were
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repeatedly trialed for each wave case. The data obtained from instrumental acquisition is represented

by the mean laboratorial data complemented by standard deviation of the the physical data derived

from the trials that composed the experimental campaign. The corresponding coefficient of variation

(COV) of the recorded quantities is resumed in Table B.2, Appendix B.

5.1.2 Drag coefficient

In fluid mechanics, the hydrodynamic force is the product of the momentum flux affected by a

dimensionless coefficient known as drag coefficient, Cd, that represents the behavior of a quasi-steady

flow against a fully submerged solid. In tsunami literature, it also applies to partially submerged objects

and moderate to high tsunami velocity [50, 407]. Over the years, extensive and numerous physical

experiments were performed to assess the influence of several parameters, such as the shape of the

object, bore height, Reynolds number characterizing laminar or turbulent flow, Froude number

characterizing sub- or supercritical flow, ratio between water depth and object width, and blockage

coefficient considering the width of the tank and of the column. Most authors agree on the sensitivity of

Cd and on the difficulty to calibrate it [17, 169, 195, 273, 407–413], demonstrating that Cd is not a

function of any single non-dimensional grouping, but strongly depends of a combination including the

Froude number, ratio between the widths of the propagation channel and of the obstacle, and the

shape of the object.

Aiming to contribute for the formulation of gravity-controlled free-surface flow, the Cd of tsunami-like

unbroken- and broken-waves traveling over an inundated bed is briefly tackled. Moreover, due to its

case-sensitiveness nature, Cd characterization is required to quantify hydrodynamic force values, which

are obtained by regression to best-fit the peak of the first wave, where the most interesting and important

results for the forces and pressures exerted on the structure occur.

The characterized of Cd considers the analytical Eq. 3.26, where ρ = 1000 kg/m3 is the density of

the water, the characteristic width of the solid subjected to the action of the fluid is B = 1.016m and

hu2 is the momentum flux, which was calculated using records of USWG6 and ADV7 instruments for

the stream-wise direction, while records from ADV3 to ADV6 were considered for the calculation in the

vertical direction.

The coefficient for the horizontal direction was valued in Cd = 1.1, for the unbroken-wave case,

and Cd = 1.3, for the broken-wave case. Both values are lower than the provisions from the ASCE 7

standard, that recommends Cd = 2.0 depending on the ratios of width to depth and width to height of

the submerged surface area. However, Cd estimates are simultaneously reasonable due to the elevated

geometry of the obstacle and are in agreement with some studies performed for rectangular-shaped

columns [166, 273] and studies involving circular-shaped [378, 414, 415] that logically induce smaller

values of resistance to the flow than pointy objects. Other studies on rectangular columns lead to

estimated values ranging from Cd = 2.0 to Cd = 4.0 [201, 415, 416].

In the vertical direction, for the unbroken wave case, the obtained Cd = 2.0 is smaller than the

recommendation of the Federal Emergency Management Agency (FEMA) guidelines (Cd = 3.0) [157].
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For the broken wave case, the greater turbulence of the flow and magnitude of the stream-wise force

promoted a significant reduction of the uplifting force that is the result of the sum between front and

back loads with opposite signs. The value of Cd = 0.2 is similar to under-unity values assessed for

aerodynamic problems, reinforcing the assumption that the hydrodynamic force equation recommended

by FEMA [157] and ASCE [32] adopting a static drag coefficient is relatively adequate to evaluate the net

fluid force on a body in a quasi-steady flow [50, 407], but inadequate to estimate the hydrodynamic load

when the tsunami flow makes the transition from laminar to turbulent flow, usually at Reynold’s number

of the order of Re ≈ 105.

Figure 5.3 illustrates the potential time dependency influence when defining the tsunami design

loading. The semi-analytic formulation (adequate to determine peak values) is adopted to calculate

time-series for the force exerted on an elevated structure, using the hydrodynamic quantities measured

by the laboratorial instruments, USWGs and ADVs, and the Cd values previously quantified for peak

values of the unbroken-wave case. The curves are compared to recorded forces measured by LC5, for

the horizontal directions, and the sum of LC6 to LC9, for the vertical direction.
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Figure 5.3: Experimental calibration of drag coefficient: comparison of recorded and calculated forces
exerted on the structure, considering stationary Cd estimated to fit the peak of the wave in the horizontal
(left) and vertical (right) directions. Example considering the unbroken wave case.

As expected, the fitting between recorded and calculated curves displays a good agreement for

the first wave since the Cd was calibrated by regression to reproduce the peak of the first wave. For

the horizontal direction, the variations after the first wave may be acceptable to design lateral tsunami-

resistant systems. Conversely, a significant underestimation of the vertical force exerted on the bottom of

the structure occurs, partially neglecting its intensity over time. As depicted in Fig. 5.3, the hydrodynamic

effect in the vertical direction (at right) has an important expression over time, with the peaks of the

first four waves being greater than the maximum peak value in the horizontal direction (at left). The

optimistic characterization of the tsunami hydrodynamic effect in the vertical direction represents a strong

potential contribution to under-design structural resisting systems of elevated structures. Moreover,

Fig. 5.3 only represents the more predictable nonturbulent unbroken-wave case. A brief incursion on

the broken wave case, adopting Eq. 3.26, hydrodynamic quantities instrumentally recorded near the
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structure and Cd = 3.0, demonstrates less accentuated waves following the first bore. Adopting a

slightly conservative value of Cd potentially represents a procedure to avoid a dynamic characterization

of the tsunami hydrodynamic effects in the vertical direction, simplifying the structural design for such

cases.

5.2 Numerical data

The assessment of the hydrodynamic effects of the tsunami-like wave impacting the elevated

structure is performed considering three distinct numerical configurations:

• built-in numerical computation on Lagrangian NS system using the SPH framework introduced in

Section 3.2.1 and implemented in open-source DualSPHysics software[247];

• semi-analytic quantification using the computation of the tsunami-like hydrodynamic quantities by

Eulerian discretization scheme that considers the SW equations in a fixed reference system, solved

in FV-based scheme implemented using the C++ code introduced in Section 3.2.2 [19, 21]. Forces

and pressures exerted on the structure are calculated using equations 3.25 and 3.26;

• coupled Eulerian SW-FV and Lagrangian NS-SPH introduced in Section 3.2.3 to simulate the

tsunami propagation and inundation phases, respectively.

To mimic the stages of the experiment, the whole domain has been divided into three zones:

generation of the wave, followed by reflections and rarefactions, and ended with a slow energy decay.

Fig. 5.4 depicts the sub-domains and the numerical configurations used to perform the simulations,

including two different solvers (SPH and FV) and three different Dirichlet boundary conditions, which

are transmissive (TBC), for the FV, and moving (MBC) and open (OBC), for the SPH. The models using

a MBC resembling the physical displacement of the piston, “P”, or the models using TBC imposing

hydrodynamic quantities are flagged by a “Y”(es) or “N”(o) symbol. The following sections describe the

numerical assumptions used to assemble the configurations and the modeling conditions prescribed to

perform the numerical simulations.

5.2.1 NS-SPH model

The first modeling configuration adopted uses the Lagrangian SPH method to solve the Navier-

Stokes equations, as introduced in Chapter 3, 3.2.1. To reproduce the three-dimensional physical setup,

the flume and elevated structure were created in the open-source Blender [417] (see Fig. 5.5(a)), while

the remaining setup was pre-processed in DesignSPHysics [418]. The numerical model fluid motion is

prescribed by a moving boundary condition, at x = 0m, which mimics the horizontal displacement of the

piston. The time-histories of two different displacements of the wave-maker, resembling an unbroken

and a broken wave, are provided by an external data file. A two-dimensional model was derived from

the 3D original model by taking a longitudinal section cut along the center axis of the flume (y = 0).
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Figure 5.4: Numerical schemes: schematic summary of the numerical protocols, representing the
domains where the SPH and FV solvers are used and the Dirichlet boundary conditions implemented,
including transmissive (TBC) for the FV solver, moving (MBC) and open (OBC) for the SPH solver.

Simulations for both unbroken- and broken-wave cases were carried with the DualSPHysics v5.0

software running on a single graphics processing unit, GPU, CUDA driver version 11, 64 CUDA cores

per 30 multiprocessors, card NVIDIA GeForce RTX 2060, @2.6GHz, with 2GB of memory.

DualSPHYSICS v5.0 is compiled with CUDA library version 9.2. Table 5.1 lists the numerical conditions

used in the simulations. The fluid density, smoothing kernel, assumption of weakly compressible and

near irrotational flows are common parameters to all models. The temporal domain of the simulations

was set to tf = 100 s, with a time-step of ∆t = 0.05 s to guarantee an adequate approximation to

Courant–Friedrichs–Lewy coefficient, CFL = 0.20. Virtual sensors were implemented in the numerical

model at the corresponding locations of WG, USWG, LC, and PG instruments (see Fig. 5.1) to perform

the convergence study and the physical-numerical correlation for both unbroken (Fig. 5.5(b)) and

broken wave cases (Fig. 5.5(c)).

The convergence and calibration study was performed for values of initial inter-particle distance ∆p

varying from 0.10m to 0.02m in the 3D models and from 0.10m to 0.005m in the 2D models. The range

of ∆p is constrained by the computational capacities, i.e., by the RAM memory, GPU capacity, and data

storage of the desktop computer used to perform the simulations.

Table 5.1: Computational settings for the numerical simulations.

Assembly Attribute Values

Kernel function Wendland

Temporal discretization Sympletic algorithm

CFL coefficient 0.2

Spatial discretization Wendland kernel

Coefficient for artificial viscosity 0.01 (near irrotational flows)

Reference fluid density 1000 kg/m2

Time of simulation 100 s

As one of SPH’s drawbacks is the low rate of convergence, a convergence study on the 3D vs. 2D

modeling assumption, using different ∆p influencing the solutions of free surface elevation was
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(a) NS-SPH model: photograph of the physical setup (left) and numerical model of the empty flume with wave-facing view of the
elevated structure (right).
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(b) Simulation of the tsunami-like unbroken wave case (quasi-steady state): i) photograph of the
wave impacting the elevated structure and ii) sample numerical solution during the fluid-structure
interaction.

i)

ii)

Wave front

Flow direction

Wave
front

Flow
direction

Impact

Elevated
structure

(c) Simulation of the tsunami-like broken wave case (bore): i) photograph of the wave impacting
the elevated structure and ii) sample numerical solution during the fluid-structure interaction.

Figure 5.5: Physical and numerical NS-SPH models. Visualizations of the numerical model and results
are created using Blender.
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performed to verify that the models show convergence for smaller inter-particle initial distances and to

determine the admissible largest particle initial spacing that is capable of capturing the hydrodynamic

flow conditions while controlling computational costs.

The convergence of the numerical solutions is assessed using the Root-Mean-Square-Error (RMSE)

of the free-surface elevation measured at each considered location in the flume including sensors located

in the vicinity of the structure. The RMSE represents the quadratic mean of the variance between the

reference solution, E, and the parameterized numerical solutions, S, (Eq. 5.1),

RMSET =
2

√∑n
i=1(Si − Ei)2

n
with n such that tn = T (5.1)

where Si is the value of the numerical solution S at a given time-step i, Ei the corresponding value

of the reference solution, and n the number of time-steps for the interval of time considered in the

RMSET calculations. The reference solutions, E, are the simulation results obtained using an inter-

particle distance of ∆ = 0.005m for the 2D models and ∆p = 0.02m in the 3D models, respectively.

Variables considered include sensor locations (WG1, USWG2, USWG6), wave cases (unbroken and

broken), model dimensions (3D and 2D), discretization (∆p varied between 0.005m and 0.10m in the

2D models, and between 0.02m and 0.10m in the 3D models), and time of the analysis (t1wave, t2wave,

tfinal, which are time to first wave, second wave, and final, respectively.

From the analysis of RMSET varying the identified parameters are inferred the advisable ratios

between H and ∆p, H
∆p , which is a dimensionless number comparatively more useful in terms of

practical modeling application than ∆p. To aid on the determination of H
∆p ratio, two criteria were

assumed to establish the admissible error. The first is quantitative by considering a maximum error of

5%, which is a reasonable physical discrepancy and represents half the reference value for the

validation of tsunami inundation models [226, 419]. The second is qualitatively derived from the

correlation between visually inspected convergence and RMSE, econv. The results inferred from the

analyses of numerical convergence of ∆p and the H
∆p ratio are detailed in the following subsections.

Free-surface along the flume

Figure 5.6 and Figure 5.7 depict the results of the free-surface elevation at WG1, for the unbroken

and broken wave cases, respectively. In addition, the RMSET metrics are plotted as a function of ∆p

for the 3D and 2D models, where T is taken as t1wave, t2waves, and tfinal. From inspection of the graphs,

the e5% is evaluated as 1.6 cm and 7.5 cm for the unbroken and for the broken wave cases, respectively.

For both the unbroken and broken wave cases, the 3D and 2D solutions of the first wave, t1wave,

present minimal variations, tending to a numerical convergence at ∆p ≤ 5 cm, where it can be seen

that the maximum RMSE is inferior to 5mm in the t1wave analysis. Moreover, the 3D and 2D numerical

solutions derived from the same ∆p present equivalent time-spatial gradients of free surface quantities,

which indicate that neglecting the third dimension does leads to negligible errors on flows running on

symmetrical configurations. However, such hypothesis is jeopardise after the interactions of the first

wave with the elevated structure, where the influence of ∆p and the dimensional aspect of the model
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(a) Convergence of 3D solutions (left) and 2D solutions (right) assessed for a simulation time corresponding to the first and second
waves (t2waves = 60 s).
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(b) RMSE of 3D solutions (left) and 2D solutions (right) calculated for simulation times corresponding to the first wave (t1wave = 35 s),
first and second waves (t2waves = 60 s) and final (tfinal = 100 s).
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Figure 5.6: Physical and numerical NS-SPH models. Evaluation of free-surface elevation along the
flume due to unbroken wave (WG1 sensor): (a) convergence, and (b) RMSE. Left and right subfigures
show 3D and 2D results, respectively.
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(b) RMSE of 3D solutions (left) and 2D solutions (right) calculated for simulation times corresponding to the first wave
(t1wave = 35 s), first and second waves (t2waves = 60 s) and final (tfinal = 100 s).
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Figure 5.7: Physical and numerical NS-SPH models. Evaluation of free-surface elevation along the
flume due to broken wave (WG1 sensor): (a) convergence, and (b) RMSE. Left and right subfigures
show 3D and 2D results, respectively.
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become more evident.

For the unbroken wave case, the convergence of 3D and 2D solutions is observed graphically at ∆p

between 8 cm and 4 cm (Figs. 5.6(a) and 5.7(a)), respectively. Complementary econv, relating ∆p and

the error counterpart, and e5% representing an error threshold value, at the same ∆p shows that econv

is below e5% in the 3D solutions with ∆p < 6 cm and 2D solutions considering exclusively RMSE1wave.

Considering the maximum free-surface elevation of the unbroken wave case, ηmax = 0.32m, the H
∆p

ratio is about 7 and 8 respectively for 3D and 2D models, which is less than the 10 particles per height

indicated in the literature [260, 331, 387, 420], but a reasonable quantification due to the relatively low

complexity of the models.

For the broken wave case, where the maximum free-surface elevation of the wave is ηmax = 1.50m,

and assuming the convergence at the same ∆p = 5cm for the 3D model and ∆p = 4cm for the 2D

model, the ratio H
∆p increases to 30 and 38, respectively, which corresponds to an increase of about 4.5

times in the number of particles when simulating broken wave versus unbroken wave cases.

Free-surface near the elevated structure

Figures 5.8 to 5.11 depict the simulation time-series results and RMSET of the free-surface

elevation results assessed near the elevated structure for the 3D and 2D simulations of the unbroken

and broken wave cases. Results are reported for the USWG2 and USWG6, multiple values of ∆p, and

time intervals t1wave, t2waves, and tfinal. For the USWG2 location, the e5% of waves impacting the

structure is evaluated as 3.5 cm and 8.5 cm for the unbroken and broken wave cases, respectively, while

for the USWG6 location the value of e5% = 1.6 cm and e5% = 2.5 cm.

Near the structure, due to highly non-linear phenomena occurring during a tsunami-like wave

impacting an elevated structure, the RMSE quantities for intervals t1wave, t2waves and tfinal, are

significantly closer than what was observed for the solutions along the flume. For the unbroken wave

cases, the econv values are similar to results for the WG1 location, but the e5% analyses show a

comparatively quicker degradation of the quality of the solutions, especially in the 2D models (see

Figs. 5.8(b) and 5.10(b)). For the broken wave cases, parts of the domain are characterized by higher

gradients, where 3D modeling assumptions lead to smaller errors and increased convergence (see

Figs. 5.9(b) and 5.11(b)).

The fluid structure interaction impacts the maximum values of ∆p that can be used. For the 3D

simulations of the unbroken wave cases at USWG2, the ∆p = 5 cm discretization is sufficient to ensure

the convergence of the solutions while keeping econv below e5%, leading to a ratio of H
∆p = 14. For the 2D

simulations, the previous ∆p = 4 cm for wave propagation at WG1 is insufficient when analysing the fluid

interaction with the elevated structure, leading to a ∆p = 3 cm and a corresponding ratio H
∆p = 23. For the

free surface elevation due to broken wave that over-tops the elevated structure, the solutions converge

but present some numerical diffusion for the 2D solutions, also translated in the error quantification. A

∆p = 4 cm for both the 3D and 2D is considered admissible due to the significantly higher wave height,

leading to H
∆p = 43.

The numerical solutions of the free surface elevation at USWG6 show important spurious oscillations
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(a) Convergence of 3D solutions (left) and 2D solutions (right) assessed for a simulation time corresponding to the first and second
waves (t2waves = 60 s).
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(b) RMSE of 3D solutions (left) and 2D solutions (right) calculated for simulation times corresponding to the first wave (t1wave = 35 s),
first and second waves (t2waves = 60 s) and final (tfinal = 100 s).
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Figure 5.8: Physical and numerical NS-SPH models. Evaluation of free-surface elevation near the front
of the elevated structure due to unbroken wave (USWG2 sensor): (a) convergence, and (b) RMSE. Left
and right subfigures show 3D and 2D results, respectively.

103



0
0.2
0.4
0.6
0.8

1.2
1.4
1.6
1.8

0 20 60 80

0.
8

1.
6

40371.0

η
3D

so
lu

tio
ns

[m
]

40

Time [s]

0
0.2
0.4
0.6
0.8
1.0

1.2
1.4
1.6
1.8

0 20 40 60 80

0.
8

1.
6

37 40

η
2D

so
lu

tio
ns

[m
]

Time [s]
(a) Convergence of 3D solutions (left) and 2D solutions (right) assessed for a simulation time corresponding to the first and second
waves (t2waves = 60 s).

0e+00

2e-02

4e-02

6e-02

8e-02

1.0e-01

1.2e-01

1.4e-01

1.6e-01

R
M

S
E

3D
so

lu
tio

ns
[m

]

3 4 5 6 7 8 9 10
∆p [cm]

2e-02
4e-02
6e-02
8e-02

1.0e-01
1.2e-01
1.4e-01
1.6e-01
1.8e-01

0 1 2 3 4 5 6 8 9 107
∆p [cm]

0e+00

R
M

S
E

2D
so

lu
tio

ns
[m

]

(b) RMSE of 3D solutions (left) and 2D solutions (right) calculated for simulation times corresponding to the first wave (t1wave = 35 s),
first and second waves (t2waves = 60 s) and final (tfinal = 100 s).
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Figure 5.9: Physical and numerical NS-SPH models. Evaluation of free-surface elevation near the front
of the elevated structure due to broken wave (USWG2 sensor): (a) convergence, and (b) RMSE. Left
and right subfigures show 3D and 2D results, respectively.
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(b) RMSE of 3D solutions (left) and 2D solutions (right) calculated for simulation times corresponding to the first wave (t1wave = 35 s),
first and second waves (t2waves = 60 s) and final (tfinal = 100 s).
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Figure 5.10: Physical and numerical NS-SPH models. Evaluation of free-surface elevation in the back
of the elevated structure due to unbroken wave (USWG6 sensor): (a) convergence, and (b) RMSE. Left
and right subfigures show 3D and 2D results, respectively.
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(b) RMSE of 3D solutions (left) and 2D solutions (right) calculated for simulation times corresponding to the first wave (t1wave = 35 s),
first and second waves (t2waves = 60 s) and final (tfinal = 100 s).
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Figure 5.11: Physical and numerical NS-SPH models. Evaluation of free-surface elevation in the back of
the elevated structure due to broken wave (USWG6 sensor): (a) convergence, and (b) RMSE. Left and
right subfigures show 3D and 2D results, respectively.
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for the 2D simulations, constraining a detailed view of the peak of the first wave (Figs. 5.10(a) and

5.11(a)). For the unbroken wave case, despite the RMSE 2D curves tending to horizontal after ∆p =

4 cm (Fig. 5.10(b)), the ∆p = 1 cm discretization is the one close to the reference solution in Fig. 5.10(a),

which leads to H
∆p ≈ 30. The 3D solutions obtained from simulations carried out using ∆ = 5 cm show

a higher peak of the first wave and have RMSE estimates close to e5%, but a clearer convergence of

the solutions indicate H
∆p < 10. For the broken wave case, ∆p = 4 cm and ∆p = 2 cm discretization of

the 3D and 2D modeling respectively lead to 13 and 25 as minimum values for the H
∆p ratio. The 3D

simulations convergence seems more reliable, providing numerical solutions with econv below e5%. The

RMSE estimates of the 2D solutions (Fig. 5.10(b)) show an inexplicable variability in the curves that is

probably induced by the aforementioned oscillations of the numerical solution shown in 2D solutions of

Fig. 5.10(a).

Computational costs

Figure 5.12 shows the influence of ∆p discretization in terms of number of particles, run-time, and

data storage requirements for the simulations performed in this study. In addition, the bottom right figure

shows the log-linear trend between the number of particles in the model and the run-time. While it

was shown that clearly the 3D simulations were able to achieve improved accuracy, these are obtained

at greatly increased computational costs. For example, in this study, the 2D modeling corresponds to

a reduction of 100 times in the number of particles, being on the order of thousands in 2D models

and millions in 3D models, representing exponential savings in the time to perform the simulations and

amount of data storage needed. In the following section, a physical-numerical correlation is performed

with 3D and 2D solutions illustrating the different dichotomy accuracy-demand when adopting the same

∆p = 3 cm in 3D and 2D modeling.

Modeling and calibration remarks

Qualitatively, the numerical convergence was globally verified while quality of the numerical solutions

is improved by smaller domain discretization. To model the propagation of tsunami-like waves along

a simple bathymetry and assess the peak of the first wave even near the structure, 2D models were

deemed sufficient to produce converged solutions, whereas to model tsunami-like flows impacting an

elevated structure, the 2D models provide important preliminary information but the 3D models provide

complementary detailed information.

Quantitatively (see Table 5.2), the solutions tended to converge approximately at ∆p = 3 cm,

influencing the minimum values required for H
∆p and the computational demand for the different cases.

For the 3D and 2D models with ∆p = 3 cm, the numbers of particles were about 11.3 million versus

82.5 thousand, respectively, with the corresponding simulation time equal to 150hours versus

1.5hours, and data for storage requirements equal to 500GB versus less than 4GB, for each

simulation. In terms error metrics, the 3D solutions represent an improvement with respect to the 2D

ones in the free-surface elevation after the structure as well as the vertical forces when considering
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Figure 5.12: Physical and numerical NS-SPH models. Trade-offs between modeling discretization and
computational effort.
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Table 5.2: Numerical convergence. Unit: meter.

VG Case η e5% Model ∆p H
∆p

econv

t1wave t2waves ttotal

WG1
unbr 0.32 1.6E-02

2D 0.04 8 4.0E-03 3.2E-02 3.5E-02
3D 0.05 7 2.5E-03 7.5E-03 1.5E-02

br 1.60 7.5E-02
2D 0.04 38 4.5E-03 1.6E-02 2.8E-02
3D 0.05 30 4.5E-03 6.0E-03 1.2E-02

USWG2
unbr 0.70 3.5E-02

2D 0.03 24 5.5E-02 6.2E-02 6.3E-02
3D 0.05 14 1.4E-02 1.5E-02 1.6E-02

br 1.70 8.5E-02
2D 0.04 43 8.0E-02 9.0E-02 9.7E-02
3D 0.04 43 4.1E-02 5.0E-02 5.8E-02

USWG6
unbr 0.30 1.6E-02

2D 0.01 30 1.3E-02 1.4E-02 2.2E-02
3D 0.05 6 1.3E-02 1.5E-02 6.1E-02

br 0.5 2.5E-02
2D 0.02 25 7.0E-02 7.4E-02 7.6E-02
3D 0.04 13 2.0E-02 2.7E-02 2.8E-02

t = 100 s. For the unbroken wave case, trade-offs between accuracy gains and computational costs

indicate that for 2D models with H
∆p ≈ 10 particles are of interest, which is similar to the values

proposed in the literature for wave propagation [260, 331, 387, 420]. For the broken wave case, the

simulations using different ∆p clearly indicated that the use of 2D models with H
∆p in the range of 30 to

40 particles and 3D models would represent a reasonably improved solutions. These H
∆p values are in

line with the values in the literature that report H
∆p equal to 36 to 40 for waves impacting a vertical wall

[337], 42 when reproducing sea waves interacting with a pier [47], a value of at least 60 when modeling

complex hydraulic phenomena of wave over-topping a rouble-mound breakwater [421].

Moreover, for simulations performed by relatively affordable computers, the total time-to-solution,

and the computational efforts, in terms of allocated memory and data storage are contributing factors to

perform a cost-benefit analysis to determine which ∆p discretization is particularly suited for an

application. For the benchmarking process, the 3D effects, although more representative near the

elevated structure and mostly in the broken wave case, were considered negligible due to the

symmetric nature of the setup. The 2D models computed with ∆p = 0.03m, which represents a

H/∆p = 23, for the unbroken wave case, and H/∆p = 43, for the broken wave case, was deemed

sufficient to yield converged solutions and results with a reasonable discrepancy between peak values.

5.2.2 SW-FV model

The second modeling configuration adopted uses the Eulerian FV method to solve the non-linear

SW equations, as introduced in Chapter 3, 3.2.2. The set of simulations was carried out on a laptop

with an AMD Ryzen5 2500U @1.8gHz CPU using around 27000 cells. The code to solve the SW

equations uses a second-order approximation in space, with well-balanced fluxes, and the second-

order Heun scheme in time [19, 21]. A parametric study on the refinement of the structured mesh was

performed using different cell sizes. For the benchmark simulations, ∆x = 0.12m and ∆y = 0.15m,

in x−direction and y−direction, respectively. An additional parametric study considering the limiting
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techniques was performed showing overlying curves, with minor differences between them when varying

the MUSCL, minmod and van Leer, and MOOD techniques. The latter was selected to compute the

numerical solutions for the benchmarking process. The simulation time is tf = 150 s with time-steps

around ∆t = 0.01 s controlled by a CFL = 0.45 to guarantee the numerical stability. Due to the inherent

limitation of the present FV discretization to deal with variable domains in time, the initial condition is

prescribed by a TBC, at x = 2m, using hydrodynamic quantities computed by SPH.

5.2.3 Coupled model

The third modeling configuration adopted aims to provide an efficient, yet simple and low-cost,

alternative configuration to perform the simulation. Considering the simplified, but fast nature of SW-FV

and the sophisticated, but computationally demanding, nature of NS-SPH, this configuration uses the

inherent characteristics and boundary conditions of each scheme to perform the simulation, as

introduced in Chapter 3, 3.2.3. To avoid the piston-type wave generation, the left-most Eulerian SW-FV

part of the simulation is initiated by a TBC prescribed using time-histories captured in the Lagrangian

NS-SPH simulation, at x = 2m. The simulation of the area where the structure is implemented is

performed by the Lagrangian NS-SPH, initiated by an OBC prescribed using time-histories captured in

the Eulerian SW-FV simulation, at x = 36m.

An additional verification regarding the source feeding the Dirichlet boundary condition was carried

out to assess the influence of introducing BC, as referred in Section 4.2.2. Different time-histories of

flow height and velocity were adopted to prescribe an OBC at x = 13m. The first used the NS-SPH

numerical solution, aiming to assess the influence of introducing a OBC by comparing a fully and two-

partial SPH solutions, while the second and third respectively used instrumentally-recorded data from

WG1 and ADV1, and the hydrodynamic quantities of the SW-FV solutions. The latter two aimed to

assess the influence of the data used to prescribe the initial conditions on the quality of the numerical

solutions. The analysis was developed using solutions of free surface elevation in the flume, WG2, near

the structure, USWG1, and after the structure, USWG5. The correlation between the various solutions

is detailed in Appendix B, showing that, as expected, the physical hydrodynamic quantities used to

establish the boundary conditions and the number of interpolations in the form of Dirichlet BC influence

the quality of the solution.

5.3 Physical-numerical correlation study

The mean value and standard deviation of the physical data recorded in the experimental campaign

are used to draw correlations between the numerical simulation results and their experimental

counterparts.

Considering the large amount of data involved, only one record of each type of measure, including

USGW6 and ADV7, for water elevation and flow velocity, respectively. In addition, the stream-wise

force was measured by load cell LC5, while the total vertical forces were measured as the sum of
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forces measured by LC6 to LC9 sensors and these are used for correlation of the numerically obtained

horizontal and vertical forces with the experimental results. Horizontal and vertical pressures are also

compared for PG4 and PG11 sensors and corresponding locations, respectively.

Results are shown for the unbroken and broken wave cases including a comparison of water

elevation, flow velocity, horizontal and vertical forces and pressures exerted on the elevated structure,

where the colourful curves represent the numerical solutions and the black lines represent the mean

laboratorial data complemented by standard deviation of the the physical data derived from the trials

that composed the experimental campaign, represented in shaded grey and identified as “Error”. The

vertical forces and pressures, in both unbroken and broken wave cases, are exclusively characterized

by Lagrangian NS-SPH scheme (i.e. first and third numerical configurations) due to the depth-averaged

nature of the SW-FV scheme, which limits the assessment of the hydrodynamic quantities to supply the

analytical formulation as suggested by the North American ASCE code.

5.3.1 Hydrodynamic quantities

Figure 5.13 depicts the experimental data and data from the numerical solutions for the free-surface

elevation and flow velocity after the structure for the unbroken and broken wave cases.

From a qualitative perspective, the time series of the numerical solutions fit the mean value and

standard deviation of the physical data curves in most representations of Fig. 5.13. As expected,

among the experimental-numerical data correlation the NS-SPH approach is associated with the

numerical solutions with better accuracy, while the SW-FV approach provides the smoother solutions

and shows the inherent limitations to reproduce some phenomena, such as the characterization of

vertical geometries, i.e., the elevated structure is interpreted as a full obstacle to the flow whereas

NS-SPH can mimic the partial obstacle of an elevated structure. The coupled Eulerian-Lagrangian

modeling configuration provides numerical solutions with intermediate quality. The SW-FV scheme in

the first part of the modeling configuration influences the overall quality of the solutions, capturing well

the first peak, but not as well secondary peaks, mainly for the broken-wave case which involves highly

non-linear phenomena. Nonetheless, from an overall appreciation of the modeling assumptions, the 2D

modeling configurations with the numerical parameters calibrated in Sections 5.2.1 to 5.2.3

demonstrate their ability to generically reproduce the hydrodynamic quantities involved in the

experimental setup.

From a quantitative perspective, a most conservative criterion is adopted to evaluate the fitting of

the curves, considering exclusively the comparison between mean values of the recorded laboratorial

data and the corresponding numerical solution for the total simulation time. The percentage of fitting

discrepancy of the different experiment to numerical result correlations is set to the average percentage

of the comparison between 300 points (time-steps of 0.5 s) and is calculated using the root mean square

error approach. Table 5.3 lists the average fitting disagreement of the numerical solutions regarding

the hydrodynamic quantities. In the absence of other numerical validation criteria, the adequacy of the

models is based on the reference value for the validation of tsunami inundation models, which require
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(a) Free surface elevation after the elevated structure, USWG6, for unbroken (left) and broken wave (right) cases.
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(b) Flow velocity after the elevated structure, ADV7, for unbroken (left) and broken wave (right) cases.
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Figure 5.13: Physical benchmarking. Correlation between the mean ± standard deviation (error)
laboratorial data and the numerical solution obtained using the Lagrangian NS-SPH, Eulerian SW-FV
and coupled Eulerian–Lagrangian modeling configurations.
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Table 5.3: Physical benchmarking. Average disagreement between recorded physical quantities and
numerical solutions of hydrodynamic quantities.

Simulation NS-SPH SW-FV Coupled

Sensor Case Fitting disagreement [%]

USWG6
unbr 2.50 4.62 3.57
br 2.04 4.75 3.94

ADV7
unbr 7.73 10.48 9.27
br 8.99 10.93 9.98

deviations below 10% [226, 422], which is verified in both wave cases.

5.3.2 Fluid-structure interaction

Figures 5.14 and 5.15 depict the experimental data and data from the numerical solutions for forces

and pressures exerted on the elevated structure in both horizontal and vertical directions for the

unbroken and broken wave cases.

From a qualitative perspective, the NS-SPH is capable of providing the better characterization of

forces and pressures, while the SW-FV approach provides the smoother solutions and it is not yielding

results for the assessment of vertical force/pressure. Capturing the vertical force induced by the broken

wave proved the most challenging task, involving bore-like hydraulic phenomena and non-free surface,

where a multi-phase air–water algorithm could possibly represent the difference in the accuracy of the

solutions. From an overall appreciation of the modeling assumptions, the 2D modeling configurations

with the numerical parameters calibrated in Sections 5.2.1 to 5.2.3 demonstrate their ability to reproduce

horizontal forces and pressures exerted on the elevated structure. In the vertical direction, the coupled

scheme reasonably predicts vertical force and pressure induced by an unbroken wave, but the inherent

nature of SW feeding the OBC is deemed insufficient for the characterization of these quantities in the

broken wave case.

The quantitative appreciation, resumed in Table 5.4 reiterates the qualitative observations. The fitting

between recorded and numerical data regarding vertical force LC69 exceeds the percentage considered

admissible. The the vertical pressure in PG11 for the unbroken wave case is close to the admissible

upper limit while presenting a good fitting percentage for the broken wave case due to the shape of the

curve, null until an accentuated peak around 40 s followed by an almost null value for the remain time of

simulation.

Nonetheless, the average fitting estimates tend to normalize the error in time and, possibly, in spatial

distribution. Thus, a complementary correlation including 3D models were performed to evaluate in more

detail the characterization of pressures exerted on the elevated structure, in both horizontal and vertical

directions. For the unbroken wave case, the 3D model consists of more than 11.3 million particles,

whereas the 2D model consists of approximately 82.5 thousand particles. For the broken wave case,

the 3D model has a total close to 9.7 million particles, and the 2D model has around 69 thousand

particles. The numerical results of maximum pressures in the horizontal and vertical directions are
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(a) Horizontal force exerted on the elevated structure, LC5, for unbroken (left) and broken wave (right) cases.
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(b) Vertical force exerted on the elevated structure, LC69, for unbroken (left) and broken wave (right) cases.

CoupledSW-FVNS-SPHKEY: Recorded

Figure 5.14: Physical benchmarking. Correlation between the mean ± standard deviation (error)
laboratorial data and the numerical solution obtained using the Lagrangian NS-SPH, Eulerian SW-FV
and coupled Eulerian–Lagrangian modeling configurations.

Table 5.4: Physical benchmarking. Average disagreement between recorded physical quantities and
numerical solutions of forces and pressures exerted on the elevated structure.

Simulation NS-SPH SW-FV Coupled

Sensor Case Fitting disagreement [%]

LC5
unbr 1.87 3.20 1.80
br 1.50 1.68 0.72

LC6-9
unbr 4.25 - 10.54
br 9.02 - 23.27

PG4
unbr 2.88 4.01 3.65
br 0.98 0.73 1.22

PG11
unbr 3.65 - 9.69
br 1.88 - 2.08
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(a) Horizontal pressure exerted on the elevated structure, PG4, for unbroken (left) and broken wave (right) cases.
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(b) Vertical force exerted on the elevated structure, LC69, for unbroken (left) and broken wave (right) cases.
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Figure 5.15: Physical benchmarking. Correlation between the mean ± standard deviation (error)
laboratorial data and the numerical solution obtained using the Lagrangian NS-SPH, Eulerian SW-FV
and coupled Eulerian–Lagrangian modeling configurations.
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compared with analytical expressions proposed by [168] for the maximum pressures obtained in the

experimental program.

The analytical expressions are based on a multiple linear regression with interaction effects. The

analytical expressions for the horizontal and vertical directions are given in Eqs. 5.2 and 5.3,

respectively:

p(y, z)

ρghw
= β0,h + β1

y

b, h
+ β2,h

z

h
+ β3,h

yz

bh
(5.2)

where hw is the mean free-surface elevation, y and b are the horizontal local axis along the specimen in

the transverse and perpendicular direction of the flow, and z along the vertical direction; h is the height

of the specimen. The multiple linear regression coefficients of the surface to maximum pressure data

are β0,h = 0.739, β1,h = −0.003, β2,h = −1.347 and β3,h = −0.014, for the unbroken wave case, and

β0,h = 0.779, β1,h = −0.046, β2,h = −0.217 and β3,h = −0.003, for the broken wave case. The values of

hw values are 0.55m and 1.30m respectively for the unbroken and broken wave cases.

p(y, x)

ρghw
= β0,v + β1,v

y

b
+ β2,v

x

w
+ β3,v

yx

bw
(5.3)

where the multiple linear regression coefficients assume values of β0,v = 0.624, β1,v = −0.069, β2,v =

−0.083 and β3,v = −0.123, for the unbroken wave case, and β0,v = 1.528, β1,v = −0.168, β2,v = −1.072

and β3,v = 0.447, for the broken wave case. The values of hw values are 0.48m and 0.95m respectively

for the unbroken and broken wave cases. Note that there are slight variations in some of the parameters

when compared to the model in [168] since slight errors were identified by the second author following

the publication of [168].

Fig. 5.16 depicts the correlation between the maximum pressure obtained numerically for the model

with ∆p = 3 cm, calculated for points located at a distance of 0.01m apart, where pressure gauges

were located in the experimental setup. The correlation between analytical and numerical results show

good agreement for pressures on both the horizontal and vertical directions at the middle portions of

the front and soffit of the specimen, respectively; while the sightly asymmetrical distribution of pressures

seen in the analytical expressions is also captured numerically. However, the SPH solutions near the

edges of the of the front and bottom faces are notable, particularly near the edges of the front face of

the structure that is first impacted by the bore,due to small nonphysical gap between the fluid and solid

boundaries, affecting the accuracy of pressures measured on the boundary. Recent functionalities, such

as modified dynamic boundary conditions, help to remove the pressure noise at the boundary and allow

calculating pressures without the spikes, yet it would imply additional computational costs. Depending on

the number and distribution of particles in the interface between solid and fluid, the execution time may

increase up to 25% due to extra interpolation carried on the ghost nodes projected from the boundary

particles into the fluid domain [329], which would fail to address the goal of SPH modeling optimization

for simulations performed by relatively affordable computers.

There can be various reasons for notable differences observed in analytical and numerical solutions

shown in Fig. 5.16. On the one hand, the analytical expressions were derived using pressure gauges
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(a) Instrumental configuration of the pressure gauges on the frontal (left) and bottom (right) surfaces of the specimen.
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(b) Distribution of the maximum horizontal (left) and vertical (right) pressures exerted on the frontal surface of the elevated structure, for
unbroken case.

-0.6

0.2
0.4

0.6

X-axis [m]

0
0.1

0.2
0.3

0.4
0.5

0.6

Y-axis [m]

0
10
20
30
40
50
60

H
or

iz
on

ta
lp

re
ss

ur
e

[k
P

a]

-0.2 -0.4

0
0.2

0.4
0.6

0.8
1

X-axis [m]

0
5

10
15
20
25
30
35
40

-0.6

0.2
0.4

0.6

Y-axis [m]

Ve
rt

ic
al

pr
es

su
re

[k
P

a]

-0.2
-0.4

(c) Distribution of the vertical pressure exerted on the soffit of the elevated structure, for unbroken (left) and broken wave (right)
cases.

CoupledSW-FVNS-SPHKEY: Recorded

Figure 5.16: Physical benchmarking. Correlation between the analytical and the numerical solution
obtained using the Lagrangian NS-SPH model.
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installed during the experiments, which did not include any sensors near edges or corners, except a

central one at the near the bottom edge of the front face (see Fig. 5.16(a)), which means that the

multi-linear regression does not model experimental values at those locations. On the other hand, the

numerical solutions of the maximum pressures show significant spikes, particularly near corners and

edges of the front and bottom face. These spikes are related to the need in the SPH method in

definition of an artificial viscosity to treat these spurious pressure fluctuations [245, 423]. However the

lack of experimental data limits the validation that can be performed and indicates that future

experimental programs should include a denser array of pressure gauges to capture better the actual

physical pressure measurements near corners and edges of the front and bottom face of the structure.

Lastly, another possible reason for the discrepancy between analytical and numerical solutions is

related to the adequacy of H
∆p ratio recommended based on the convergence study performed in

Section 5.2.1.

The horizontal and vertical pressure distribution in three different slices of the specimen (0.3m apart

in the y-direction as depicted in Fig. 5.16(a)) show the asymmetry of pressure distributions observed

in the experimental data and analytical model. In the horizontal direction, the numerical solutions at

y = 0m and y ± 0.3m are relatively in agreement with the indicative analytical solution, showing that

the H
∆p ratio recommended based on the convergence study of the free-surface elevation is adequate

to also characterize horizontal pressure quantities, whereas in the vertical direction, the selected H
∆p is

leading to larger differences between the numerical and analytical models.

This correlation of the numerical solutions with the experimental and analytical solutions is

representative of the inherent limitations of weakly-compressive SPH method and its application in this

study. The first limitation of the work is related to the limitations of the SPH method in treating contact

discontinuities. However, even though some smoothing algorithms exist which limit could limit the

spikiness of the pressure simulation results shown, limited data exists to validate wave induced

pressures, especially closest to the edges and corners of the elevated structure. The second limitation

of the work performed is related to the modeling of the water only and not the multi-phase air-water

interface and flow modeling, which may also contribute to the discrepancies shown, especially in the

vertical direction [258, 323]. Multi-phase (air-water) modeling requires a multi-phase air–water

algorithm handling the discontinuity of some physical proprieties (such as density, sound speed, etc.).

Such a multi-phase algorithm for treatment of the air-water interface was recently implemented in

DualSPHysics; however, the modeling complexity and costs grow exponentially and such modeling

options will be evaluated in the future but resorting to large supercomputers and data storage

capabilities.

Overall, it is worth noting that even with the discrepancies observed in peak pressures and despite

the lack of further refinements in the discretization and multi-phase modeling of the non-free surface of

the fluid impacting the bottom of the elevated structure, the characterization of the peak forces showed

good agreement with the experimental data for the tsunami-like wave loading studied herein, especially

since the first wave impact controlled the force responses.
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5.4 Remarks

The experimental-numerical data correlation demonstrated that NS-SPH approach is associated with

the numerical solutions with better accuracy, while the SW-FV approach provides the smoother solutions

and shows the inherent limitations to reproduce some phenomena, such as the characterization of

vertical velocities (due to the SW simplification), not yielding results for the assessment of force/pressure

in the vertical direction. The coupled Eulerian-Lagrangian modeling configuration provides numerical

solutions with intermediate quality. The SW-FV scheme in the first part of the modeling configuration

influences the overall quality of the solutions, capturing well the peak, but not as well secondary peaks.

The interpretation of the results are based on the intrinsic characteristics of the governing equations

and numerical schemes. Due to the nature of the governing equations, the SW equations are an

averaging approach of the NS equations with respect to the vertical coordinate, neglecting the viscosity

effects. It is also worth mentioning that the SW finite volume code used here suffers from the limitation

of disregarding the breaking wave in shallow water domain. Such a wave behavior frequently occurring

when approaching the shoreline could have a great importance in assessing the impact of long-wave

phenomena (i.e, storm and tsunami) on coastal structures [248]. Moreover, the hyperbolic SW system

presents some shock waves corresponding to breaking waves that are hardly reproduced by the model.

For gravitational waves meeting the SW assumption, such a dissipation is quite low and the

non-dissipative SW-FV system is eligible. On the other hand, turbulent flows require a large amount of

viscous dissipation that cannot be directly produced using SW equations unless additional dissipation

terms are introduced in the SW-FV tool, as the one used in the present benchmarking process, making

possible the correct assessment of the flow behavior. On the contrary, the NS-SPH approach considers

an empirical artificial viscosity term in its formulation, enabling the reproduction of the hydrodynamic

effects, but the scheme tends to produce extra numerical diffusion that may be translated in a discrete

overestimation of the physical viscosity.

The numerical treatment of the elevated structure is constrained by the nature of Eulerian and

Lagrangian methods. In the experimental three-dimensional (3D) setup, the structure is a partial

occlusive obstacle corresponding to an elevated specimen, which allows water to flow under and

around it, but in which, due to symmetry, the lateral flow has a negligible effect. In the 2D numerical

models, the fluid is prevented from flowing around the structure, leading to slight over predictions of the

quantities of interest, when compared to the range of the experimentally recorded data. The FV

method, considering the structure as a z-elevation of a solid, assumes the structure to be a full obstacle

with no space for the fluid to flow underneath, increasing the dam effect. Less mass flow crossing the

obstacle leads to an increase of reflected and retained fluid, respectively before and after the structure.

The velocity profile is thus slightly reduced but with sharper shocks, higher amplitude and shorter

duration. These observations are in accordance with the well-known feature of FV to treat simple

free-surfaces with no breaking waves. On the contrary, the NS-SPH scheme models the space

between the elevated structure and the flume based and walls into account, enabling the fluid to flow

out numerically. This demonstrates the capacity of the NS-SPH model to reproduce the full geometry of
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the structure, reinforcing the acknowledgment of its adequacy to treat more complex free-surfaces and

interaction with solids.

The solutions are also affected by the complexity of the modeling configuration, measured in terms of

prescribed boundary conditions. Despite the complementary function of Lagrangian scheme to initiate

characteristically fixed-domain in Eulerian simulation, each transition from one model to another adds

some deviations and an accumulation of numerical approximations, reducing the overall accuracy of

the solution. The velocity in the vertical direction is exclusively quantified by the Lagrangian approach,

i.e. the time series used to prescribe Dirichlet boundary condition in the different domains account

exclusively for the free surface position and horizontal velocity.

Besides the intrinsic constrains posed by the nature of the numerical schemes influencing the

quality of the final solutions, the characterization of force and pressure is also influenced by the

numerical approach adopted to quantify them, built-in computation using NS-SPH scheme or analytic

formulation using the hydrodynamic quantities computed by Eulerian SW-FV scheme. The latter

Eulerian SW-FV approach introduces additional approximations in the quantification of force and

pressure quantities due to (1) the semi-empirical nature of the hydrodynamic equation with the Cd

value calibrated to match the peak value of the first wave, neglecting the time-dependency of Cd at

leads to an under-estimation of the quantities after the first wave and (2) the position of the virtual

gauges where the hydrodynamic quantities are measure is relocated for the cell that immediately

precedes the one on which the fluid impacts the solid, to avoid the limitation of Eulerian SW-FV scheme

to deal with fluids interacting with solids. Depending on the mesh discretization, such procedure can

represent a difference of some centimeters with respect to the position occupied by the instruments in

the experimental setup, representing additional uncertainty in the quantification of forces/pressures

exerted on the structure.

Despite the enhanced performance of NS-SPH approach, the calibration and convergence of

solutions depend on modeling assumptions and are sensitive to user-defined parameters [245].

Moreover, computational costs and low convergence rates still constitute drawbacks of the SPH

method when compared to less demanding mesh-based methods [48, 245, 246]. A trade-offs between

the quality of the solutions and the computational costs is useful to assume modeling approaches to

explore the NS-SPH potential to solve complex hydraulic phenomena and fluid-structure interactions,

as long as keeping in mind that H
∆p relations are a function of the flow regime and complexity of the

hydraulic phenomena being simulated. Depending on the importance of the infrastructure, additional

multi-phase air-water interface and modified dynamic boundary conditions can potentially increase the

accuracy of the pressure numerical solutions yet compromising computational costs.

Finally, numerical results can complement the results obtained from experimental studies. This work

highlights that additional instruments should be placed at strategic locations in future experimental

programs to further validate local numerical responses, such as pressures near the edges and corners

of structures. Details of pressure distributions are especially important if numerical models are to be

used in the validation of analytical expressions and methods to be used in future guidelines for tsunami

design of overland built infrastructure, such as buildings, bridges, and ports, that may be subjected to
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tsunami loading.
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Chapter 6

Test-Case

Chapter 6 is assembled to investigate the successive structural behaviour of an open-type wharf

due to cascading seismic and tsunami actions. The conceptual methodology introduced in Chapter 2

was adapted to investigate the successive response of the Sines container terminal(s) subjected to

a cascading 1755-alike earthquake and tsunami event. The multi-hazard was characterized via two

alternative basic and enhanced numerical approaches, considering current and future configurations

due to expansion plans of the port of Sines container terminal(s).

Chapter 6 is based on Reis et al. 2019, 2021, 2022a,b,c [21, 48, 63, 127, 272].

6.1 Description

Seaports play an essential role in the policies of sustainable mobility as critical links allowing the

transfer of goods and passengers, helping to increase the functionality and efficiency of the general

system of transportation. Furthermore, seaports represent priority entry points into an area affected

by an earthquake, playing a crucial lifeline role in rescue operations. However, ports represent a multi-

component system in which each element has its structural response to dynamic actions. A potential

disruption of one element may trigger a domino effect compromising the performance of the entire

system. Therefore, the critical nature of such infrastructures represents demanding structural design to

fulfill elevated safety and operational performance requirements.

The Sines −28mZH deep-water seaport has more than 2000ha of maritime, industrial and logistic

zones. The infrastructure is geo-strategically implemented at the south of the capital, Lisbon, on the

crossing the leading international maritime routes, having a high expansion potential both in

infrastructures and road and rail accessibility. Composed of liquid bulk, petrochemical, fishing and

leisure, multipurpose, natural gas and container terminals, the port plays a fundamental role as an

energetic supplier for the country (crude and its derivatives, coal and natural gas) and in the trade of

general and containerized cargo. The container terminal of the 40-years old Sines port started

operating in 2004, with an approximate 300m-length quay. The constructive solution was based on a

closed typology adopting gravity caissons. Conversely, the second constructive phase adopted an
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open typology to extend the container terminal up to about 1 km of length. The pile supported quay of

the wharf started to operate in 2013. Fig. 6.1 depicts the current configuration of the Sines port

complex, adopting Google maps of Sines region (earth.google.com/web/, last access: October

2021), data available from Administração dos Portos de Sines e do Algarve S.A.

(https://www.apsinesalgarve.pt/, last access: October 2021) and private photography of the

container terminal (Lopes, M. personal collection.)

Recent manifestations of interest demonstrated by the Energy Department of the United States

government and China COSCO Shipping Company are associated with plans to expand the liquid

natural gas terminal and build a mega container terminal. The port administration reports a ten-years

(2020 − 2030) plan to develop its competitiveness in the global maritime trade based on port efficiency,

maritime and hinterland connectivity strategies (http://www.apsinesalgarve.pt/en/, last access:

October 2021). The third stage of the container terminal expansion consists of enlarging the current

Terminal XXI infrastructure up to 1950m, projecting an increase in the annual handling capacity from

2.3 to 4.1 million TEU. The fourth stage aims for the construction of a modern open deep water wharf,

Vasco da Gama terminal, with predicted storage area of 46ha and capacity to handle another 3.0

million TEU of cargo per year, allowing the accommodation of three large ships simultaneously and

house a 1370m-long quay wall. Fig. 6.1 represents the container terminal(s) configuration after the

expansion phases, modeled after environmental impact assessment documents [424, 425] and data

provided by the Administração dos Portos de Sines e do Algarve S.A.. Detailed information regarding

third and fourth expansion phases planned for increasing the cargo capacity of Sines cargo hub be

found in Section C.2, Appendix C.

A detailed characterization of the design actions constitutes a fundamental base to guarantee the

best trade-off between demanding criteria and constructive costs. Yet, the procedure is particularly

challenging when characterizing the ones derived from natural hazards. The Portuguese region has

moderate tectonic activity due to inland and offshore geological structures [426, 427]. Nevertheless,

catastrophic seismic and tsunami events occurred in the past, mostly triggered at the south and

southwest offshore Iberian regions, such as the 1755 Great Lisbon Earthquake and Tsunami (GLET)

event, which had magnitudes estimated between Mw8.0 and Mw − 9.0 [109, 128, 428]. The

oscillations induced by such energetic seismic and tsunami waves can excite the port and lead to the

disruption of functions and damage to structures, moored ships and elements of the cargo systems,

such as cranes [429]. Moreover, extreme events such as the 1755 GLET event have the potential to

compromise the lifeline role played by the portuary complex in case of post-event emergency.

6.2 Methodology

The generic and conceptual methodology introduced in Section 2.2 was adapted to model the 1755

GLET event and the structural response of the container terminal of Sines port. Fig. 6.2 depicts the

macro-, meso- and micro-stages that are part of the numerical domain, from the genesis of the natural

phenomena to the response of the man-made structure. It raises uncertainty awareness regarding
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physical and numerical variables while maintain a sense of trade-offs between the level of accuracy of the

solutions and the computational demand, contributing to informed decisions on multi-risk management

function of the goal of structural performance.

Hazard Analysis Structural Analysis

Macro MesoBC BCTsunamigenic
region

N

Micro

Figure 6.2: Test-case: frameworks to characterize the regional/local-tsunami threat in Sines deep-
water port, Portugal. Three stages encompassing multi-scale and multi-physics domains are linked
by boundary conditions, BC.

Risk mitigation strategies are evolving towards preventive multi-hazard risk management. The

assessment of cascading seismic and tsunami multi-hazards is commonly pursued following

probabilistic approaches involving big data and complex analyses to estimate the likelihood that

seismic intensity and tsunami inundation will exceed a certain level during a given time interval.

Despite their fundamental contribution to risk management, the generalist nature of multi-hazard maps

is deemed insufficient to optimize the design of coastal structures located in regional and local

tsunami-prone regions. However, the probabilistic-deterministic dichotomy of hazard assessment

constitutes an exaggerated differentiation, hence that each study is initiated with credible sources that

should be chosen according to the nature of the project, varying quantity and quality of the data

available to characterise the physical processes. Scenario-based evaluations can provide

complementary key insights of relevance to design critical facilities [127]. Thus, an alternative

deterministic analysis was explored to characterize the cascade seismic and tsunami multi-hazard of a

1755 GLET-alike event oriented to the container terminal of Sines deep-water seaport. Section 6.3

identifies and combines the plausible local and regional tsunamigenic sources constituting candidate

scenarios, Scandidate, to assess the cascading effects of a 1755 GLET-alike event impacting the

structure(s) serving as container terminal(s) in Sines port. Based on the conceptual methodology

described in Section 2.2, which encompasses modeling hypothesis, two modeling approaches varying
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the level of numerical sophistication were performed to characterize ‘baseline’ and ‘enhance’ solutions.

The baseline target-hazard assessment, in Section 6.4.1, assumed a simplified approach based on

GMPE and non-linear SW system equations solved by FV method to characterize discrete values of

ground motion acceleration and tsunami hydrostatic and hydrodynamic quantities as explanatory

variables, respectively. The intensity measures inherent to each of the inextricable Scandidate were

characterized over 864 seismic and 144 tsunami simulations and then compared to key-thresholds to

identify the scenarios with damaging potential, Seligible. The quantities of each Seligible were assessed

varying the earthquake and tsunami intensity measures as leading measures to define a set of

combined worst-case scenarios for the infrastructure, Sworst. The cascading loading patterns for

structural design purposes were then derived for the Sworst following the acceleration assessed from

deterministic scenarios and tsunami forces determined using the semi-analytical formulation of the

North American regulation with hydraulic quantities numerically assessed using SW-FV scheme.

The enhanced target-hazard assessment, in Section 6.4.2, adopted more sophisticated numerical

schemes to determine dynamic ground motions and tsunami forces via built-in approach based on NS-

SPH scheme to use in the successive structural non-linear dynamic analysis of the soil-wharf system

using an open-source FE software.

All numerical schemes used to model the test-case were introduced in Chapter 3 and validated in

Chapters 4 and 5.

6.3 Regional and local tsunamigenesis potential

The 1755 GLET is one of the most studied events, but its source remains under scientific debate,

mainly due to the complex network of thrust faults in the southwest Iberia margin (SWIM), Gulf of Cadiz

region and slow convergence in the boundaries of the African and Eurasian plates [430–438].

The SWIM region, considered responsible for the generation of 1755 GLET and other important

tsunamis, such as the more recent 1969 earthquake and tsunami, is a region of slow lithospheric

deformation between the Eurasian and African plates. The Eurasia plate moving in oblique NW–SE

convergence towards the African plate represents a purely strike-slip domain to the west ending in the

convergent arcs of the Gulf of Cadiz to the east [427]. The SWIM region is predominantly composed of

NNE–SSW thrust faults, such as the Gorringe BanK, Marquês de Pombal and Horseshoe faults, while

the thrust faults in the Gulf of Cadiz have a NE–SW orientation, such as the Portimão Bank fault [426].

Figure 6.3 depicts the location of the main geological structures with tsunamigenic potential identified in

SWIM and Gulf of Cadiz regions.

The epicentral estimates of the 1755 GLET in the Atlantic Ocean, western coast of Portugal, have

almost two centuries and were initially based on tsunami travel-time data justifying the epicentral

location relatively close to Lisbon [439, 440]. Further isoseismical regression analyses located the

epicenter around the Saint Vicent fault [430, 441], whereas studies based on damage reports relocated

the epicenter close to the Gorringe Bank region [428, 442].

A conjoint source based on classical location proposal estimates and modern data suggests the
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WIS - Western Iberian Shelf, PS - Pereira de Sousa, TV - Tagus Valley (onshore), CF - Corner fault,
HSP - Horseshoe Plain, SWIM - Southwest Iberian Margin.
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composite offshore Gorringe Bank thrust fault triggering the rupture of the inland Lower Tagus Valley

fault [443]. Meanwhile, the advances of instrumental and computational capacities led to the proposal

of new focal mechanisms. Tsunami simulations were carried out to test the hypotheses of an incipient

subduction zone along the Western Iberian shelf, and the composite rupture of a L-shaped mechanism

composed of Marquês de Pombal and Portimão Bank faults [444–447]. The interpretation of multi-

channel seismic reflection data showed the Marques de Pombal Fault [448], or composite ruptures of

the Marquês de Pombal and Pereira de Sousa faults [449], or Horseshoe fault [450, 451], as candidate

sources for the 1755 GLET event. Moreover, data from seismic tomographic imaging allowed to add the

Cadiz Wedge fault [452, 453], to the list of possible sources.

Later, multiple comparative analyses accounting for the single and composite rupture mechanisms

were performed [22, 454–458]. Some of them proposed modified versions of the original rupture

mechanisms [426]. Shreds of evidence of seismogenic activity in the form of strike-slip displacement in

the encounter between the Eurasian and African Plate of the Southwest Iberian Margin and the

northwest thrust system encompassing the Horseshoe and Corner thrust faults were proposed as a

new rupture mechanism [459]. The Portimão Bank fault [22] was individually modeled to assess its

tsunamigenic potential, while a rupture encompassing kinematic parameters of the Gorringe Bank,

Marquês de Pombal and Horseshoe faults was assembled into an alternative NW-SE fault in the center

of the Horsheshoe plain and perpendicular to Gorringe Bank [457], herein referred and simulated as a

variation of Horseshoe Plain.

To discuss the credibility/reliability of the latter Horseshoe Plain and the Western Iberian Shelf

triggering sources, is highlighted that the rupture at the Horseshoe Plain was proposed by Barkan et al.

2009 [457] to justify far-field observations of tsunami heights in the Caribbean. However, the only

known tectonic structure at Horseshoe Plain with the NW–SE strike orientation is the ancient Paleo

Iberia–Africa Boundary formed during the opening of the central Atlantic ocean in the

Late-Jurassic–Early Cretaceous era. Thus, the author [457] acknowledged the need of further

investigations to test if the structure is currently active.

Regarding the Western Iberian Shelf, although the first proposals of 1755 GLET source were off

the western coast of Portugal [440], the rupture of the compressive structures of the Gorringe Bank

fault was proposed in the late twentieth century [428] to overcome some inconsistencies, yet remained

incompatible with tsunami research. Baptista et al. 1998 [446] re-evaluated a seismic rupture closer

to the western coast of Portugal and extended it further north toward Lisbon. Such mechanism was

utterly corroborated in a phenomenological reconstruction of the 1755 GLET assuming Mw9.0 due to

an extended rupture of a 350 km times 150 km area in Western Iberian Shelf [456]. The configuration of

the co-seismic faulting proposed by Wood et al. 2008 [456] was based on a full range of contemporary

observations of macro-seismic impacts, effects of far-field sources elongating period, near-field and far-

field tsunami heights and travel times, evidence for associated deformation, and accompanying regional

stress changes. However, it lacks geological evidences to support the hazardous hypothesis of rupture

at the Western Iberian Shelf. For the present work, both faults were simulated to play a disclaimer role,

raising awareness for the possibility of hazard exceedance in the future. However, the multi-hazard
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Table 6.1: Identification of the regional and local tsunamigenic sources.

Acronym Identification Authors

1 - GBF Gorringe Bank [22, 426, 428, 455–458]
2 - MPF Marquês de Pombal [22, 426, 448, 454, 456, 458]
3 - CWF Cadiz Wedge [22, 452, 453, 455, 456, 458]
4 - HSF Horseshoe [22, 426, 454, 458]
5 - SVF Saint Vicent [454]
6 - PBF Portimão Bank [22]
7 - WIS Western Iberian Shelf [446, 456]
8 - MPPSF Marquês de Pombal and Pereira de Sousa [449, 455]
9 - MPPBF Marquês de Pombal and Portimão Bank [447]
10 - MPHSF Marquês de Pombal and Horseshoe [426, 450, 451, 458]
11 - GBTVF Gorringe Bank and Lower Tagus Valley [443]
12 - HSCFSWIM Horseshoe, Corner and SWIM [459]

assessment neglects the quantities derived from these two source rupture proposals.

Table lists the Scandidate, respectively encompassing single or composite fault ruptures with

magnitudes ranging between Mw8 and Mw9, and epicentral distances from D ≈ 120 km to

D ≈ 300 km. Detailed description of the parameters defining the initial conditions of each Scandidate can

be found in Section D.1, Appendix D.

6.4 Macro- and meso-scales: Cascading multi-hazard

6.4.1 Baseline solution

Description

The multiple Scandidate were addressed as single ground motion and tsunami physical processes,

considering the source, propagation and site uncertainties. Due to rocky geotechnical conditions of the

site [424, 425], the seismic and tsunami analyses respectively neglect soil liquefaction and debris

transportation. The independent earthquake and tsunami simulations were carried out to quantify

seismic PGA and tsunami free-surface elevation, η and momentum flux MF to assess the scenarios

with damaging potential, Seligible.

Assuming the source parameters of the identified Scandidate, the seismic simulations are carried out

using the GMPE implemented in OpenQuake software library [352] (available at

https://www.globalquakemodel.org/), described in Section 3.3.2. A GMPE model relates the

ground-motion intensity measure to a set of variables describing the source, wave propagation path

and site conditions [354]. Its generic functional form reads as Eq. 3.28, encompassing functions for

earthquake source, attenuation along the path, and geometrical and anelastic site-effects, respectively.

Due to the infrequent nature of large magnitude events in the region of the case-study, the GMPE

models were assembled considering source and propagation uncertainties, while the site amplification

and liquefaction potential were neglected due to site geotechnical conditions, with relatively shallow

layer of rocky soil. The simulations of each scenario are repeatedly carried out varying the sources
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parameters and the attenuation laws to generate multiple ground motion fields concerning the

distribution of the PGA at the site of interest.

The tsunami initial condition assumed that the free-surface elevation at instant t = 0 s mimics the

ocean floor displacements [318]. The computation of the co-seismic displacements followed the Okada’s

theory [317], implemented in Mirone software [386]. The multiple tsunami simulations were then carried

out using the in-house SW-FV numerical tool described in Section 3.2.2 and validated in Section 4.1.

The simulations of each scenario were repeatedly carried out varying the site conditions resembling

the multiple infrastructures configurations along the expansion phase (Fig. 6.1). The tsunami simulations

assessed tsunami free-surface elevation, η, flow velocity and momentum flux, MF . The tsunami hazard

was addressed for both the site and the target structure by scattering fifteen virtual gauges, V G, along

the coast.

The tsunami quantities captured by the various VG were adopted to characterize the tsunami force

impacting the coastal structure using semi-empirically calibrated equations. The determination of fluid

forces exerted on a stationary rigid body followed Eq. 3.1 the component normal to the surface, pressure

exerted on the surface, and the tangent component to the surface, shear stress. Yet, for engineering

estimates, the North American design codes from Federal Emergency Management Agency, FEMA

P646 [31], and American Society of Civil Engineers, ASCE7-16 [32], recommend the decomposition of
−→
F into hydrostatic and hydrodynamic loads calculated via Eqs. 3.25 and 3.26, respectively.

Once this process was complete, various combinations considering the seismic and tsunami intensity

quantities as a leading measure were considered to set the Sworst and the derivative cascading loading

pattern for the structure. The cornerstone to establish the inter-dependency condition between the

seismic and tsunami individual processes was to consider inextricable Scandidate, i.e., each scenario

derives from a common triggering source. To identify the Seligible, the earthquake and tsunami intensity

measures assessed for each of the Scandidate are correlated with reference values representing potential

damage for the structure, Eq. 6.1:

Seligible =


PGA ≥ IMground−motion

η ≥ IMhydrostatic

MF ≥ IMhydrodynamic

(6.1)

PGA is the horizontal peak ground acceleration, η is the free surface elevation, and MF the momentum

flux assessed for the site/target structure, while IM represents values of ground-motion, and tsunami

hydrostatic and hydrodynamic intensity measures referred in the literature as thresholds of damaging

potential for the coastal structures and likely to prevent the serviceability of the port.

A set of Sworst was characterized by adopting the various earthquake and tsunami intensity quantities

and varying the leading measure to infer the initial conditions that promote the hazardous scenarios

in terms of seismic acceleration and tsunami hydrostatic and hydrodynamic values during the inflow

and outflow stages for the different infrastructure configurations. The cascade earthquake and tsunami

loading pattern for each structural configuration was established considering the set with:

• leading earthquake action: the source that promoted the maximum PGA and respective tsunami
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quantities;

• leading tsunami hydrostatic action: the source that promoted the highest η and respective PGA

and MF quantities;

• leading tsunami hydrodynamic action (for both tsunami inflow and outflow): the source that

promoted the highest MF and respective PGA and η.

Seismic hazard

Each of the presumable fault ruptures proposed in the literature constituting a Scandidate represented

a source source term in the GMPE model (Table 6.1). The parameters defining the source conditions

of each Scandidate were introduced in OpenQuake tool [352] to investigate the seismic hazard in Sines

region. Besides the source parameters, the GMPE model assumed various attenuation laws for path

propagation. The site characteristics was identically modelled for all Scandidate.

The GMPE are strongly dependent on ground motion attenuation models. However, the probable

regions for the generation of a 1755 GLET-alike event are geographically located at the confluence of

distinct crustal types, both in terms of rheology and tectonics, which limits the straightforward

application of attenuation models developed for a specific tectonic profile. To assess the adequacy of

existing attenuation laws for the eastern coast of North America to model seismic activity at Western

Iberia, Vilanova et al. 2012 [460] correlated results of GMPE with instrumental and historical seismic

data from Western Iberia. The attenuation models developed to model stable continental crust regions

of eastern North America are deemed adequate to predict results for both onshore and offshore Iberian

events, while the models developed for the active shallow crustal regions tend to underestimated the

seismic accelerations. Moreover, the adequacy of attenuation models that apply to eastern North

America was corroborated by the common origin of both eastern North America and western Iberia

margins that were separated in the Mesozoic period by intra-continental rifting [460]. These

recommendations were adopted by Silva et al. [461, 462] to assess the ground shaking throughout

mainland Portugal using Atkinson and Boore 2006 [463] and Akkar and Bommer 2010 [464]

attenuation equations. However, the referred attenuation models were calibrated with low-to-moderate

magnitude events due to the characteristic tectonic activity of the region, lacking the regional data to

calibrate the scaling laws for larger magnitude events, such as the 1755 GLET. Therefore the adequacy

of an attenuation law to model a large magnitude event triggered in the Gulf of Cadiz region was

investigated considering models derived from data of intra- and inter-plate scenarios and moderate to

large magnitude ground motion records acquired at North American and European regions.

Twenty-four attenuation laws from the vast OpenQuake library [465] were adopted to model the

propagation stage of the earthquake, such as Atkinson and Boore 1995 [466], Toro et al. 1997 [467]

modified in 2002 [468], Campbell 2003 [469], Atkinson and Boore 2003, 2006 and 2011

[393, 463, 470], Atkinson 2008 [471], Boore and Atkinson 2008 [472], Chiou and Youngs 2008 [473],

Abrahamson and Silva 2008 [474], Atkinson and Macias 2009 [475], Akkar and Bommer 2010 [464],

Bindi et al. 2014 [476], Akkar et al. 2014 [477], Abrahamson et al. 2014, 2016 and 2018
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[394, 478, 479], Chiou and Youngs 2014 [480] and Cauzzi et al. 2015 [481].

To model the site effects, and since the soil site conditions are close to reference site conditions, hard

soil, the site scaling in the GMPE barely constitutes an influence. Moreover, several authors described

very low attenuation for large magnitude earthquakes in the southwest Iberia region [427, 455] and

references therein. Thus, the near-surface (≈ 30m) shear-wave velocity representing site effects was

defined assuming a value compatible with hard soils, Vs,30 = 800m/s [33, 462, 482].

The seismic simulations combining 36 sources and 24 attenuation laws were carried out over 2 km-

resolution grids. The 864 simulations generated ground motion fields of PGA intensity measure. The

interval of the PGA values in Sines is wide, between 0.034 g and 1.115 g, requiring a general framework.

The contextualization of the PGA solutions used macro-seismic intensity data estimated for the 1755

GLET event and design provisions from Eurocode 8 regulation complemented by the Portuguese annex

[33].

Macro-seismic intensity data is typically more abundant than strong-motion recordings or even

exclusive when considering historical events. Thus, empirical relationships are commonly adopted to

adjust the qualitative and quantitative aspects of seismic data. The conversion of the intensity degrees

of the macro-seismic scale into PGA values follows the generic form in Eq. 6.2:

logPGA = A+B · I (6.2)

where the logarithmic value of PGA is adjusted to the seismic intensity, I, using A and B coefficients,

which are function of the seismicity of the region. Grandin et al. 2007 [455] identified similarities between

the 1755 GLET event and the parameters proposed by Trifunac and Brady 1975 [483], calibrated with

instrumental data from the western United States region, suggesting values of A = 0.014 and B = 0.3,

while Pro et al. 2020 [484] recommended the use of the conversion equation proposed by Faenza

and Michelini 2010 [485] for I ≥ 7. Zanini et al. 2019 [486] and Capera et al. 2020 [487] compared

several conversion equations to investigate the uncertainty associated with the conversion process.

Their study demonstrated an equivalent slope of the Trifunac and Brady 1975 [483] and Faenza and

Michelini 2010 [485] regressions for the 8 < I ≤ 9. The 1755 GLET at Sines region was estimated in

I = IX by Elmrabet et al. 1989 [488]. Recently updated maps of seismic maximum intensity derived

from deterministic observation compiled by Teves-Costa et al. 2019 [435] and corroborated by Buforn

et al. 2020 [489] confirm the estimate. Making use of Eq. 6.2 with A and B coefficients suggested by

Trifunac and Brady 1975 [483], the quantitative PGA value was evaluated in 0.265 g.

Despite the European standards does not include port structures, a complementary correlation

between the PGA solutions and EC8 design recommendations was developed to provide a probabilistic

framework for the seismic PGA values. Whenever a region has no seismic codes or standards for

designing port structures, the local codes applicable to that particular region or the guidelines of the

World Association for Waterborne Transport Infrastructure, PIANC [305], may be used as a basis to

develop a new seismic design standard. The seismic design guidelines for port structures are intended

to be performance-based, allowing a certain degree of damage depending on the specific functions
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and response characteristics of the port structure and the probability of earthquake occurrence in the

region. To this end, PIANC code defines two levels of performance. The first represents an earthquake

motion with a probability of exceedance of 10% during the 50 years of theoretical life-span of a port

structure, which corresponds to a return period of 475 years. The second represents an earthquake

motion with a 2% probability of exceedance during the theoretical life-span of the structure,

representing a 2475 years return period.

The transposition of PIANC recommendations to the EC8 guidelines was possible by adapting the

reference earthquake to the performance level of structures having different classes of importance. The

EC8 reference earthquake has a probability of annual occurrence of one in 475 years and is

recommended for office and housing buildings (class of importance II). The Portuguese annex of

Eurocode 8 provides Eq. 3.36 (Section 4.3) to adapt the reference acceleration for the different

structural classes of importance modifying the RP and K adopting values of 1.5 or 2.5 for far- or

near-field earthquakes, respectively.

The design reference PGA values for Sines, at the bedrock level, are agR = 0.153 g and agR = 0.173 g

for far- and near-field earthquakes. The container terminal of Sines port was assumed to fit class IV level

of importance structure due to their societal and environmental importance. For class of importance IV,

associated with 1303-years return periods, the Portuguese national document recommends amplifying

the far- and the near-field earthquakes in 95% and 50%, leading to PGA values of 0.298 g and 0.260 g,

respectively. Moreover, according to Matias et al. 2013 [426], the Gulf of Cadiz region can potentially

trigger magnitude 8 events every 700 year and Mw8.7 earthquakes up to 3500 years. In accordanec with

Eq. 3.36, a 3000-years return period earthquake would generate PGA of 0.523 g and 0.362 g for far- and

near-field sources, respectively. Considering a simplified definition of far-field earthquake concept [490],

all Scandidate are located within D ≥ 50 km and represent far-field scenarios. The comparison between

spectral accelerations for the main periods of vibration for the transverse direction of the quay would be

similar, as all values vary proportionally if it is assumed that the shape of the response spectrum does

not change.

Figure 6.4 depicts the PGA values derived from 874 GMPE models encompassing the source and

path uncertainties. The solutions are correlated to PGA values derived from the macro-seismic intensity

maps and the design recommendations adopted from the national annex of EC8 for class of importance

IV infrastructures considering a type 1 (far-field) event with return periods of one in 1303 years, which

are relatively similar, 0.265 g and 0.298 g, and return periods of one in 3000 years of return period event,

0.523 g.

From the 864 simulations, 806 solutions presented PGA values below the inferior reference (0.265 g)

while 21 had values above the upper PGA reference value (0.523 g) and 47 scenarios led to solutions

with values between 0.3 g and 0.5 g. The attenuation laws that generated the 55 solutions with PGA value

exceeding the lower design reference (0.298 g) were then analysed to assess their adequacy to model a

1755 GLET-alike event.

The GMPE model with 8 out of the 55 solutions exceeding the lower design reference used Atkinson

and Boore 1995 attenuation law [466], which was derived for direct calibration using eastern North
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Figure 6.4: Peak seismic hazard: range of PGA values for Sines site. The horizontal orange dashed
line represents the reference value of PGA derived from the conversion of macro-seismic intensities
maps. The horizontal blue dashed lines represent reference values from the national annex of EC8
standards, for type 1 (far-field) events and considering return periods of 1303− (class of importance IV)
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America data, while the Atkinson and Boore 2003 law [356], developed for the subduction zones with

5.0 < Mw < 8.3, respectively for inter-plate and intra-plate earthquakes, led to 6 of the solutions each.

The fault modeling of these GMPE models are based on circular or rectangular fault, but both have an

uniform attenuation along the propagation path. On the one hand, another 6 solutions derived from

the GMPE model using the Toro et al. 1997 [467] law showed an extended plateau of the values

observed near the source occupying longer distances. Half the referred solutions exceeded the upper

0.5 g PGA reference. The Toro et al. 2002 [468] modifications for large magnitude and short distance

events generated 3 solutions each. The attenuation law proposed by Atkinson 2008 [471] assuming

a higher plateau near the source and an abrupt attenuation after about 100 km also produced 6 out

of the 55 solutions. The attenuation laws by Abrahamson et al. 2014, 2015 and 2018 for inter-plate

triggered events [394, 478, 479] generated 3 solutions each, while the calibration for intra-plate events

generated 2 solutions each. The attenuation laws that also generated 3 out of the 55 solutions each

were based on Bindi et al. 2014 [476] calibrated with data from pan-European database, Campbell

2003 [469] based on the hybrid empirical method estimating strong ground motion near large-magnitude

earthquakes of western North America, and Toro et al. 2002 [468] calibrated for Central and Eastern

America regions. The attenuation laws proposed by Atkinson and Macias 2009 [475] developed for the

Cascadia subduction, and Campbell 2003 using SHARE database [469], generated 2 solutions each.

The Atkinson and Boore [463] for northeastern America, Akkar and Bommer 2010 [464], calibrated

with data from pan-European databases (4.0 < Mw < 8.0), and Akkar et al. 2014 [477] for Europe

and Middle East, Boore and Atkinson 2008 [472] developed for average horizontal accelerations, and

Chiou and Youngs 2008 and 2014 [473, 480] in the framework of the Next Generation Attenuation model

developed by the Pacific Earthquake Engineering Research Center generated a single solution each,

but all having in common the same triggering source, the WIS with an extensive rupture area. The

latter attenuation laws and the remain that lead to PGA values lower than the seismic references were

considered inadequate to assess seismic quantities for designing structures to resist a large magnitude

1755 GLET-alike event.

Considering the path analysis, the PGA assessment was conducted using GMPE models adopting

the Atkinson and Boore 1995 [466] attenuation law, which was considered a reasonable and reliable

assumption to evaluate the influence of the source parameters on the PGA solutions. Figure 6.5 depicts

the PGA values derived from each source.

As expected, the fault parameters promoting more significant magnitude events and epicentral

location closer to the site of interest were found to be more likely to generate the higher PGA values at

Sines site. Magnitudes equal or greater than 8.3 and distances below 250 km suggested a favorable

combination to achieve PGA values around the EC8 indicative value, while Mw > 8.5 and D < 200 km

lead to more hazardous scenarios. The higher PGA values were derived from the sources originally

proposed in the literature with rupture areas capable of justifying the historical tsunami observations,

such as MPHSF and MPPBF, and the MPPSF proposed after data acquisition from a research cruise

on the SW Portuguese Continental Margin using multiple seismic profiler equipment. The WIS fault

generated seismic acceleration exceeding and diverging the framework of values derived from all the
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other sources.

Considering the seismic hazard key threshold equals to the national regulation to design

infrastructures of class of importance IV, the single and composed MPF were considered Seligible. In

the literature [489, 491], one can fin references corroborating estimates of PGA values exceeding the

national design recommendations.

Tsunami hazard

The tsunami initial conditions were generated from the fault parameters of the various Scandidate

using Mirone software [386]. The initial conditions were imposed in the form of grids overlapping the

15 arc − sec resolution topo-bathymetric, available at the General Bathymetric Chart of the Oceans site

(GEBCO, gebco.net, last accessed: 30 October 2020). For the inundation modeling, the GEBCO grid

was complemented with 1m high-resolution topo-bathymetric data from a digital elevation map around

the Sines coast [458] (Fig. 6.6(a)). The high-resolution topo-bathymetric grid was adapted to resemble

three configurations of the cargo area of the Sines port. One of the grids was modified to assess the

influence of the coastal protection structure assuming the collapse of the breakwater (Fig. 6.6(a)),

which is a reasonable assumption since the structure was originally design to withstand less energetic

storm waves. Other two grids were modified to resemble the future third and fourth expansions phases

of the port, respectively including the enlargement of Terminal XXI and respective breakwater, and the

construction of the new Vasco da Gama container terminal (Fig. 6.6(b)). Environmental time-dependent

effects, such as sea-level variations due to tides or climate changes, and subsidence due to prior

earthquake were not accounted on the analysis.
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(a) Case A1 (left) - current configuration of Terminal XXI and undamaged breakwater. Original grid of digital terrain model. Case A2
(right) - current configuration of Terminal XXI and collapsed breakwater due to previous seismic action. Modified topo-bathymetry.
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Figure 6.6: Tsunami hazard: topo-bathymetric variations resembling the future configuration of Sines
port with expansion of Terminal XXI (top) and Vasca da Gama Terminal (bottom). Black dots represent
virtual gauges.
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The tsunami simulations were set for tsimulation = 7200 s and carried out using the in-house well-

balanced SW-FV to obtain:

• spatial distribution: profiles of peak wave heights, hmax, along 30 km (cases A) and 40 km (cases

B) of the Sines coast acquired at the initial position of the dry-wet interface,

• temporal variations of tsunami hydrodynamic quantities, free-surface elevation, η, and flow

velocity, u and v, to calculate the corresponding momentum flux, MF , acquired at 50 virtual

gauges scattered along the Sines coast.

Hydrostatic effects

The first observation withdrawn from the correlation between hmax profiles along the Sines coast

and time-histories of η acquired around the container terminal was the complementary nature of both

analyses when assessing the hazard posed by the tsunami in terms of hydrostatic quantities.

Depending on the source characteristics, the tsunami propagation and arrival at Sines coast followed

a preferential orientation. Considering the implementation of the Sines port on the Portuguese coast,

the waves propagation towards the coastline induced privileged wave impacts on the north or south

shores, depending on the alignment of the sources of each Scandidate. The scenarios derived from

Scandidate located in Θ ≤ 60◦, which are GBF, MPF, HSF, SVF and MPHSF, tend to promote higher

waves on the north shore (above 37◦57′-N and between 8◦53′ - 8◦52′-E), whereas scenarios CWF, PBF,

WIS, MPPSF, MPPBF and HSCFSWIM have higher hmax below 37◦57′-N and between 8◦53′ - 8◦48′-E.

As expected, the multiple variations of topo-bathymetric conditions representing the configuration cases

(Fig. 6.6) also influenced hmax estimated for each Scandidate. A brief parametric analysis demonstrating

parameters that influence the tsunami arrival on coastal sites is showed in Section D.2, Annex D.

The hmax analysis highlighted the influence of considering site or target hazard evaluations. The SVF

source with the fault parameters proposed by Ribeiro et al. 2006 [454] promoted the higher wave at the

north shore of Sines (≈ 25m), while the scenarios adopting the parameters proposed in Baptista et al.

1998 [446] and Wood et al. 2009 [456] induced the higher waves at the container terminal (15m to 17m

function of the structural configuration). Moreover, the hmax profiles show abrupt variations, quantified

in more than 50% in intervals of a few meters, i.e. the evaluation of discrete η values, even computed in

virtual gauges implemented less than a 0.5 km apart, are sightly inferior than the peaks obtained from

the hmax calculated for the initial position of the dry-wet interface. The discrete acquisition of tsunami

quantities at virtual gauges may skip one of the abrupt variations of hmax around the quay, misleading

quantities that constitute the basis of hazard mitigation measures (e.g. for structural design).

A time-dependent perspective derived from the complementary η analyses provided essential details

for the tsunami hazard assessment, such as the shape of the leading N-waves that presented similar

(or even higher) negative counterparts. Such characterization constitutes a fundamental insight when

designing tsunami-resistant structures by identifying the highest wave during the train of waves that

compose the tsunami. The tsunami simulations showed that SVF is the only Scandidate presenting an

unequivocal higher first wave, while the remaining scenarios have higher η values at or after the 3rd wave.

The ASCE 7 standard recommends a minimum of two tsunami inflow and outflow cycles, which, in the
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case study herein tackled, would mislead energetic waves impacting the infra-structure, leading to under-

designed structures to resist a 1755 GLET-alike tsunami constituted by a train of waves representing a

successive load pattern potentially contributing for a gradual lost of structural resistance.

For the sake of consistency, Fig. 6.7 depicts the maximum and minimum values of η assessed for

the different scenarios and configurations of the container terminal structure(s). The reference value

of η in Fig. 6.7 represents a value derived from field observations of structural behavior in response to

the Japan 2011 tsunami. Suppasri et al. 2015 [492] verified that η ≥ 2m is likely to induce damage

on buildings with different structural materials, being amplified in ria coasts where the topo-bathymetric

conditions increased the flow velocity, comparatively to plain coasts. Chua et al. 2020 [84] recently

compiled the damage induced on ports, demonstrating that η > 5m represents a 90% probability of

damage preventing serviceability of the port.

The influence of breakwater in the tsunami flow propagation was assessed by evaluating the

hydrostatic quantities at the virtual sensors implemented in the location corresponding to the front of

the breakwater and the pile-supported quay for the different infrastructure configurations. The values of

η were particularly reduced in scenarios with comparatively small waves arriving at the terminal

container area due to the reflection of the wave to the seaward direction (e.g. CWF, PBF, GBTVF and

some of the GBF, MPF and HSF scenarios). The correlations between Case A2 and the other cases

demonstrated more pronounced differences of η (up to 2.5m) during the first wave and a delay of 3min

in the tsunami arrival to the wharf structure.

In the interval between the back of the breakwater and the container terminal, corresponding to the

shipping area, the values of η were influenced by phenomena more complex than single reflection.

Considering the different structural configurations, the time-histories of η tend to have increasing values

during the simulation due to subsequent higher waves, water circumventing the coastal protection

structure raising the inundation in the shipping region and resonance effects between the breakwater

and the terminal structures. In agreement with over-topping phenomena on the breakwater, the polarity

of the waves in MPPSF, MPPBF and MPHSF scenarios follow a close (but with temporal shift) shape of

case A2 time-histories, tending to mimic the shape of the waves captured in front of the breakwater. In

contrast, in GBF, MPF, HSF and SVF scenarios, the absence of the negative counterpart of the first

wave peak appeared to represent a partial over-topping of the breakwater and a further flooding

behavior after contouring the breakwater, explaining the higher delay of the tsunami arrival at the

container terminal. In Case B2, the values of η assessed at Terminal XXI were relatively smaller than

the ones quantified for the cases without the new Terminal Vasco da Gama, that was found to limit the

tsunami inflow and outflow at the shipping region of Terminal XXI while delaying the tsunami arrival.

The temporal shifting referred is more evident on the arrival of the first wave but attenuated along the

simulation time, tending to become closer (magnitudes and temporal distribution) to the time histories

of Cases A1 and B1, indicating smaller wave periods likely in association with the resonance effects

mentioned above an dprobably amplified by the presence of the new infrastructures. In the future

Vasco da Gama terminal, Case C, η tends to exceed the values evaluated for the existing Terminal XXI

structure, mainly for MPF, HSF, SVF and MPPBF scenarios.
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(a) Current configuration. Case A1 (left) - Terminal XXI with undamaged breakwater. Case A2 (right) - Terminal XXI assuming the
collapse of the breakwater.
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(b) Future configurations. Case B1 (left) - enlargement of Terminal XXI and respective breakwater. Case B2 (right) - Terminal XXI after
construction of Vasco da Gama terminal.
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Figure 6.7: Peak tsunami hazard: values of free surface elevation due to 1755 GLET-alike tsunami
around the cargo hub of Sines port. Reference value of ZH = 5m set to represent the damaging
potential of the tsunami hydrostatic effects on the container terminal(s).
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The Scandidate that meet the η ≥ 5m criteria in all configurations were considered Seligible. For

Terminal XXI, Cases A2 and B2 presented slightly hazardous quantities due to the lack of the breakwater

protection structure and the resonance effects promoted by the new container terminal, respectively.

The solutions for the configuration Cases A1 and B1 presented relatively similar hydrostatic values.

The quantities evaluated at the Vasco da Gama terminal location, Case C, tend to exceed the values

assessed for Terminal XXI. The GBF, MPF (except sources of Ribeiro et al. 2006 and Wronna et al.

2015), HSF, SVF, WIS, MPPSF using initial condition of Terrinha et al. 2003, MPPBF and MPHSF

(except source from Gracia et al. 2003) were elected Seligible.

Hydrodynamic effects

Besides the common tsunami hazard characterisation based on hydrostatic intensity measures, late

developments show the significant role played by flow velocity when characterising the structural

response to tsunami threats. The momentum flux, MF = hv2, provides a composed representation of

tsunami effects on coastal structures capturing physical characteristics of hydrodynamic forces acting

on structures during tsunamis [50]. Park et al. 2013 [14] investigated the importance of hydrodynamic

effects in tsunami inundation models and, later applied the experimental-numerical correlation to

developed fragility curves for wood and reinforced concrete buildings on seaside Oregon exposed to a

tsunami generated in the Cascadia subduction zone [196]. For wood buildings, a 90% probability of

collapse was associated to η ≥ 5m and MF ≥ 10m3s−2, whereas for reinforced concrete buildings the

MF value to induce 80% probability of moderate to extensive damage varied between 80m3s−2 and

250m3s−2, depending on the number of storeys (1 to 6 storeys). The work of Song et al. 2018 [493]

showed that η ≈ 5m and MF = 30m3s−2 = 100% probability of major up to complete damage for

coastal and ria regions. Fig. 6.8 depict the MF values of the multiple scenarios and configurations of

the Sines port. The reference value represents a compromise between the values mentioned above for

reinforced concrete, MF = 30m3s−2, and the level of performance demand required for critical

structures, such as the Sines port.

Most scenarios presented an asymmetric distribution of MF quantities due to tsunami inflow and

outflow stages. In most scenarios, the collapse of the breakwater influencing the propagation towards

Terminal XXI, resembled in Case A2, and the tsunami impact on the future Vasco da Gama terminal,

in Case C, tended to promote a more symmetric distribution of positive and negative MF values. In

Cases A1, B1 and B2, the assymetry of the waves’ peaks tended to become more accentuated mainly

after the first cycle. The 6th chapter of the ASCE code recommends considering two complete tsunami

cycles when assessing tsunami forces. From the present 1755 GLET-alike tsunami simulations, set to

t = 7200 s, the critical values or flow height and velocity were verified at or after the third wave, which

shows the need to adjust the bi-cyclic recommendation to account the energetic succession of tsunami

train of waves.

Moreover, the predominance of positive and negative momenta flux, M+
F and M−F , induce different

structural actions and, consequently, different structural responses. The asymmetric distribution

privileging a positive momentum flux, M+
F , showed higher tsunami hydrodynamic quantities during the

inflow phase, when the horizontal hydrodynamic force pushes the quay against the embankment while
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(b) Future configurations. Case B1 (left) - enlargement of Terminal XXI and respective breakwater. Case B2 (right) - Terminal XXI after
construction of Vasco da Gama terminal.
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Figure 6.8: Peak tsunami hazard: values of momentum flux due to 1755 GLET-alike tsunami around the
cargo hub of Sines port. Reference value of MF = 30m3s−2 set to represent the damaging potential of
the tsunami hydrodynamic effects on the container terminal(s).
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in the vertical directions induces an uplifting effect at the soffit of the slab, which was designed to

withstand downward forces. The effects of M+
F were particularly evident on the HSF scenarios

solutions. Conversely, the GBF and MPF scenarios tended to present predominant M−F effects

corresponding to the outflow phase, that potentially induces seaward displacement of the elevated

structure.

The scenarios and configurations that meet the ‖MF ‖ ≥ 30m3s−2 criteria in the container terminal(s)

were considered Seligible. During the tsunami inflow phase, the HSF (except scenarios derived from

Omira et al. 2009 source parameters), WIS and MPPBF scenarios were elected, while WIS, GBF with

source parameters proposed by Wood et al. 2009, the MPF with initial conditions of Zitellini et al. 2001

and Wood et al. 2009, and HSF from Ribeiro et al. 2006 were considered Seligible of the tsunami outflow

phase.

Cascading seismic and tsunami hazard

The individual Seligible of seismic and tsunami processes indicated hazardous intensity measures

derived from the WIS scenarios. However, an issue regarding the credibility/reliability of the triggering

source was previously raised to discussed its contribution on the multi-hazard assessment. Although

the first proposals of 1755 GLET source were off the western coast of Portugal [440], the rupture of the

compressive structures of the GBF was proposed only in the late twentieth century [428]. Nonetheless,

the tsunami quantities were incompatible with tsunami research. The WIS rupture hypothesis

considering that the seismic rupture was closer to the western coast of Portugal and extended farther

north toward Lisbon [446] explained the tsunami observations. The WIS mechanism was utterly

corroborated in a phenomenological reconstruction of the 1755 GLET [456], assuming Mw9.0, an

extended rupture of a 350 km-length times 150 km-width projected area, displacement parameters of

ϕ = 350◦, δ = 25◦, λ = 20m and Θ = 60◦ and the soil rigidity, µ = 4 × 1010 Pa [456]. The configuration

of the co-seismic faulting was based on a full range of contemporary observations of macro-seismic

impacts, effects of far-field sources elongating period, near-field and far-field tsunami heights and travel

times, evidence for associated deformation, and accompanying regional stress changes [456]. Yet,

among the parameters lacks the geological evidence to support the existence of the hypothetical WIS

fault. Moreover, Figs. 6.5, 6.7 and 6.8 show the solutions calculated from WIS source diverging from all

the PGA framework from all the other sources. Thus, the WIS scenarios were maintained in the

present study to play a disclaimer role, raising awareness for the possibility of hazard exceedance in

the future, but were dismissed from the list of Seligible.

From the credible Seligible, listing sets of earthquake and tsunami intensity measures together, were

selected the hazardous ones in terms of ground motion acceleration, tsunami height and momentum

flux influential quantities. Table 6.2, complementary of Figs. 6.9 and 6.10, resumes the intrinsic values

of each hazardous scenario when considering different leading intensity measures, PGA, η and MF , in

both tsunami flow conditions.

Keeping in mind design criteria considerations, the different leading intensity were combined to

establish loading pattern respecting the scenarios integrity, i.e., maintaining the inextricable condition of
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Table 6.2: Peak cascading hazard. Earthquake and tsunami maximum intensity measures for the
different structural configurations varying the leading measure (bold font). Identification of the respective
triggering source and respective literature reference.

Str.
Case

Lead
IM

Scenario η M+
F M−F PGA

Source Literature [m] [m3s−2] [m3s−2] g

A1
η MPPBF Baptista et al. 2003 [447] 11 75 -45 0.35
M+
F HSF Ribeiro et al. 2006 [454] 7 193 -55 0.21

M−F GBF Grandin et al. 2007 [455] 6 27 -139 0.20

A2
η HSF Wronna et al. 2015 [458] 9 194 -37 0.16
M+
F HSF Wronna et al. 2015 [458] 9 194 -37 0.16

M−F MPF Zitellini et al. 2001[448] 6 30 -252 0.27

B1
η MPPBF Baptista et al. 2003[447] 10 100 -42 0.35
M+
F HSF Ribeiro et al. 2006 [454] 8 156 -67 0.21

M−F GBF Grandin et al. 2007 [455] 6 37 -170 0.20

B2
η MPPBF Baptista et al. 2003 [447] 8 75 -47 0.35
M+
F HSF Ribeiro et al. 2006 [454] 8 108 -63 0.21

M−F GBF Grandin et al. 2007 [455] 5 22 -101 0.20

C
η MPPBF Baptista et al. 2003 [447] 14 77 -66 0.35
M+
F HSF Ribeiro et al. 2006 [454] 11 242 -64 0.21

M−F MPF Wood et al. 2009 [456] 8 60 -113 0.32
Site PGA MPPSF Terrinha et al. 2003 [449] ≈ 8 <50 >-50 0.37

the source that defined the combined scenario. Thus, from the Seligible list were identified the

hazardous seismic and tsunami sets of potential Sworst for the structure by combining the higher

leading intensity measure (varying between PGA, η, M+
F and M−F ) with the respective intensity

measures obtained for the same triggering source. The higher PGA value was derived from the

MPPSF scenario adopting Terrinha et al. 2003 source and attenuation parameters proposed by

Atkinson and Boore 1995 (Fig. 6.9). The corresponding tsunami hydrostatic quantities posed a

significant buoyancy hazard for the infrastructure, 8m against the 5m reference value for the elevated

structure, while the assessed momenta flux were below the damaging reference value. Apart from the

MPPBF scenario, the scenarios triggering the hazardous tsunami quantities presented PGA values

below the EC8 recommendation. On the one hand, the great uncertainty associated with the PGA

estimates might have prevented the accurate prediction of a strong ground motion event in the

seismically moderate region. On the other hand, under an optimistic perspective on the accuracy of the

PGA predictions, the Sines port designed as a structure of class of importance III, would be capable to

resist most of the earthquakes estimates, keeping itself in elastic regime during the earthquake and

prepared to withstand the incoming tsunami.

Regarding the structural response of the resisting system to the tsunami action, hydrostatic and

hydrodynamic considerations, flow phases, inflow and outflow stages, and loading direction, horizontal

and vertical, were considered design influencing factors. Figure 6.10 depicts the Sworst intensity

measures for each of the infrastructure configurations.

The Sworst considering the hydrostatic tsunami effects on the structure led to two different scenarios,

depending on the configuration case. For configurations Cases A1, B1, B2 and C, the MPPBF fault
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Figure 6.9: Peak seismic action: distribution of PGA from Sworst adopting the source rupture of the
composite Marquês de Pombal and Pereira de Sousa faults proposed by Terrinha et al. 2003 [449].

parameters proposed by Baptista et al. 2003 triggered the higher waves, while for Case A2, the higher

wave was promoted by HSF scenario with Wronna et al. 2015 initial conditions.

The MF quantities demonstrate significant variability depending on the flow direction. For M+
F , the

HSF scenario with a source characterization using the parameters proposed by Ribeiro et al. 2006

represented the Sworst for all configuration cases excepting Case A2, which shares the HSF common

source that triggers the higher wave. The GBF source with source parameters of Grandin et al. 2007

was found to be the Sworst for Cases A1, B1 and B2. The rupture of MPF represented the hazardous

scenario when considering the absence of the breakwater, Case A2, and for the new Vasco da Gama

terminal, Case C, respectively derived from the Zitellini et al. 2001 and Wood et al. 2009 proposals of

source parameters.

Peak loading patterns

The corresponding design forces were then estimated for the set of Sworst using the sum of Eqs. 3.25

and 3.26 introduced in Section 3.2.2 assuming γs = 11kN/m3, ρs = 1.1kg/m3, Itsu = 1.25 and Cd = 2.

The hydrodynamic quantities feeding the equations were capture by virtual gauges located at the cell

of fluid immediately before the cell containing the structure. The horizontal and vertical forces exerted

on the pile-supported infrastructure were calculated for a transverse 12m-width section corresponding

to one module of the structure that repeats itself along the longitudinal direction. Using the pseudo-3D

module allows to mimic the configuration of the piles, 2 piles and 5 piles every 6m, and adopt the design

recommendations for open structures, i.e., a structure in which the portion within the inundation depth
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Figure 6.10: Peak tsunami intensity measures for the different configuration cases. The left column
regards maximum free-surface elevation (m), while middle and right columns represent tsunami
maximum momenta flux (m3s−2) during inflow and outflow stages, respectively.)
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has no greater than 20% of closure ratio, not having interior partitions or contents preventing flow from

passing through and exiting the structure as unimpeded waterborne debris [32]. In this case, Ccx = 0.5.

The slopping grade under the slab was set to 36 : 25. Table 6.3 resumes tsunami horizontal and vertical

forces inferred from the set of Sworst. Considering the long-term forecast for the construction of Vasco

da Gama terminal, an additional exercise of comparing tsunami forces for an open- or closed-typologies

was performed, cases C1 and C2. respectively. For the sake of simplicity, the results are presented in

kN per meter in the longitudinal direction (perpendicular to shoreline).

Table 6.3: Peak cascading actions. Cascading earthquake and tsunami loading patterns for the different
structural configuration cases.

Str.
Case

Lead
IM

PGA Horizontal force [kN/m] Vertical force [kN/m]
[g] Inflow Outflow Inflow Outflow

A1

η 0.35 335.53 282.68 1 070.23 249.68
M+
F 0.21 277.50 168.28 3 439.40 240.30

M−F 0.20 231.89 158.78 677.15 161.55
PGA 0.37 242.02 197.98 1 005.36 244.99

A2

η 0.16 332.94 231.20 2 752.64 257.18
M+
F 0.16 332.94 231.20 2 752.64 257.18

M−F 0.27 178.21 54.01 862.66 55.62
PGA 0.37 246.43 193.57 1 148.06 235.62

B1

η 0.35 319.04 256.50 1 433.46 252.49
M+
F 0.21 288.71 190.49 2 517.97 229.05

M−F 0.20 181.30 90.13 995.85 132.49
PGA 0.37 242.02 197.98 1 005.36 244.99

B2

η 0.35 253.03 199.30 1 362.11 247.80
M+
F 0.21 267.57 192.25 1 833.02 232.80

M−F 0.20 147.19 93.02 794.17 197.18
PGA 0.37 242.02 197.98 1 005.36 244.99

C1

η 0.35 418.91 355.93 919.74 229.99
M+
F 0.21 409.08 274.31 2 803.37 231.87

M−F 0.32 246.43 170.23 1 148.06 185.93
PGA 0.37 242.02 197.98 1 005.36 291.87

C2

η 0.35 875.87 781.40 - -
M+
F 0.21 902.38 700.22 - -

M−F 0.32 699.64 585.35 - -
PGA 0.37 259.64 180.36 - -

6.4.2 Enhanced solution

Description

The deterministic approach of multi-hazard assessment provided peak quantities combining ground

motion, and tsunami hydrostatic and hydrodynamic effects on the container terminal of Sines deep-water

seaport. From the same Sworst was inferred the extended characterization of corresponding dynamic

loading patterns.
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The EXSIM tool described in Section 3.3.3, was adopted to determine the time-story of seismic

accelerations. Tsunami dynamic forces were determined using the coupled methodology described in

Section 3.2.3 and validated in Chapter 5.

Seismic hazard

The peak values of ground acceleration provided an important insight for structural design methods

based on non-linear static analysis. However, a complementary characterization of the seismic action

in time domain was pursuit for further non-linear dynamic analyses. The Sworst were re-evaluated

adopting the routine implemented in EXSIM [353]. Each of the Sworst were modeled to include

geometry, kinematics and geotechnical parameters, as resumed in Section D.1, Appendix D. In

addition, EXSIM requires complementary data such as magnitude, stress drop, type of fault, fault length

and width, stressref , hypocenter location in along fault and down dip distance from the fault, geometric

spreading, quality factor, damping of response spectra, number of frequencies, frequencies, crustal

amplification filter for frequencies, site amplification for frequencies, slip weight for sub-faults, seed and

number of trials, number and location of sites to compute the accelerations.

An overall and broad region of distributed deformation under NNW-SSE compressive stress-fields

were reported for Portugal mainland and adjacent West Iberia region [494–496]. A value of 100 bar

were indicated as an upper boundary for the local stress, yet with a disclaimer considering it as an

overestimation by Ribeiro et al. 1996 [494]. Zonno et al. 2005 [495] adopted values of 50 bar for offshore

sources and 120 bar for inland sources, while Carvalho et al. 2009 estimated 101 bar for intraplate and

66 bar for interplate ruptures. Values between 90 bar and 130 bar were later estimated for the Azores

region [497]. For the EXSIM parametrization, the stress drop parameter was defined with a value of

65 bar.

The hypocenter location along fault and down dip distance from the fault reference point (an upper

corner) was assumed with a random location. The geometric spreading was modeled following bi-linear

relationship with transition at the average value of 34.5 km, between 37.5 km given in Zonno et al. 2005

[495] and 31.0 km given in Carvalho et al. 2009 [496]. The quality factor, Q = max(Qmin;Q0Fη), used

Q0 = 239 and η = 1.06. The crustal amplification filter file relating frequency and amplification follows

Atkinson and Boore 2006 [463] relation for hard rock, while the site amplification filter file considers no

amplification for the Sines port case due to its implementation of good geotechnical conditions. Random

slip weights were assigned to all sub-faults.

Given the inherent variability in earthquake ground motions, design standards typically require

analyses for multiple ground motions to provide statistically robust measures of the demands. Twenty

accelerograms were generated for each of the Sworst. Fig. 6.11 shows the time-stories of design

seismic acceleration for the various Sworst. For the sake of readability, one time-history and its

complementary standard variation is shown in the accelerograms.

The maxima accelerations estimated from dynamic characterization are in general agreement with

PGA assessed in Section 6.4.1. Moreover, the synthetic time series generated by means of a non-

stationary stochastic method were converted into spectrum responses with damping of 5% to check
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(a) Marquês de Pombal sources proposed by Zitellini et al. 2001 [448] (left) and Wood et al. 2009 [456] (right).
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(b) Marquês de Pombal and Portimão Bank source proposed by Baptista et al. 2003 [447] (left) and Marquês de Pombal
and Pereira de Sousa source proposed by Terrinha et al. 2015 [449] (right).
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(c) Horseshoe source proposed by Ribeiro et al. 2006 [454] (left) and Wronna et al. 2015 [458] (right).
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(d) Gorringe Bank source proposed by Grandin et al.
2007 [455].

Figure 6.11: Dynamic earthquake action: time-histories of seismic acceleration derived from various
Sworst. Stars representing previously estimated PGA values.
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Figure 6.12: Dynamic earthquake action: correlation between elastic response spectra derived from
synthetic accelerograms

the compatibility with the recommendations of the Portuguese target design spectrum recommended

in Eurocode 8, which was introduced in Section 3.3.4. Each elastic response spectrum of Sworst was

represented as an average of its twenty generated response spectra, considering a viscous damping of

5%. The regulatory elastic response spectra was calculated for the Sines region and soil B. Fig. 6.12

shows the correlation between the synthetic and regulatory elastic response spectra.

In general, the correlation reveals variability among the generated and the regulatory elastic

response spectra. In terms of shape form, the average generated spectra missed the representation of

the constant spectral acceleration (interval between regulatory TB and TC), mostly due to the results

each of the generated or design spectra yield to represent. Whereas the response spectrum

represents the response to a specific earthquake, the design spectrum represents the predicted

response to an earthquake having the same PGA [498–500]. The Sworst corresponding to composed

fault ruptures scenarios, MPPSF proposed by Terrinha et al. 2003 [449] and MPPBF proposed by

Baptista et al. 2003 [447], once again exceeded the regulatory constant spectral acceleration branch.

The predominant period for the synthetic ground motions of 1755-alike earthquakes was evaluated

between 0.2 s and 0.4 s, which indicates the a relevant presence of high-frequency content. The

contents of branch of constant of velocity (interval between regulatory TC and TD) and constant

displacement (after TD) presented similarities with the regulatory elastic response spectra.

Tsunami hazard

The forces and pressures induced by Sworst of a 1755-alike tsunami in the container terminal of

Sines deep-water seaport were characterized using a coupled Eulerian SW-FV and Lagrangian NS-

SPH configuration. The first part of the numerical domain encompassing the tsunami propagation,

from the source of each Sworst up to tens of kilometers after the coastline, was modeled using SW-FV

scheme to characterize inundation behavior. The simulations were identical to the ones carried out to

determine the peak quantities assessment described in Section 5.2.2. Virtual gauges were strategically

implemented within 50m from the breakwater (perpendicular to structure) and repeated every 100m

(parallel to structure), V GA. A second row of virtual gauges was placed in the vicinity of the quay, V GB .

The second part of the coupled domain was modeled using NS-SPH scheme to capture gradients of
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vertical variation, encompassing the final 850m of tsunami arrival up to the dry-wet interface and about

1250m after the initial position of the shoreline, corresponding to the average limits of tsunami inundation

area estimated from the various Sworst. Fig. 6.13(a) show the schematic representation of the various

V G implemented in the cargo hub region.

The topo-bathymetric conditions assigned to the NS-SPH model were derived from average

approximation of the high-resolution grids, from which were extracted transverse profiles every 100m in

the longitudinal direction (perpendicular to shoreline). Fig. 6.13(b) depicts the various profiles and

average sloping conditions, where x = 0m marks the position before the breakwater in landward

direction. The domain was set to cover the average limit of tsunami inundated area (x ≈ 1.25km). The

average bathymetry and the soil-quay system were modeled using Blender [417], which is an

open-source rendering engine capable of exporting .stl format files that can be read by DualSPHysics

(see Fig. 6.13(a)).

The prototype of the cargo/shipping hub was reduced to geometrical scale of 1 : 10 in conjunction with

temporal scale of 1 : 101/2, based on the Froude similitude using Buckingham’s theorem. For example,

a wave with free surface elevation of η = 8m and period of T = 12 s in real scale values corresponds

to η = 0.8m and T = 3.80 s when converted into reduced-scaled model. The effects of scouring, air

entrapment between the fluid and the soffit of the quay slab, and debris impact and damming were

neglected.

In the prototype, the distance between the breakwater and the quay is about 850m while the

inundated area extends between x = 0m and x = 1250m, corresponding to a 200m-long domain in the

scaled model. The local water depth considering mean-sea level condition was set to y = 0m. The

interface between Eulerian SW-FV and Lagrangian NS-SPH, where the data-exchange occurs, was

prescribed using Dirichlet boundary condition. The transition from SW-FV to NS-SPH was imposed by

OBC using free-surface elevation and flow velocity quantities captured at the cell that immediately

precedes the position of the OBC V GA (see Fig. 6.13(a)).The OBC was prescribed by a buffer layer of

particles with width of 8∆p in the normal direction of the OBC, at x = 800m and y = −23.5m. The

inlet-outlet configuration was set to convert the new particles into fluid particles while allowing reverse

flow to mimic tsunami wave outflow on the seaward direction. The prototype was initially modeled to

assess tri-dimensional hydraulic influences. Representative 12m-width pseudo 3D module and 2D

models were created after the original 3D model.

A brief convergence analysis of both 3D and 2D models discretization was perform using a

representative OBD with initial η = 1.0m and constant flow velocity u = 1.6m/s2, corresponding to

η = 10.0m and u = 5.0m/s2 in the prototype. The values of H
∆p varied among the ratios assessed in

the convergence analysis described in Section 5.2.1, Chapter 5, i.e. H
∆p ≈ 20 to 40. The simulations

were carried out using computational resources identical the ones described in Section 5.2.1. For the

3D model, ∆p = 0.2m discretization lead to convergence, resulting in more than 4.2M of initial particles

and near 124h of GPU simulation run-time, while an equivalent 2D model was discretized within

∆p = 0.05m resulting in 58K initial particles and simulation run-time of about 1h.

The 3D NS-SPH simulations corroborated the main aspects observed in the SW-FV solutions, such
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(b) Modeling of topo-bathymetric conditions for the NS-SPH model.

Figure 6.13: Dynamic tsunami action: modeling of the coupled configuration.
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Figure 6.14: Dynamic tsunami action: particle image velocimetry of the three-dimensional NS-SPH
simulation of tsunami arrival at the container terminal to characterize the general flow behavior.

as the impact and inundation patterns of the flow. Fig. 6.14 represents the numerical solutions at different

times of interaction with the rigid quay. At instant t1 the wave generated after the breakwater arrived at

the quay immediately occupying the space between the free-surface level and the soffit of the quay slab

due the combination of flow current itself and sloping grade of the embankment. The wave propagating

towards the frontal 2.5m-height docking region of the quay induced a seaward reflection effect. Instant t2

shows the referred reflection effect becoming more evident when observing the position of the inundation

above the quay and the limit of the lateral flow propagation towards the shoreline, i.e. the advance of

the wave was faster on the lateral sides of the quay. The flow circumventing the structure developed a

more accentuated response due to drag phenomenon near the sharp edges of the quay (as discussed

in Section 5.1.2). The concentration of high flow velocities near the quay edges represented the main

highlight observed at t3. A logical discussion on the origin of such amplification might consider two

possible hypothesis, drag effects or channeling effects due the numerical modeling (relatively narrow

space between quay and domain lateral limit). However, making use of the SW-FV solutions previously

computed over wider domain was verified that same local amplifications pointing to the likelihood of

being associated with drag effects posed by the obstacle. At t4 the tsunami long-waves kept being

compressed against the structure and the sloping coast wide-spreading the pathway. For example,

in the wharf section designed with closed typology the impact of the flow occurred against the frontal

surface perpendicular to the tsunami but the inundation of the quay started behind that point, at the

lateral region near the dry-wet interface of the coastline. At instant t5, the shipping and storage areas

were totally inundated.

Considering the SPH sensitive nature to user-defined parameters and the absence of data to
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(a) Horizontal force exerted on the pile-supported quay due to tsunami first wave generated at representative Sworst MPPBF (left) and
MPPSF (right).
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Figure 6.15: Dynamic tsunami action: correlation between time-histories of horizontal tsunami force
characterized via semi-analytical SW-FV and built-in NS-SPH.

perform modeling calibration and validation, the numerical solutions were correlated with the results

obtained using the long time-used and validated SW-FV tool. The initial conditions were assigned using

two representative Sworst corresponding to the rupture of the MPPSF proposed by Terrinha et al., 2003

[449]) and MPPBF proposed by Baptista et al., 2003. The quantities were collected at the secondary

set of virtual gauges implemented within 1m from the container terminal(s), V GB (see Fig. 6.13(a)). As

discussed along Section 5.2, the non-linear FV-SW and NS-SPH schemes share equivalent capacity to

reproduce tsunami-like waves propagation. Aiming for a fair comparison, the time of simulation was to

t ≈= 650 s (t ≈= 2200 s in the prototype) order to capture the arrival of the wave while avoiding the

influence of more complex hydraulic phenomena after the impact against the elevated structure. An

overall fitting of the free-surface elevation curves at V GB locations was verified, which contributed to

increase the confidence level of using the coupled numerical protocol. The forces exerted on the quay

were estimated by SW-FV and NS-SPH numerical schemes using analytical and built-in approaches,

respectively. Due to SW-FV inherent characteristics, tsunami forces on the vertical direction were

exclusively estimated by NS-SPH. Fig. 6.15 shows both solutions of horizontal tsunami forces exerted

on the pile supported quay considering MPPSF and MPPBF scenarios and configuration case A1

(current conditions at Terminal XXI).

Moreover, the computational costs of 3D, pseudo 3D and 2D simulations were analysed on a

cost-benefit perspective to evaluate the advantages of having local tri-dimensional effects (full 3D

model) or pursuing simulations with more detailed geometry and refined particle discretization of the

pile-supported quay (pseudo 3D model) or simplified 2D representations. The uniformity of tsunami

flow impacting the quay (large infrastructure) along the longitudinal direction (parallel to shoreline)

contributed to validate the assumption of a 2D model over full 3D model would provide advantageous

reasonable characterization of tsunami pressures and forces exerted on the quay. The simulations of

2D models were carried out using ∆p = 0.05m, for intervals of time corresponding to the reduced
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temporal scale of the tsunami t = 7200 s : 101/2 ≈ 2280 s. Figures 6.16 and 6.17 depict tsunami

horizontal and vertical forces deduced from Sworst, considering current and future structural

configurations. On the horizontal direction, positive forces represent fluid pushing the structure on sea-

to land-ward direction. On the vertical direction, positive forces represent tsunami uplifting effects.

Dynamic loading patterns

The sets of dynamic loading patterns derived from each of the Sworst encompass time-histories of

seismic acceleration and tsunami pressure in horizontal and vertical directions. Fig. 6.18 represents

the general application of cascading loading patterns, and the particular set of designing loads for the

various configuration cases.

Earthquake accelerations were applied at the foundation level while tsunami forces were applied as

uniform forces on the infrastructure elements. The loading combination followed the previously

identified inextricable Sworst. Function of the configuration case, the loading pattern composition

consists of seismic acceleration and tsunami horizontal and vertical effects derived from the rupture of

Sworst. For example, for case A1 (current configuration of the cargo hub) loading cases included

MPPBF proposed by Baptista et al., 2003, HSF proposed by Ribeiro et al., 2007, GBF proposed by

Grandin et al., 2007 and MPPSF proposed by Terrinha et al., 2003.

The uncertainty about the most suitable distribution pattern for the representation of the

hydrodynamic forces remains in the literature [501], varying among triangular and trapezoidal patterns

or literature referring that the use of different distribution patterns provided similar results [502].

Regarding pressure characterization, modified the Goda equations originally developed for wave

pressures on a vertical caisson breakwater were experimentally calibrated for elevated structures [503].

However, the pressure distribution was exclusively calibrated for the horizontal direction. Another work

by Reis et al., 2022 [272] numerically predicted the pressure distribution on an elevated structure in

both horizontal and vertical directions. However the surfaces of the elevated structure had regular

surfaces, whereas the soffit of the quay has irregular geometry. Thus, the application of the tsunami

action in the structural model would benefit from the multi-phase advantages of NS-SPH to study the

tsunami pressure distribution under the quay. Moreover, a better characterization of drag effects among

the piles is deemed necessary to infer channeling and force reduction due to relative positioning of the

piles in the group. The NS-SPH showed that the first pile being impacted by the tsunami absorbed

most of the wave impact.

Nonetheless, the modeling followed a more sophisticated approach than what is envisioned on

international regulatory codes. The NS-SPH models showed that tangential forces on the quay during

inflow and outflow represent less than 10% of the loads exerted perpendicularly to the piles, while the

ratio between horizontal and vertical forces was estimated in approximately 70%. An average

proportion was adopted to characterize the percentage of total horizontal force being uniformly applied

on the piles. Total force was considered for the first pile, 80% for the second, an reductions of 10% for

the after piles. On the vertical direction, a harmonization of the highly non-linear phenomena occurring

under the quay was adopted to linearly define the tsunami uplifting force.
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(a) Configuration cases A1 (left) and A2 (right).
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(b) Configuration cases B1 (left) and B2 (right).
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(c) Configuration cases C1.

Figure 6.16: Dynamic tsunami action: time-histories of tsunami force on the horizontal direction derived
from various Sworst and configuration cases.
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(a) Configuration cases A1 (left) and A2 (right).
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(b) Configuration cases B1 (left) and B2 (right).
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Figure 6.17: Dynamic tsunami action: time-histories of tsunami force on the vertical direction derived
from various Sworst and configuration cases.
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MSL

Figure 6.18: Structural analysis: successive non-linear dynamic analysis. The first to fourth interval
corresponds to static loads, seismic acceleration imposed at the bed-rock level (pink), tsunami pressures
during inflow stage (blue) and tsunami pressures during outflow stage (green).

6.5 Cascading multi-hazard remarks

Hazard maps provide powerful and immediate data for engineering purposes, while having an

intrinsic generalist nature. The design of critical coastal structures benefit from complementary

assessment of cascading seismic and tsunami multi-hazard targeting the infrastructure. Probabilistic or

scenario based approaches to characterize seismic actions are comparatively more abundant than

tsunami hazard estimates. The main focus of the developed work was about the performance and

capacities of numerical schemes to reproduce hydraulic phenomena associated with tsunami.

Over the 864 simulations using OpenQuake software [352], at least 7 out of the 36 focal mechanism

had potential to generate seismic accelerations exceeding the recommendation by the Portuguese

national annex of EC8 for structures of class of importance IV (0.298 g). Over 144 simulations of

tsunami using SW-FV scheme showed that the hazardous seismic and tsunami scenarios were

triggered by different sources. The hazardous seismic scenario induced PGA = 0.37 g, while the

hazardous tsunami scenario depended on the intensity measure and structural configuration of the

terminal, where the corresponding PGA values varied from 0.16 g to 0.35 g. Hydrostatic and

hydrodynamic tsunami maxima quantities also derived from different scenarios and flow stages (inflow

or outflow). The simulations demonstrated that, depending on the scenario, the higher hydraulic

quantities were inferred between second and fifth waves, which corroborates literature mentions about

the first wave of the 1755 tsunami not being the most impressive [129].

The role of coastal protections structures designed to withstand storm waves were found beneficial

reducing the tsunami wave height in some of the scenarios. However, in other scenarios the presence

of the breakwater led to resonance effects between the protection and the quay infrastructures. In most

scenarios, the flow circumventing the edge of the breakwater led to amplification of the flow velocity
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towards the quay.

Depending on the structural configuration, the hydrostatic design quantities varied from 8m to 11m,

at Terminal XXI, and 14m at the future Vasco da Gama terminal. The range of estimated values of

positive momenta flux varied between 100m3s−2 and 200m3s−2, for Terminal XXI, and

M+
F ≈ 240m3s−2, for Vasco da Gama terminal. During the outflow stage, the negative momenta flux

was quantified as 100m3s−2 to 250m3s−2, for Terminal XXI, M−F ≈ 110m3s−2 for Vasco da Gama

terminal.

Accordingly, the tsunami forces in horizontal and vertical directions were calculated using the basic

and the enhance approaches for a 6m pseudo 3D module.

The basic approach adopted the analytical recommendations of the North American standards.

Average values of horizontal forces in front of the quay during the inflow were estimated in

Fh ≈ 300 kN/m for open typologies and double to triple values if considering a close typology for the

new Vasco da Gama terminal. In the vertical direction, the tsunami forces show a wide range of values,

from Fv ≈ 700 kN/m to Fv ≈ 3000 kN/m. During the outflow, Fh ≈ 200 kN/m and Fh ≈ 700 kN/m for

open and closed typologies, respectively, while Fv ≈ 200 kN/m.

The enhanced approach was conducted using the coupled numerical scheme to perform the

simulations. The horizontal and vertical forces exerted on the pile-supported quay were computed

using a built-in algorithm. The time histories of tsunami horizontal forces showed maxima values

varying between Fh ≈ 400 kN/m and Fh ≈ 800 kN/m, and minima between Fv ≈ −200 kN/m and

Fv ≈ −800 kN/m.

The dynamic characterizations of ground motion accelerations provided values matching the PGA

estimates for the various Sworst. The dynamic characterization of horizontal tsunami forces showed

relatively higher values than the peak estimates from the baseline solutions. However, the main

differences were observed when correlating values of vertical forces. On the enhanced solutions the

force was effectively quantified along the quay, while the numerical quantities adopted on the

semi-analytical approach of the baseline solution were obtained from virtual gauges positioned at the

last cell before the fluid-soil interaction. Moreover, the inherent simplification of SW-FV numerical

scheme limits the fluid flow characterization on the vertical direction (as discussed in Section 5).

The dynamic characterization demonstrated negligible three-dimensional effects along the quay

longitudinal direction, but concentrated amplifications near the unprotected pointy edges facing the

waves flow. Similarly, the distribution of the pressure in the vertical direction has a tendentious

exponential growth near the edges of the quay. As discussed in Chapter 5, the noisy results of pressure

fields distribution accentuated on the edges are due to the inherent SPH challenge of tuning physical

and numerical dissipation.

6.6 Micro-scale: Successive structural analyses

Starting from the extreme north, the current 946m-long quay serving as container terminal is

supported by RC caissons along the first 230m and piles along the subsequent 716m further north.
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Section Principal reinforcement
SB1 Superior φ25//0.20 + φ20//0.20

Inferior 0
SB2 Inferior φ16//0.20 + φ20//0.20

Superior 0
SB3 Superior φ16//0.20 + φ20//0.20

Inferior 0
SB4 Superior φ16//0.20 + φ20//0.20

Inferior 0
SB5 Inferior φ16//0.20 + φ20//0.20

Superior 0
SB6 Superior φ20//0.10

Inferior 0
SB7 Superior φ20//0.10

Inferior 0
SB8 Inferior φ20//0.10

Superior 0
SB9 Both/each φ20//0.10

Table 6.4: Structural modeling: reinforcement scheme of the horizontal elements.

The open typology is expected to be extrapolated for the future 204m and 600m expansion phases of

the container terminal, as well as for the construction of the new Vasco da Gama terminal. Fig. 6.19

depicts the schematic constructive design of the container terminal(s) [504]. Further on, longitudinal

and transverse directions of the soil-quay system stand for parallel and perpendicular orientation

towards the shoreline, respectively.

The RC deck relies on longitudinal and transverse beams defining 100m modules, where pre-cast

channel elements and cast-in-place RC slabs using C35/45 concrete and A500 NR SD reinforcing steel

materials (cover thickness ≈ 6 cm) have thickness of 2.5m in the front (seaward) and 0.45m in back

(landward) of the quay. Table 6.4 resumes the scheme of reinforcement of the various sections

composing the horizontal elements (see Fig. 6.20 for detail and identification of the sections).

The modules are supported by rows of five and two vertical cast-in-site RC piles in intervals of 6m,

directly transmitting the loads to the soil. The piles have circular cross-sections of 1.3m diameter,

accounting with the S355 JR tube with 11mm-thickness adopted to driving the piles during the

construction works which was left as lost form-work. The length of the piles in alignments A and B is

26m while in alignments C, D and E is 24, 5m. All piles are 4m-embedded deep into bedrock

foundation, above which is deposited an artificial triangular rock-filled embankment of quarry material.

The soil parameters characterized via geotechnical prospection are listed in Table 6.5 [504].

Drained
Soil Name γunsat

[kN/m3]
γsat
[kN/m3]

υ
Eref

[kN/m2]
cref
[kN/m2]

φ
◦

1 Bedrock 24.4 26.0 0.20 8.5E6 10.0 30.0
2 Modified bedrock 26.1 27.5 0.33 1.5E6 8.0 28.0
3 Quarry run fill 18.0 20.0 0.30 0.5E6 0.0 40.0
4 Rock fill 18.0 20.0 0.27 0.8E6 0.0 45.0

Table 6.5: Structural modeling: soil properties.

The relationship between time-histories of intensity measures quantified in Section 6.4.2 and

structural demand were characterized via successive seismic and tsunami non-linear dynamic analysis.

The demand of interest for the open-type soil-quay system consists of horizontal displacement,
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bending moment and shear force along quay and piles, axial force on piles, moment-rotation diagrams

on pile-slab and pile-foundations connections, and soil stresses.

6.6.1 Structural modeling

Models with 2D and pseudo-3D discretization that repeat themselves along the longitudinal direction

were adopted to represent the soil-structure system. The fibre modelling approach employed in the

current endeavour inherently accounts for geometric and material non-linearities. Fig. 6.20 depicts the

numerical model of the soil-quay system.

The multi-layered soil, encompassing bedrock foundations and rock-fill composing the embankment,

was modeled using 3D brick and 2D quad elements with non-linear properties. The various layers of

soil material were defined based on characteristic properties acquired during geotechnical prospection,

resumed in Table 6.5. The soil tensile strength was set to zero.

For the pseudo-3D model, the dimensions of the soil medium were set to approximately 250m in

the transverse direction, 36m in the longitudinal direction and 60m in depth. For the 2D model, the

soil medium dimensions were set to approximately 435m and 60m in transverse and vertical directions

with thickness (longitudinal dimension) of 12m. Beside the dimensions assumed to mimic free field

conditions, the surfaces limiting the soil massif in the transverse direction were defined to have identical

horizontal displacements enforcing an approximate shear-type horizontal response for the soil substrate.

The conditions to guarantee the interaction between the soil and the structure were imposed between

nodes with identical coordinates assigning a infinitely rigid constraint. This assignment kinematically

connected the structure and soil substrates.

The RC structure consisting of a quay deck supported by circular piles was modeled as a frame

adopting Displacement-based Beam-Column elements with non-linear distributed plasticity assembled

by Force-Deformation fiber sections defined in terms of materials and geometry.

The materials adopted to model the RC frame include core and cover concrete for strength class

C35/45 following Mander [402] unified stress-strain model considering degraded linear

unloading/reloading stiffness. The steel constitutive material follows Giuffre-Menegotto-Pinto steel

model with isotropic strain hardening [403], for class of resistance A500. The constitutive relationships

of the materials are described in Section 4.4.1.

The pseudo-3D model was defined using elements with full and half sections to model the central

and lateral rows of piles and beams in the transverse direction of the module (see representation of

the module in Fig. 6.19), while the 2D model was modeled using the full sections of beams and piles

overlapping elements representing piles A and E to resemble the frame spacing (rows of two or five piles

spaced 6m apart).

The A335 metallic tube used to drive the piles into the foundation was kept as lost form-work in

the prototype. In the model, the A355 steel tube was represented as an equivalent area of A500 steel

and converted into reinforcing bars of 25mm diameters in the sections of the piles. The mean yielding

strength of A500 steel is fyd,500 = 553MPa, while A355 is fyd,355 = 382MPa. The conversion of the
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Figure 6.20: Structural modeling: idealization of pile-supported soil-quay system for FE analysis.
Modeling variations include pseudo-3D and 2D domains and configuration of pile-beam connections.
Acronyms ’SP’ and ’SB’ stand for sections along pile or beam/slab, respectively.
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A355 tube into A500 bars was done by assigning to the bars that represent the tube the same yield

capacity as the area of the tube. The area of a hollow 11mm tube is Atube = 0.0445m2, representing a

yielding strength of Fs,tube = Atubefyd,355 = 13720 kN . Each φ25 A500 bar has an yielding strength of

Fs,1bar = 213 kN . Thus, an equivalent number of 64 φ25-bars of A500 steel were added to the external

perimeter of the pile section.

The piles were then subdivided along their length depending on the reinforcement configurations,

and free or embedded sections (variable due to embankment slope and rocky foundation). Various

fiber-sections were assembled to model the section of the piles, ’SP’ in Fig. 6.20. To SP1, SP2, SP3

and SP4 were respectively assigned 120, 92, 78 and 14 φ25-bars of A500 steel. Piles in row D and E

have SP1 along 6m followed by another 6m of SP2, transitioning to SP3 until the last 4m of SP4, which

represents the section directly embedded into rocky soil. Piles in rows A, B and C have a 8m SP2 on

the connection to the quay, SP3 with 12m length and the same 4m of SP4 on the rocky foundation.

Vertical pile-supported quay structures are usually designed to act as ductile moment frames with

plastic hinge formation during earthquakes at the connection to the quay deck and possibly a second

hinge may form below the surface of the soil. However the positioning of the piles’ tube edging the

beams prevents the development and spreading of the plastic hinge at the strategic location. To avoid

an over-conservative characterization of the structural behavior of the pile-supported quay with a

plastic hinge of almost zero length, the connection of the tube edging the beam was alternatively

modeled adopting a sectional transition between SP1 and the longitudinal beams to enforce the

spreading of plastic hinge in the length where the steel stress is between yielding and ultimate values.

Because in this case the model was incapable of accounting the spreading length of the plastic hinge,

the transitional section was modeled based on Eurocode 2 (EC2) recommendations to determine the

anchorage length of the longitudinal reinforcement aiming to assure that bond forces are safely

transmitted to the concrete avoiding longitudinal cracking or spalling. The design anchorage length, l0,

to model the top section of the piles was calculated accounting for the basic required anchorage length,

lb,rqd, affected by coefficients to account the influences of the form of the bars, α1, concrete minimum

cover, α2, confinement by transverse reinforcement, α3, welded transverse bars along the anchorage

length, α4, and pressure transverse to the plane of splitting along the anchorage length, α5. The

product needs to be equal or greater than the minimum anchorage length, l0,min, as in Eq. 6.3:

l0 = α1α2α3α4α5
φ

4

τsd
fbd
≥ l0,min (6.3)

where, τsd is steel design yield stress and fbd = 2.25η1η2fctd is the ultimate bond stress. The values

of α and η coefficients are tabled in EC2. Except for α2 = 0.94, the contribution of the effects all

α coefficients was found negligible. For the pile-slab connection, η1 = η2 = 1 respectively represented

good quality of the bond condition due to concreting process and bar diameter inferior to 32mm, resulting

in fbd = 7.4MPa. The design anchorage length was quantified as l0 = 2.5/4 · 0.94 · 435/7.4 = 34.5 cm.

The l0,min for anchorages in tension assume the maximum of 0, 3/lb,rqd; 10ϕ or 100mm, while for

anchorages in compression max0, 6/lb,rqd; 10ϕ; 100mm, where ϕ is creep coefficient. Thus, the circa
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35 cm of anchorage length represents the zone where the ultimate capacity is reduced up to zero (elastic

regime). To assign the characteristic plastic hinge function, the spreading length exclusively corresponds

to the zone encompassing ultimate to yielding capacity. Assuming a 1.22 ratio between ultimate and

yielding capacity of steel bars [505], the l0 · (1.22− 1) = 34.5 · (1.22− 1) = 7.6 cm. Since l0 is estimated

conservatively, the real value is less than 7.6 cm. As the plastic hinge spreads in both direction (beam

and pile) from the cross-section of maximum stress in the pile reinforcement, a 10 cm length of plastic

hinge was assumed and modelled. Fig. 6.20(b) depicts the two configurations, SP1 and SP1∗ with a

lower 10 cm position of the tube (exclusively considering the steel bars at the top of the piles).

Beside the tube, the contribution of the transverse reinforcement composed of 12mm diameter spiral

stirrups spaced 100mm, for SP1, and 200mm for the other sections, was introduced as a confinement

parameter changing the ultimate strain to εcu = 0.025 in the concrete constitutive relationship model

(following calibration procedure introduced in Section 4.4.1). Twenty and ten fibers were considered for

the discretization of the cross section of the piles on circumferential and radial directions, respectively.

For the pseudo-3D the longitudinal beams in A, B, C, D and E rows have 1.8m height and average

1.5m width, while slab weight was added on the quay diaphragm. For the 2D model, the slabs of BC,

CD and DE spans, were modeled as horizontal elements of 0.45m in height and 1.0m in width, in

the transverse direction. Nine fiber sections, SB, were defined to assign the reinforcement conditions.

Eighteen and ten fibers were considered for the discretization of the cross section of the beams on

vertical and horizontal directions, respectively. On both pseudo-3D and 2D models, AB sections/beams

were modeled as elastic C35/45 RC concrete sections with 2.5m in height. A condition uniforming the

quay horizontal displacement in the transverse direction was imposed via diaphragm option.

The frame model was discretized into 0.5m bars. To obtain better results near the elements edges,

where plasticity is typically concentrated, while keeping the numbers of elements low, reducing the

computational time, a refined mesh concentration was applied. The soil model was discretized into

4.0m hexahedral or quadrilateral elements, refined to 1.0m in the vicinity of the soil-quay interface.

The pseudo-3D model was discretized into a composition of 2412 line elements, 53040 soil hexahedral

elements and 60604 nodes, while the 2D model discretization led to 488 line elements, 6147 quadrilateral

element and 6834 nodes.

The static loading included weight of the structure and live loads, −10 kN/m on the quay and

−30 kN/m on back-reach platform corresponding to cargo storage (see Fig. 6.1). The dynamic loading

included seismic and tsunami actions assessed in Section 6.4.2. The time series of seismic

acceleration were prescribed as uniform uni-directional excitation in x−direction at the rocky

foundation. In the 2D model, the tsunami loading was imposed as horizontal and vertical forces, while

in the pseudo-3D model adopted forms of horizontal and vertical distributed pressures along the

structural elements. Loads associated with cranes, reach stacker, rubber defenses and mooring were

neglected. For time steps of ∆t = 0.01 s, the simulations of pseudo-3D and 2D models required

run-times of circa 96h and 8h, respectively.
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6.6.2 Structural analyses

Regulatory damage limitation

Working Group 34 of the International Navigation Association (PIANC) [305] gives specifications of

damage, established on the basis of the serviceability and ultimate states, for the different types of quay

structures. For pile-supported wharves, the level of structural damage relies on damage criteria resumed

in Table 6.6:

Level of damage Serviceable Repairable Near collapse Collapse
Deck Differential settlement quay-soil ≤ 0.3m N/A N/A N/A

Residual tilting 0.0524 rad N/A N/A N/A
Dike Horizontal displacement ≤ 0.15m N/A N/A N/A
Pile Peak response Elastic Limited inelastic Plastic Beyond

Table 6.6: Structural analysis: regulatory damage criteria of pile-supported wharves.

Regarding load bearing capacity, it represents a combination of the piles capacity to transmit (mainly)

axial forces, into the foundations and the surrounding soil capacity to absorb the load. Eurocode 7 (EC7)

provides outline guidance on the embedded depth, z ≥ 3Dpile and z ≥ 5m, or reduced up to z ≥ 2m

when favorable geologic conditions were determined via geological studies, which is the case of the

pile-supported quay of Sines port.

The design situations in EC7 (Part I) include geotechnical failure by compression, tension and

transverse loading, and structural failure by buckling, shear and bending. The limit state design, based

on ultimate and serviceability limit states, is based on the simplification of performance criteria into a

single safety criteria associated with ultimate limit state, ULS, for piles bearing in medium to dense soils

(as in Sines port). The ULS encompasses verification of soil and structure capacities to provide

resistance, Rd, for the design actions, Ed, such that Rd ≥ Ed requirement is verified. The determination

of Rd admitted in Section 7 of EC7-I includes alternative principles based on static load tests, empirical

or analytical calculation methods, dynamic load test results, and observation of the behavior of

comparable pile foundations in similar soil conditions.

In Sines, an exhaustive geotechnical campaign was carried out to provide geotechnical profiles of

soil, which identified a lithostratigraphic profile composed of deorite gabbro and microgabbro,

argillaceous and carbonaceous shale. From field Standard Penetration Tests, SPT, and laboratorial

static load tests was determined the soil capacity (maximum vertical load) for the piles. In particular for

alignment of piles A, B, C, D and E were quantified values of 5714 kN , 7976 kN , 7122 kN , 6958 kN and

7971 kN , respectively [504].

Part 2 of EC7 allows to calculate the compressive resistance of a single pile from profiles of ground

tests or directly from ground parameters. The evaluation of the pile ultimate bearing capacity to support

axial loading, Rult, was determined using a theoretical formulation based on soil parameters

encompassing contributions of load capacity at the end of the pile, qb, and friction along the pile

embedded on the layer(s) of soil i, qs,i. The base Rb and shaft Rs resistances are expressed in Eq. 6.4:
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 Rb = Ab · qb
Rs = As,i · qs,i

(6.4)

where Ab is the nominal plan area of the base of the pile and As,i is the nominal surface area of the pile

on soil layer i.

The unit base resistance qb = σc · ksq · dr, where σc is soil compressive strength, ksq is a factor

depending on the quality of the soil following Rock Quality Designation for rock core taken from boreholes

(ksq = 0.8 for high quality rock) and dr is a factor depending on the embedded length of the pile in the

rock, l, which follows dr = 1 + 0.4 · l/D, where D is the the diameter of the pile.

The unit shaft resistance in soil layer qs,i = P · τult, where P is the perimeter of the pile and τult is the

ultimate resistance to friction on piles driven into rock, directly depending on the uniaxial σc of soil and

indirectly on the rock mass, Nσ following τult = σc ·Nσ. In absence of EC7 guidelines, AASHTO manual

recommends τult = (0.21 ∼ 0.26) · σkc , where k = 0.5.

Assuming piles driven into rocky soil with an average σbc = 70000.5 kNm, the ultimate bearing capacity

of the piles Rult ≈ 10000 kN . For design resistance, Rd is affected by two safety factors to reduce base,

γb and friction γs capacities to assess the allowable bearing load, qa. The values of γb and γs are given

in EC7-1, Annex A, Table A6 (γb = γs =1.3). The design pile capacity Rd = 7690 kN .

Resistance capacity

A fiber-based approach was adopted to model the quay elements. The design process still relies on

the Rd ≥ Ed requirement based on design action affects (axial and shear load, N and V, and bending

moment, M). The N-M diagrams for ultimate and yielding bearing capacity of the pile cross section were

calculated using an in-house code. Fig. 6.21 depicts N-M diagrams of each section and the yielding

capacity of the sections with likelihood of plastic hinges development, at pile-quay and pile-rocky

foundation connections. Positive values on y-axis represent tensile axial force. Fig. 6.21 shows the

correlation between yielding capacity (moment-curvature relationship) of SP1 and SP1∗, for axial

loading of 2000 kN , 5000 kN and 10000 kN , while the yielding capacity of SP4 exhibiting a longer

hardening phase was adjusted to be coherent with values of admissible ultimate resistance, 1000 kN ,

2000 kN and 5000 kN . The resistance given by the M-N diagrams of the sections encapsulated by the

tube, S1, S2 and S3, were found similar, while SP1∗ and S4 presented values with smaller order of

magnitude.

For the horizontal elements, the ultimate resistance of 12m-width cross sections of S1 to S9 was

estimated for bending and shear. Table 6.7 summarizes the estimated values of resistance.

Preliminary analysis

Bearing in mind the computational costs associated with pseudo-3D and 2D analysis, the first

verification was the similarities of the numerical solutions, presumably accepting a two-dimensional

modeling approach (lack or minimal out of the plane effects). Moreover, modal analysis of both models
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Figure 6.21: Structural modeling: ultimate N-M and yielding M-θ structural capacity of the cross sections
of the piles.

Elements, compressive strength N−
rd

[kN]
Soil: alignment of piles A 5714
Soil: alignment of piles B 7976
Soil: alignment of piles C 7122
Soil: alignment of piles D 6958
Soil: alignment of piles E 7971
Piles 7690
Cross-sections: vertical elements Nrd,max Nrd,min Mrd,max Mrd,min

[kN] [kN] [kNm] [kNm]
SP1 26684 -50500 12453 -12453
SP1∗ 12927 -36744 7463 -7463
SP2 21601 -45829 11001 -11001
SP3 20220 -44554 10557 -10557
SP4 3232 -27619 4091 -4091
Cross-sections: horizontal elements Vrd Mrd

[kN] [kNm]
SB1 2112 -7932
SB2 2112 5256
SB3 2112 -5256
SB4 2112 -5256
SB5 2112 5700
SB6 2112 -5568
SB7 2112 -5568
SB8 2112 5568
SB9 2112 -5568

Table 6.7: Structural analysis: ultimate resistance of cross sections.
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T1 = 0.449 s T2 = 0.271 s

T3 = 0.208 s T4 = 0.180 s

T5 = 0.177 s T6 = 0.117 s

Figure 6.22: Structural analysis: modal analysis of the pseudo-3D soil-quay system. Representation of
the first six modal periods.

were performed to characterize the first six modal periods and determine the Rayleigh damping matrix

for the following successive analyses of the system. The modal analyses included a brief parametric

study including pseudo-3D and 2D domains, and SP1 and SP1∗ configurations. The Static analysis

with Load-Control integrator interval was governed by the UmPack system of equations solved by

Krylov-Newton algorithm. The load application followed ten incremental steps (10% per step). The

norm displacement criterion was set to 10−5 tolerance to verify convergence of the results in each step,

allowing a maximum of 500 iterations per step.

Figure 6.22 depicts the results of the modal analysis for the pseudo-3D model. The results for the 2D

models can be found at Section E.1, Annex E. In general, modal analyses showed minimal variations on

the natural periods of the system, varying between T1 ≈ 0.4 s and T6 ≈ 0.1 s. The comparison between

2D models with SP1 and SP1∗ connections showed (slightly) higher vibration periods of the model with

SP1∗ configuration, indicating a (slightly) more flexible behavior of SP1∗ configuration, which was the

configuration adopted to conduct the successive structural analyses.

The preliminary stage of the analysis also allowed to verify modeling and calibration assumptions,
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such as soil-structure interaction and non-linearity of soil-quay system responses. The 2D model of the

soil-quay system with SP1∗ configuration was subjected to a static ±10000kN horizontal load applied

with an increasing 20% load factor on the quay. Fig. 6.23 depicts the preliminary results.

As expected, the displacements of quay and soil massif at the connection between both are equal

due to soil-structure sharing equal DOF and imposed diaphragm condition applied on the quay. The

movement of the soil-quay system was privileged when pushed on the seaward direction due to both

soil geometry and its non-linear behavior, which typically resists compressive but not tensile stresses.

For the same load magnitude, the soil exhibited about 0.0012m of horizontal displacement and 22 kPa

of soil stress for positive load (landward), while the negative load (seaward) induced higher 0.0066m

displacements and 42 kPa stress. The solicitation of the soil volume required in each loading case

also corroborated the theoretical expectations, i.e., the soil stress distribution along the embankment

length was related with the loading direction with concentrated stress in the embankment region being

observed for the seaward loading case, while a larger part of the embankment contributed to resist the

loads applied on the landward direction.

Successive structural analyses

The Rayleigh damping for the purpose of dynamic analyses was assigned by a damping matrix

expressed as a linear combination of mass and stiffness matrices. The Rayleigh damping parameters,

c = αm + βk, where m and k represent mass and stiffness matrices, were automatically calculated

from the periods of the most relevant vibration modes and assuming material damping ratio of ξ = 5%

(slightly conservative for the soil which has good geotechnical properties). All successive transient

analyses were performed considering the dumping matrix on the UmfPack system of equations solved

by Krylov-Newton algorithm.

The first-staged static analysis was performed to assess the static effects of dead and live loads.

The effects of each stage were set as initial conditions for the following stages, so stage Interval 2

continues from the end of the static analysis and stage interval 3 due to tsunami continues from the

end of seismic stage 2. The successive structural analyses were then carried out for the various set of

dynamic cascading loading patterns (Fig. 6.18).

The second stage, a non-linear transient analysis, was performed to characterize the behavior of

the soil-quay system under seismic accelerations. The Transient analysis used Newmark integration

scheme. The convergence was tested with Norm Displacement Increment with tolerance of 10−3 verified

along the maximum of 500 interactions/step. The duration of the analyses were set to match the duration

of each accelerogram, to cover up the stages from rest to excited to rest stages, plus an unloading phase

carried out over a time lapse sufficient to ensure that the structure is fully at rest. The ground motion

was imposed at the bed-rock level as an uniform excitation given by the various accelerograms, in x−

direction (horizontal excitation). The seismic analysis showed the responses of the soil-quay system to

the different accelerograms imposed at the bedrock level.

The third stage, a non-linear transient analysis, was performed to characterize the soil-quay system

under tsunami effects. Each analysis was initialized with cumulative effects kept from the previous ones.
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Figure 6.23: Structural modeling: preliminary verification.
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Loading EQ Displacements Residual Regime
Scenario EQ [g] Landward [m] Seaward [m] Displacement [0] EQ
MPF zit -0.24 - 0.25 0.030 -0.030 0.003 Failure SP1∗ Pile E

MPF woo -0.30 to 0.28 0.024 -0.030 -0.002 Plastic SP1∗ Pile E
MPPBF bap -0.38 to 0.45 0.027 -0.037 -0.003 Failure SP1∗ Pile E
MPPSF ter -0.59 to 0.52 0.042 -0.058 -0.003 Failure SP1∗ Pile E

HSF rib -0.30 to 0.29 0.015 -0.025 -0.002 Plastic SP1∗ Pile E
HSF wro -0.20 to 0.18 0.015 -0.017 0 Elastic
GBF grd -0.20 to 0.20 0.015 -0.015 0 Elastic

Loading TSU Displacements Regime
Scenario TSU H [kN/m] TSU V [kN/m] Landward [m] Seaward [m] TSU
Scenario -580 to 320 -760 to 650 - - Failure
MPF zit -400 to 400 -200 to 1100 0.008 -0.033 Failure SP1∗

MPF woo -610 to 590 -580 to 580 - - Failure
MPPBF bap -320 to 400 -200 to 250 - - Failure
MPPSF ter -400 to 400 -780 to 1050 0.007 -0.017 Failure S9 Slab BC

HSF rib -480 to 300 -860 to 1050 0.030 -0.022 Failure S1 Slab BC
HSF wro -510 to 300 -200 to 1100 0.003 -0.007 Failure S1 Slab BC
GBF grd -500 to 490 -200 to 1050 0.007 -0.033 Failure S2 Slab BC

Table 6.8: Structural analysis: summary behavior of pile-supported quay under cascading earthquake
and tsunami actions.

The tsunami pressures were applied using a pattern of unitary nodal forces controlled by a function

representing the tsunami imposed variations (see Fig. 6.18).

Structural response

The seismic responses of the soil-quay system were systematically computed for the various set of

loading patterns derived from Sworst of the 1755 GLET-alike event.

From the seismic analysis, the overall qualitative soil displacement pattern demonstrated a quite

similar response for the various Sworst. The largest lateral displacements of the soil occurred in the

upper layers due to geometry and likelihood of shear deformation associated with geotechnical

conditions of soil type 3. The maximum lateral displacement of the soil occurred at the top layer of soil

(type 3), corresponding to the location where the quay links the back-reach embankment. In the slope

region of the embankment where the piles are embedded, the lateral displacements extend to the

deeper soil, from near the dike toe up to the transition of embankment-rocky foundation layers. The

non-linear properties assigned to the soil material and the difference in the volume of soil in the

transverse direction (perpendicular to shoreline), led to higher displacements on the seaward direction.

Table 6.8 resumes maxima horizontal displacements induced by seismic and successive tsunami

actions, respectively. Positive and negative values represent land- and sea-ward directions,

respectively.

Table 6.8 resumes the main characteristics of the structural behavior of the soil-pile supported quay

under loading patterns of cascading seismic and tsunami actions from Sworst.

Quantitatively, the seismic analyses of the various Sworst showed a range of quay horizontal

displacements between ‖δx = 0.015m‖ and ‖δx = 0.058m‖, land- and sea-ward directions respectively.

Except Sworst derived from GBF proposed by Grandin et al., 2007 and HSF proposed by Wronna et al.,

2015, the seismic analyses of all other scenarios solutions demonstrated a residual displacement after
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the ground motions. Such observation implied a transition from elastic to plastic regime and likeliness

to evolve to structural failure due to limited ductility of the system (slab without confinement

reinforcement and pile with small plastic hinge lengths).

To ascertain the location of plastic hinges development, values of bending moment, axial and shear

forces were determined at instant of time corresponding to maxima displacements of the quay on both

land- and sea-ward directions. Then, values of design and resistance capacity were correlated to infer

the status of the section: elastic (below yielding level capacity), plastic (between yielding and ultimate

capacity) or collapse (above ultimate capacity). Such approach considering static quantities was

adopted to determine the location of structural vulnerability.

Among the results, three possible cases were denoted. One corresponds to seismic actions

inducing structural response remaining under structural yielding threshold, which is equivalent of

having a hypothetical scenario of distant tsunami on which the infrastructures are minimally exposed or

unaffected by seismic accelerations, keeping original resistance to withstand the incoming tsunami (for

example GBF scenario proposed by Grandin et al., 2007). Another two cases represent a typical

regional/local tsunami, on which the structure is previously affected by seismic action, transitioning from

elastic to plastic regime (for example HSF scenario proposed by Ribeiro et al., 2007) and possibly

evolving to collapse (for example MPPSF scenario proposed by Terrinha et al., 2003). Figs. 6.24, 6.25

and 6.26 depict the identified three representative cases. In addition, Fig.6.25 representing structural

failure due to seismic action also presents an independent analysis exclusively considering tsunami

action. The aim was to highlight possible consequences of skipping dependence effects when

characterizing structural responses individually (and conducting risk analyses).

The Sworst generated by GBF with rupture parameters proposed by Grandin et al., 2007 (Fig. 6.24)

generated seismic accelerations and tsunami forces that induced a structural behavior characterized by:

• horizontal displacements induced on the soil-quay system due to seismic accelerations

(Fig. 6.24(a)) of δu,x ≈ −0.015m at t = 62.94 s (seaward direction), and δu,x ≈ 0.015m at

t = 74.64 s (landward direction),

• the geometry of soil-quay system remained unchanged after the seismic analysis, probably

indicating that the system kept its initial resistance without exceeding yielding levels,

• nonetheless, to assure that design forces of the structural elements were under the yielding

capacity limit, diagrams of Msd, Nsd and Vsd were computed at time-steps of maxima

displacements. Fig. 6.24(b) shows higher design forces at SP1∗ on pile E, section S9 of the slab

connecting to head of pile E and at the transition from SP3 to SP4 on the embedded piles,

• Fig. 6.24(c) depicts the corresponding M-Θ diagram showing Msd,SP1∗ between ≈ −600 kNm and

≈ 1000 kNm which is about six times smaller than ‖Myield,SP1∗‖ ≈ 6500 kNm, confirming elastic

regime of the infrastructure after seismic accelerations up to 0.20 g,

• the successive tsunami loading led to horizontal displacements of the quay (Fig. 6.24(a)) evaluated

in δu,x ≈ −0.032m at t = 6348.40 s (seaward direction), and δu,x ≈ 0.007m at t = 4475.37 s
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(landward direction),

• maxima bending moment values were identified at sections SP2 on piles A and B (middle section

along the piles’ free length), and S2 on the slab between piles B and C (Fig. 6.24(b)),

• corresponding M-Θ diagrams (Fig. 6.24(c)) of the referred sections showed Msd,SP2 between ≈

−3000 kNm and ≈ 2000 kNm, below ≤ ‖Myield,SP2‖ ≈ 8000 kNm. For the slab section S2,

reinforced for positive moments, Msd,S2 ≈ −1800 kNm induce structural failure associated with an

upward vertical displacement of δu,x ≈ 0.014m during tsunami inflow, at t = 4440 s,

• a brief verification of axial design force at SP1∗ on pile A showed

Nsd,SP1∗ = −8000 kN < Nrd,max = 36740 kN and shear design force of

Vsd,S9 = 1650 kN < Nrd,max = 2112 kN ,

• for GBF scenario, the slab between piles B and C was the first element exhibiting structural failure

due to tsunami uplifting forces exerted on the soffit of the quay, partially due to the lack of superior

reinforcement.

The Sworst generated by HSF with rupture parameters proposed by Ribeiro et al., 2003 (Fig. 6.25)

generated seismic accelerations and tsunami forces that induced a structural behavior characterized by:

• horizontal displacements induced on the soil-quay system due to seismic accelerations

(Fig. 6.25(a)) of δu,x ≈ −0.030m at t = 62.94 s (seaward direction), and δu,x ≈ 0.015m at

t = 74.64 s (landward direction),

• the seismic analysis showed one millimetre residual displacement of the quay on the land-ward

direction after t ≈ 70 s, coincident with the second transposition of the yielding threshold during

the peak displacement on landward direction. The first yielding level transposition occurred during

the peak displacement on seaward direction,

• at identified times of maxima displacements (Fig. 6.25(b)), the section most likely to constitute a

structural vulnerability was SP1∗ on the head of pile E. The corresponding M-Θ diagram

(Fig. 6.25(c)) demonstrated that the design bending moment on head of pile E reached a value of

Msd,SP1∗ = 7250 kNm, which is close to ultimate resistance capacity, ‖Mrd,SP1∗‖ = 7463 kNm,

and clearly above the yielding capacity,

• the head of the piles have higher resistance capacity than the corresponding connected sections

of the slabs. However, the soil partially restraints the rotation on head of pile E. A verification at

the slab sections connecting to piles D, C and B showed Msd < Mrd,

• the residual rotation of 1 · 10−4 rad on the head of pile E transitioned to the successive tsunami

analysis,

• horizontal displacements of the soil-quay system due to tsunami force (Fig. 6.24(a)) promoted

δu,x ≈ −0.0026m at t = 5532.10 s (seaward direction), and δu,x ≈ 0.0012m at t = 7168.60 s

(landward direction),
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piles B and C, respectively.

Figure 6.24: Successive structural response: main characteristics of structural behavior of the soil-quay
system in response to Sworst considering GBF triggering source proposed by Grandin et al., 2007.
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• the higher design moments occurred at sections SP1∗ on piles B and D, and slab sections S2 and

S5 (Fig. 6.25(b)),

• corresponding M-Θ diagram (Fig. 6.24(c)) showed Msd,SP2 under ‖Mrd,SP2‖ = 11001 kNm, while

slab sections S2 and S5 matched the ultimate resistance capacity (Mrd,s2 = 5246 kNm and

Mrd,S5 = 5700 kNm) at t ≈ 7000 s,

• however, temporal series of axial and shear design forces showed that earlier, at t ≈ 5500 s

corresponding to minimum value of tsunami forces during outflow stage, both Nsd, S9 and

V sd, S9 matched their corresponding tensile and shear ultimate resistance capacity at section S9

(Table 6.7),

• for HSF scenario, there was structural failure associated with slab S9 due to weight and drag effects

of a η = 7m wave withdrawal on seaward direction. Moreover, the top of pile E on which slab S9

connects suffered previous reduction of its resistance capacity under the earthquake action. The

resistance to this failure mode can be increased, for example, anchoring the transverse beam to

embankment or rocky soil in order to guarantee the required resistance.

The Sworst generated by MPPSF with rupture parameters proposed by Terrinha et al., 2003

(Fig. 6.26) generated seismic accelerations and tsunami forces that induced a structural behavior

characterized by:

• horizontal displacements induced on the soil-quay system due to seismic accelerations

(Fig. 6.26(a)) of δu,x ≈ −0.058m at t = 58.46 s (seaward direction), and δu,x ≈ 0.042m at

t = 65.25 s (landward direction),

• the seismic analysis showed a resultant residual displacement of circa −0.003m on the sea-ward

direction after t ≈ 63 s,

• at identified times of maxima displacements, SP1∗ of pile E was the section experiencing higher

bending moment,

• corresponding M-Θ diagram (Fig. 6.25(c)) showed Msd,SP1∗ exceeding

Myield,SP1∗approx6000 kNm rapidly evolving to match Mrd,SP1∗ = 7463 kNm,

• if tsunami action was considered individually, the correlation between design and resistance

capacity showed Msd,sb1 < Mrd,sb1 = −7932 kNm and Msd,sb2 < Mrd,sb2 = −5256 kNm on the

slab between piles B and C. Similarly, tsunami effects were insufficient to induce damage on the

piles supporting the quay.

Successive structural response remarks

The incidence of damaging pattern due to seismic actions indicated vulnerabilities at pile-quay

connection. Diagrams of M-Θ at the SP1∗ demonstrated considerable higher values at piles in

alignment E (shorter pile). Moreover, the seismic action induced concentrated stresses at the transition
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Figure 6.25: Successive structural response: main characteristics of structural behavior of the soil-quay
system in response to Sworst considering HSF triggering source proposed by Ribeiro et al., 2007.
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Figure 6.26: Successive structural response: behavior of the soil-quay system in response to Sworst
considering MPPSF triggering source proposed by Terrinha et al., 2007.
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from the embedded SP3 to SP4, due to soil layer variation and the tube interruption at the interface

with rocky foundation.

The tsunami action on the horizontal direction posed main structural effects at free part of piles A

and B, more exposed to the bore effects, and highlighted a point of fragility at the slab near pile E due

to tensile forces. The effects on the embedded part of the piles when subjected to tsunami action was

significantly reduced in comparison with seismic action.

The vertical component of the tsunami-quay interaction showed high likelihood of tsunami

hydrostatic and hydrodynamic effects generating uplifting phenomena on the slender (0.45m-height)

slabs. The weight of the quay per meter was calculated as 50 kN/m and 12.5 kN/m, for the different

slab thickness (2.5m on 7m transverse length on the front facing ocean and 0.45m on 30m close to

back-reach). Except for MPPSF Sworst (scenario corresponding to maximum seismic acceleration and

structural failure previous to tsunami), the lower value of tsunami effects on the vertical direction was

quantified from Fv ≈ 19 kN/m to Fv ≈ 55 kN/m.
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Chapter 7

Conclusions and Recommendations

Chapter 7 compiles the major conclusions drawn along with recommendations derived for earthquake

and tsunami multi-risk management for critical coastal infrastructures, such as deep-water seaports. The

present work constitutes a contribution that might benefit from complementary insights such as the ones

herein identified as future works.

7.1 Conclusions

The multi-disciplinary nature of the thesis allowed to withdraw contributions towards advances in the

fields of numerical, geophysical and structural engineering investigation on regional/local tsunami risk

management. Particular design recommendations were formulated for critical ports with open typology,

which accumulate everyday activities with lifeline support services in case of disaster.

Regarding the adequacy of modeling approaches:

• Section 2.2 - the earthquake and tsunami phenomena share similar physical stages of

generation, propagation and site-effects influencing their waves behavior. Taking advantage of

the physical characteristics of earthquake ground-motion(s) and tsunami wave(s) on the

generation, propagation and site-effects stages, three interdependent frameworks composing the

proposed methodology are defined in terms of spatial and temporal scales. Each of the

interdependent macro-, meso- and micro-scale stages are coupled by boundary conditions.

– macro-scale stage encompasses the spatial and temporal domain needed for the simulation

of the earthquake and tsunami generation and propagation, i.e., hundreds of meters up to

about 300 km and from tens of minutes up to about an 1h. The results of the macro-scale

stage are uniform or target bed-rock seismic motions, and tsunami nearshore hydrodynamic

quantities.

– meso-scale stage includes the spatial and time domain needed for the simulation of

earthquake and tsunami phenomena considering the strong influence of site-effects, i.e.,

from few meters up to few hundred meters and up to tens of minutes. The results of the
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meso-scale stage are the seismic and tsunami actions exerted on the structure(s).

– micro-scale involves the spatial and time interval needed to assess the structural response

to the cascading seismic and tsunami actions. The spatial domain is set to an interval of

centimeters to meters, and the time domain is set to an interval of seconds up to couple of

minutes.

• The sophistication of the numerical schemes adopted to solve each domain composing the

proposed methodology should be function of the importance of the structure(s)/region.

• Section 4.1 - non-linear Shallow Water system of governing equations (SW) solved by classic

Eulerian Finite Volume method (FV) constitutes a fast and efficient approach to characterize

tsunami propagation and inundation where the treatment of complex flows and geometries is

negligible. Source modeling and resolution of the topo-bathymetric mesh were identified as major

influencing parameters on the quality of the numerical solutions.

• Section 4.2 - scheme composed of Navier-Stokes system of governing equations (NS) solved by

Lagrangian Smoothed Particle Hydrodynamics method (SPH) is capable of tackling fluid impact

or interaction with structures, reproducing complex fluid flows, highly non-linear free-surface

phenomena, conveniently treating large deformations and handling variable domains in time,

such as piston-type wave-makers. Yet, NS-SPH is highly sensitive to physical and numerical

parameters, embodies simulations with high computational costs and the solutions have low

convergence rates. In some cases, additional algorithms are required to guarantee stability and

quality of the solutions increasing computational demand. In such cases, the trade-offs between

the improved accuracy of the solutions and computational costs involved to compute them should

be target of analysis.

• Section 3.2.3 - taking advantage of both numerical schemes later demonstrated, in Chapter 5,

its promising contribution reducing computational costs while providing enhanced quality of the

numerical solutions, by means of a coupling technique between Eulerian SW-FV and Lagrangian

NS-SPH schemes based on Dirichlet boundary conditions.

• Section 4.3 - GMPE models implemented in OpenQuake and EXSIM open-source tools have

demonstrate their capacity of generating maps of PGA distribution and predict time-histories of

ground motions in relatively accordance with seismic quantities recorded by instrumental

networks.

From a numerical perspective, Chapter 5 was entirely dedicated to an exhaustive proof-of-concept

to characterize forces and pressures induced by tsunami-like waves on an elevated coastal structure.

The numerical solutions of three numerical protocols were calibrated (Section 5.2) and validated

(Section 5.3) by correlation with experimental data acquired from an experimental campaign performed

at the large wave flume of the Hinsdale Wave Research Laboratory, Oregon State University. The

correlations between the experimental data and the numerical solutions highlight the following

advantages and disadvantages of the simulation protocols:
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• built-in numerical computation on Lagrangian NS system using the SPH framework implemented

in DualSPHysics. The convergence of 3D and 2D solutions tend to ∆p = 3 cm, which represents

about 11.3 million versus 82.5 thousand particles, respectively, with the corresponding simulation

time equal to 150hours versus 1.5hours, and data for storage requirements equal to 500GB

versus less than 4GB, for each simulation. In terms error metrics, the 3D solutions represent an

improvement with respect to the 2D ones in the free-surface elevation after the structure as well

as on the computation of the vertical force. The use of 2D models to represent flow phenomena

and interaction with the structures is eligible due to flow and symmetry conditions. Keeping in

mind the control of computational costs, the accuracy of 2D models with H
∆p ≈ 10 particles for the

unbroken wave case and H
∆p ≈ 40 for the broken wave case had guaranteed convergent and

reliable solutions.

• semi-analytic quantification force equations recommended by the North American standards

using the computation of the tsunami-like hydrodynamic quantities by Eulerian SW-FV using a

C++ code. The simulations of unbroken and broken wave cases took less than 10m of run-time

and provided solutions of flow propagation along the flume showing accurate estimates of the

hydrodynamic quantities when compared with instrumentally-acquired data. Yet, inherent

characteristics of the scheme represent limitations when dealing with fluids interacting with solids

and assessing quantities in the vertical direction. For reference, the ASCE code recommendation

to estimate the tsunami hydrodynamic effects on the vertical direction is based on trigonometric

decomposition of horizontal flow velocity for sloping grades over 10◦. The semi-empirical nature

of the hydrodynamic equation with the Cd value calibrated to match the peak value of the first

wave prevent a time-dependent characterization of tsunami force.

• new coupled Eulerian SW-FV and Lagragian NS-SPH configuration via Dirichlet boundary

conditions. The characterization of the linear(-ish) part of the domain using the comparatively

faster but smoother mesh-based approaches contributes to reduce the SPH domain governed by

sophisticated systems of equations, decreasing the computational expense and maintaining the

level of detail of the numerical solutions.

• NS-SPH solutions are comparatively better than the SW-FV solutions, while coupling both

numerical schemes represents a good compromise.

• Eulerian SW-FV and Lagrangian NS-SPH are complementary. The Lagrangian NS-SPH proved

able to handle complex and realistic geometries, but requiring considerable computational efforts.

The SW-FV is definitively faster, but unable to compute complex flows. The coupled solution takes

advantage of both Eulerian and Lagrangian methods reducing the SPH domain to the highly non-

linear regions, which represents a promising approach to balance the computational costs and

keep the accuracy of the numerical solutions.

• The modeling of the laboratorial setup with the reduction of the SPH domain for less than a half

about 50% of computation time saving. In real coastal engineering problems, the scale of the
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tsunami propagation phase is much larger than the inundation and fluid-interaction phases of the

experimental campaign, leading to a greater expression of the advantages of the coupled

configuration.

After the calibration and validation of the numerical schemes, the impact of a 1755 GLET-alike event

on the container terminal of the Sines deep-water seaport was investigated. The study considered

the current and future configurations of the cargo hub (container terminal). The characterization of

the cascading earthquake and tsunami multi-hazard was performed adopting a baseline approach to

quantify peak seismic and tsunami intensity measures, and an enhance approach to characterize their

dynamic nature. The main multi-hazard conclusions are:

• cascading earthquake and tsunami multi-hazard inferred from different intensity measures provide

sets of coherent loading patterns for structural design:

– different sources trigger the hazardous seismic and the tsunami scenarios. The hazardous

seismic scenario is derived from the MPPSF source proposed by Terrinha et al. 2003

(PGA = 0.37 g), while the hazardous tsunami scenario depends on the intensity measure

and structural configuration of the terminal, where the corresponding PGA values vary from

0.16 g to 0.35 g,

– the tsunami hazardous scenarios were derived from HSF and MPF single and composed

source ruptures,

– hydrostatic and hydrodynamic tsunami effects during the inflow stage can induce landward

displacements and uplift of the quay slab. Depending on the configuration of the cargo hub

(current or future configuration of the terminal container), the hydrostatic design quantities

vary from 8m to 11m, for Terminal XXI and 14m for the Vasco da Gama terminal. Accordingly,

positive momenta flux were quantified between 100m3s−2 and 200m3s−2, for Terminal XXI

and M+
F ≈ 240m3s−2, for Vasco da Gama,

– the hydrodynamic tsunami quantities during the outflow stage, associated with seaward

displacement of the structure, were quantified as negative momenta flux varying between

100m3s−2 to 250m3s−2 for Terminal XXI and M−F ≈ 110m3s−2 for Vasco da Gama terminal.

• for engineering purposes, tsunami hazard assessment encompassing both the hydrostatic and

the hydrodynamic components of tsunami represents a paradigm shifting on the assessment of

damaging potential associated with the extreme phenomena,

• dynamically, in most scenarios the first tsunami wave was not representing the hazardous wave,

in terms of hydraulic quantities and forces exerted on the target structure. The momenta flux

quantities of a tsunami may be composed of a train of equally energetic waves during several

hours. The current design recommendations referring two cycles of in-outflow balancing free-

surface elevation and flow velocity quantities neglect these possible scenarios. Awareness should

be raised to upgrade structural design recommendations in function of the region tectonics by

linking rupture parameters with tsunami development towards the continental margins,
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• peak and dynamic multi-hazard characterization have complementary functions determining

design loading patterns. The time-dependent multi-hazard characterization corroborated most of

the peak quantities while providing content and duration insights for structural designing

processes,

• the level of numerical sophistication should be adapted to structural performance requirements.

Regarding the successive structural response of the soil-wharf system due to extreme local tsunami,

Sworst:

• from the Sworst, the seismic accelerations around 0.3 g showed capacity to exceed Myield levels

on head of the shorter pile E, while accelerations near 0.4 g conducted to structural failure,

• for the successive tsunami, the structural damaging pattern was identified at:

– middle section of the first two piles facing the ocean due to tsunami horizontal forces varying

between −30 kNm and 15 kNm and inducing displacements between −0.033m and 0.018m,

– slender slabs (mainly the one between piles BC) due to tsunami vertical forces from−20 kNm

and 37 kNm on sections lacking superior and inferior reinforcement, respectively.

For other Seligible, the cascading earthquake and tsunami loading pattern may represent innocuous

effects on the structure, such as the ones derived from triggering sources located on the Cadiz Wedge,

while others also have potential to (at least) induce damage that represent interruptions of the port

activities. Considering the structural importance of Sines port, risk management should encompass a

demand of structural performance that would allow the port to provide post-disaster lifeline support and,

shortly after, resume to daily activities.

7.2 Recommendations

Risk management can benefit from reinforcing the ties between natural hazards and engineering

practitioners, linking science and industry, and promoting dialogue between risk analysts and policy-

makers. Based on the present work, the cornerstone is to raise awareness for the various factors

influencing multi-risk management. For the Sines port, the promotion of pre-event actions, such as

multi-hazard assessment considering the critical nature of the infrastructures, would lead to informed

decisions towards the required level of structural performance, ultimately enhancing risk management.

Moreover, the multi-hazard assessed for the harbour have the potential to evolve for a natech multi-risk

situations. The characterization of cascading multi-risk should rely on targeting the critical infrastructure,

accounting for the surrounding built environment and accounting the cumulative effects of cascading

(natural and anthropogenic) effects.

Some of the primordial recommendations to maintain the port operational during an extreme event

including elevated cascading seismic accelerations and tsunami hydrodynamic effects are:
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• the design of the pile-supported quay should consider seismic accelerations with PGA = 0.5 g due

to the critical nature of the infrastructure,

• asymmetry of the embankment geometry and non-linear properties of the materials privileged the

horizontal displacements on the seaward direction. Anchoring the quay to embankment or rocky

foundation, depending on the soil characteristics, can control the horizontal displacements,

• the relative position of the tube to the soffit of the beam limits the spreading of the plastic hinge

formation. The embedded dowel connection of the tube edging the beam constitutes a fragility

zone as plasticity starts developing at the weakest section of the pile-beam interface with very

limited spreading length of the plastic due to adjacent sections with higher resistance capacity.

Therefore, it is expected a rapidly evolution to collapse after exceedance of the yielding capacity.

To increase the interval between yielding and ultimate resistance capacity, the distance between

the top of the tube and the soffit of the quay beam should be increased to approximately the

same value as the pile diameter. To provide a confinement close to the tube (εcu = 25.0e−3), an

equivalent transverse reinforcement should be considered,

• to control the location of plastic hinges development (favorably on the piles’ head, easier to repair

than the slabs, if needed), the sum of the resistance capacity of the slabs’ sections should be

higher than at each node of the section representing the head of the piles,

• partially extending the metallic tube into rocky foundation would reduce the differences between on

the piles’ sections at the interface where the tube ends, additionally accompanying the transition

of soil layers,

• for adequate tsunami structural performance, slab sections should include superior and inferior

reinforcement accounting tsunami buoyancy and uplifting effects to provide flexural capacity for

negative moments at slab middle spans and for positive moments at the sections adjacent to the

piles,

• the reduction of slabs area exposed to tsunami vertical effects, for example using pressure relief

openings on quay slab, would contribute to reduce the effects of tsunami on the vertical direction.

The design of the future container terminal should perform a cost-benefit analysis on the options

of increase slab reinforcement and/or include pressure relief openings on the slabs,

• the role of coastal protection structures was briefly accounted by assuming the presence or

absence of the breakwater due to its design to withstand less energetic and shorter duration

storm waves. Higher values of flux momentum were verified around the end of the breakwater

while, in some scenarios, resonance effects between the breakwater and the container terminal

were identified. Function of future work insights identifying locals more exposed/vulnerable to

stronger tsunami currents, reflection and refraction of the waves and resonance effects, the

breakwater should be adequately armored with natural rock-fill or artificial blocks to anticipate

scouring issues,
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• globally, the risk response should be integrated with entire port complex prioritizing infrastructures

with lifeline supporting roles and responsibilities (hinterland network and energy provision).

From a risk management perspective, the inextricable loading patterns of the Scandidate would benefit

from a complementary characterization of tsunami loading considering other effects that were out of

the scope of the present work, such as debris interaction with the built environment, with potential of

increasing tsunami effects on the terminal container. Instead, a preventive measure of debris control

could be adopted based on the strategic implementation of structures engineered for good performance

during tsunami inundation near potential debris sources that can represent an obstruction to the flow,

reduce the dispersal of debris, and control the debris transportation into pre-defined paths avoiding

critical impacts and dam effects (function of future work insights).

The effects of vessels moored at the container terminal should be further investigated. The

considerations to account the tsunami interaction with large ships should consider tsunami inflow and

outflow stages. The vessel impacts the wharf during inflow. During outflow, if the ship is at berth, the

flow can induce elevated tensions in the mooring lines (which can break or exert an additional

contribution for the quay wash-away on seaward direction). The development of port emergency

protocol in case of tsunami warning alert (due to strong earthquake or issued by the authorities) is

recommended and should provide plans for terrestrial and maritime evacuation. In case of strong

earthquake or tsunami warning issued, the best practice is to stay offshore, if the vessel is at the sea,

or in case the vessel is in the harbour should be assessed if it is possible the withdrawal of the ships for

a safety distance away from the wharves. In case of short notice of the alert, which is more probable for

Sines region, a secure and short-length mooring of the ship to the mooring bollard would minimize the

amplification of berthing effects against the structure.

7.3 Future Work

At the macro-scale, the multi-hazard/risk assessment would benefit from considering probabilities

associated with uncertainties influencing the explanatory variables. For example, physical uncertainties

for the generation phase include geometry and rupture parameters, such as the effects of earthquake

spatial slip correlation on variability of earthquake and tsunami potential energy and intensities. For the

earthquake propagation phase, the calibration of attenuation laws for elevated magnitude earthquakes

at moderate seismicity regions need further investigation. For the tsunami, variables for the site

influences encompass (re-)definition of tsunami hazard considering climate change impact (the areas

at risk of tsunami will increase as global mean sea level rises), directivity and polarity of the waves

would contribute to decrease the level of uncertainty associated with the risk assessment.

At the meso-scale, due to complex hydraulic phenomena under the slab, mainly the tsunami force

on the vertical directions would benefit from more detailed characterization, only possible using more

sophisticated numerical schemes, such as the SPH method solving the NS system of equations

equipped with a multiphase algorithm. Such numerical schemes can theoretically contribute to the

characterization of other tsunami effects on the structures that remain unexplored, such as berthing
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and mooring effects of ships, tsunami during the outflow developing suction effects on elevated

structures and multi-phase phenomena due to air entrapped under elevated structures with irregular

geometry, such as the soffit of quays. Moreover, the tsunami hazard characterization would benefit

from considering the effects induced by various coastal defense configurations. Beside the

presence/absence of the breakwater (as considered in the present analyses), intermediary

configurations of horizontal and vertical partial collapse can induce channeling and wave height

amplification towards the container terminal. Other effects, such as geotechnical failures,

topo-bathymetric variations due to subsidence from the previous ground motion, identification of

surrounding elements becoming debris, and vessels and cranes interaction with the quay should also

made part of the tsunami hazard assessment. Similarly to physical aspects, numerical aspects

associated with the sophistication of the modeling and numerical schemes used to perform the

numerical simulations also pose uncertainty for hazard/risk assessments. An approach targeting the

critical infrastructure(s) and accounting for the uncertainties associated with physical and modelling

would contribute to provide variability to thresholds levels of damage/collapse and, ultimately, contribute

to more informed decisions. A detailed risk evaluation should allow to predict the scalability to a natech

situation.

The characterization of tsunami forces application (ex.: analytical design recommendations) would

benefit from further investigation on the adequacy of assuming generic uniform, triangular or

trapezoidal distribution on the structural surface. Complementary data regarding pressures’

distribution, for example by correlating data from physical and numerical simulations along impacted

surfaces to update the analytical formulations, on both horizontal and vertical directions would allow to

improve design guidelines. Simulations (physical and/or numerical) can also investigate the effects of

the spacing among the group of piles, i.e., distance between piles affecting drag forces.

At the micro-scale, balance the demands of flexibility and ductility for earthquake resistance with the

demands of stiffness and strength for the tsunami resistance remains unexplored. The role of structural

flexibility for the case of earthquakes is already well known, however, its role on the tsunami-structure

interaction constitutes one of the most challenging topics related to the micro-scale effects of tsunamis.

Its characterization could contribute to develop non-contradictory engineered-based recommendations.

The characterization of successive structural response would benefit from using kinematic quantities,

such as moment-curvature diagrams, allowing to quantitatively detail the damage status of the sections

between yielding and ultimate resistance capacity levels.

For coherence of micro-scale analysis sophistication, the structural response to tsunami would

benefit from modeling a 3D or pseudo-3D two-way fluid-structure interaction. The capacity of

introducing flexibility on the structure as a function of the non-linear properties of the materials might

simultaneously represent a better characterization of the tsunami pressures being exerted on

horizontal and vertical surfaces of the structure, as well as the corresponding deformation of the

infrastructure. Numerical schemes encompassing Lagragian-based discretization of fluid and solids are

being investigated to become capable to assign distortion and fracture algorithms, such as the

Peridynamic method using the well established fracture theory of Griffith. So far, SPH method relies on
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hourglass control algorithm to assign fracture models to the materials. Yet, resultant stress fields on

solid mechanics are noisy, similarly to pressure fields distribution of fluid mechanics, due to the inherent

challenge of tuning physical and numerical dissipation. In the future, particle methods integrating

non-linear properties on solids interacting with fluids and other various additional effects on a single

model, such as mooring and berthing of vessels simulated by MoorDyn, and debris transportation and

impact using motion on solids algorithm, will assure realistic numerical characterization of highly

complex physical phenomena.

Globally, from macro- to micro-scale, the generation of synthetic data covering a range of possible

combinations of various explanatory variables would allow to encompass a wider perspective on

probabilistic multi-risk assessment. However, the prediction process implies big data generation and

respective analysis, which could rely on innovative tools based on machine learning and artificial

intelligence to make the process systemic and significantly more expedite.
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[115] K. Poljanšek, T. De Groeve, M. M. Ferrer, and I. Clark. Science for disaster risk management

2017: Knowing better and losig less. Publications Office of te European Union, Luxembourg,

2017. ISBN 9789279606786. doi: 10.2788/688605.

[116] J. P. Pinelli, M. Esteva, E. M. Rathje, D. Roueche, S. J. Brandenberg, G. Mosqueda, J. Padgett,

and F. Haan. Disaster risk management through the DesignSafe cyberinfrastructure. International

Journal of Disaster Risk Science, 11(6):719–734, 2020. ISSN 21926395. doi: 10.1007/

s13753-020-00320-8. URL https://doi.org/10.1007/s13753-020-00320-8.

[117] M. S. Alam, A. R. Barbosa, M. H. Scott, D. T. Cox, and J. W. Van De Lindt. Multi-hazard

earthquake-tsunami structural fragility assessment framework. In 13th International Conference

on Applications of Statistics and Probability in Civil Engineering, ICASP 2019, pages 1–8, Seoul,

South Korea, 2019.

[118] N. Attary, J. W. Van De Lindt, A. R. Barbosa, D. T. Cox, and V. U. Unnikrishnan. Performance-

based tsunami engineering for risk assessment of structures subjected to multi-hazards: tsunami

following earthquake. Journal of Earthquake Engineering, 0(00):1–20, 2019. ISSN 13632469.

doi: 10.1080/13632469.2019.1616335.

[119] R. J. Murnane, G. Allegri, A. Bushi, J. Dabbeek, H. de Moel, M. Duncan, S. Fraser, C. Galasso,

C. Giovando, P. Henshaw, K. Horsburgh, C. Huyck, S. Jenkins, C. Johnson, G. Kamihanda,

J. Kijazi, W. Kikwasi, W. Kombe, S. Loughlin, F. Lovholt, A. Masanja, G. Mbongoni, S. Minas,

M. Msabi, M. Msechu, H. Mtongori, F. Nadim, M. O’Hara, M. Pagani, E. Phillips, T. Rossetto,

R. Rudari, P. Sangana, V. Silva, J. Twigg, G. Uhinga, and E. Verrucci. Data schemas for multiple

hazards, exposure and vulnerability. Disaster Prevention and Management: An International

Journal, 28(6):752–763, 2019. ISSN 09653562. doi: 10.1108/DPM-09-2019-0293.

202

https://doi.org/10.1007/s13753-020-00320-8


[120] F. Imamura, S. P. Boret, A. Suppasri, and A. Muhari. Recent occurrences of serious tsunami

damage and the future challenges of tsunami disaster risk reduction. Progress in Disaster

Science, 1(June):100009, 2019. ISSN 25900617. doi: 10.1016/j.pdisas.2019.100009.
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[133] Á. S. Pereira. The opportunity of a disaster: The economic impact of the 1755 Lisbon

earthquake. Journal of Economic History, 69(2):466–499, 2009. ISSN 00220507. doi:

10.1017/S0022050709000850.

[134] H. Shiping. Earthquake resistant properties of chinese traditional architecture. Earthquake

Spectra, 7(3):355–389, 1991.

[135] K. Fujita, K. Chiba, N. Kawai, M. Koshihara, C. Minowa, and T. Hanazato. Earthquake response

analysis of traditional Japanese timber pagoda. 10th World Conference on Timber Engineering

2008, 3:1329–1336, 2008.

[136] M. Paz. International handbook of earthquake engineering: codes, programs and examples.

Springer Science and Busibess Media, Louisville, Kentucky, US, 1st editio edition, 1994. ISBN

978-1-4613-5859-6. doi: 10.1007/978-1-4615-2069-6.

[137] J. E. Daniell. Global view of seismic code and building practice factors. In Michael Beer, I. A.

Kougioumtzoglou, E. Patelli, and I. S.-K. Au, editors, Encyclopedia of Earthquake Engineering,

pages 1–12. Springer-Verlag Berlin Heidelberg, Berlin Heidelberg, 1st editio edition, 2015. ISBN

9783642361975. doi: 10.1007/978-3-642-36197-5.

[138] M. Lopes, H. Meireles, S. Cattari, R. Bento, and S. Lagomarsino. Pombalino constructions:

Description and seismic assessment. In A. G. Costa, J. Guedes, and H. Varum, editors, Building

Pathology and Rehabilitation, Vol 2, pages 187–233. Springer-Verlag Berlin Heidelberg, Berlin,

Heidelberg, 2014. ISBN 978-3-642-39686-1. doi: 10.1007/978-3-642-39686-1 7.

[139] N. T. H. M. P. NTHMP. Designing for tsunamis: seven principles for planning and designing for

tsunami hazards. Technical report, NOAA, USGS, FEMA, NSF., US, 2001.

[140] S. Stein and E. A. Okal. The 2004 Sumatra earthquake and Indian Ocean tsunami: What

happened and why? Visual Geosciences, 10(1):21–26, 2005. ISSN 16102924. doi: 10.1007/

s10069-005-0025-x.

[141] A. Ghobarah, M. Saatcioglu, and I. Nistor. The impact of the 26 december 2004 earthquake and

tsunami on structures and infrastructure. Engineering Structures, 28(2):312–326, 2006. ISSN

01410296. doi: 10.1016/j.engstruct.2005.09.028.

[142] C. E. Synolakis and L. Kong. Runup measurements of the December 2004 Indian Ocean tsunami.

Earthquake Spectra, 22(S3):67–91, jun 2006.

204



[143] C. E. Synolakis and E. N. Bernard. Tsunami science before and beyond Boxing Day 2004.

Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering

Sciences, 364(1845):2231–2265, aug 2006. ISSN 1364-503X. doi: 10.1098/rsta.2006.1824.

[144] R. Basili, B. Brizuela, A. Herrero, S. Iqbal, S. Lorito, F. E. Maesano, S. Murphy, P. Perfetti,

F. Romano, A. Scala, J. Selva, M. Taroni, M. M. Tiberti, H. K. Thio, R. Tonini, M. Volpe,

S. Glimsdal, C. B. Harbitz, F. Løvholt, M. A. Baptista, F. Carrilho, L. M. Matias, R. Omira,

A. Babeyko, A. HOechner, M. Gurbuz, O. Pekcan, A. C. Yalciner, M. Canals, G. Lastras, A. Agalos,

G. Papadopoulos, I. Triantafyllou, S. Benchekroun, H. A. Jaouadi, S. B. Abdallah, A. Bouallegue,

H. Hamdi, F. Oueslati, A. Amato, A. Armigliato, J. Behrens, G. Davies, D. D. Bucci, M. Dolce,

E. Geist, J. M. G. Vida, M. Gonzalez, J. M. Sánchez, C. Meletti, C. O. Sozdinler, M. Pagani,

T. Parsons, J. Polet, W. Power, M. B. Sørensen, and A. Zaytsev. The making of the NEAM tsunami

hazard model 2018 ( NEAMTHM18 ). Frontiers in Earth Science: Geohazards and Georisks, 8:

1–29, 2021. doi: 10.3389/feart.2020.616594.

[145] H. B. Kaushik and S. K. Jain. Impact of Great December 26, 2004 Sumatra earthquake and

tsunami on structures in Port Blair. Journal of Performance of Constructed Facilities, 21(2):128–

142, 2007. ISSN 0887-3828. doi: 10.1061/(ASCE)0887-3828(2007)21:2(128).

[146] F. Leone, F. Lavigne, R. Paris, J. C. Denain, and F. Vinet. A spatial analysis of the december

26th, 2004 tsunami-induced damages: Lessons learned for a better risk assessment integrating

buildings vulnerability. Applied Geography, 31(1):363–375, jan 2011. ISSN 01436228. doi: 10.

1016/j.apgeog.2010.07.009.

[147] Japanese Cabinet Office. Guideline for structural design of tsunami evacuation buildings (in

Japanese). Technical report, JCO,2005, Tokyo, Japan, 2005. URL http://www.bousai.go.jp/

oshirase/h17/050610/guideline.pdf.

[148] Federal Emergency Management Agency. Design of structures for vertical evacuation from

tsunamis. First edition. Technical report, Federal Emergency Management Agency; National

Oceanic and Atmospheric Administration, 2008.

[149] Federal Emergency Management Agency. Vertical evacuation from tsunamis: A guide for

community officials. Technical Report P-646A, Federal Emergency Mnagement Administration,

2009.

[150] U. A. f. I. D. USAID. Global climate change in the Asia-Pacific Region: An analysis and road

map for USAID regional development mission for Asia. Technical Report July, Summary for

Policymakers. Climate Change 2007: The Physical Science Basis. Contribution of Working Group

I to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, 2008.

[151] N. Mori, T. Takahashi, T. Yasuda, and H. Yanagisawa. Survey of 2011 Tohoku earthquake tsunami

inundation and run-up. Geophysical Research Letters, 38(18), 2011. ISSN 00948276. doi: 10.

1029/2011GL049210.

205

http://www.bousai.go.jp/oshirase/h17/050610/guideline.pdf
http://www.bousai.go.jp/oshirase/h17/050610/guideline.pdf


[152] H. M. Fritz, D. A. Phillips, A. Okayasu, S. Takenori, H. Liu, F. Mohammed, V. Skanavis, C. E.

Synolakis, and T. Takahashi. The 2011 Japan tsunami current velocity measurements from

survivor videos at Kesennuma Bay using LiDAR. Geophysical Research Letters, 39(7), 2012.

doi: 10.1029/2011GL050686.

[153] A. Raby, J. Macabuag, A. Pomonis, S. Wilkinson, and T. Rossetto. Implications of the 2011 Great

East Japan Tsunami on sea defence design. International Journal of Disaster Risk Reduction, 14:

332–346, 2015. ISSN 22124209. doi: 10.1016/j.ijdrr.2015.08.009.

[154] J. Tsuru and S. Murakami. Summary of the field survey and research on the 2011 off the

Pacific coast of Tohoku earthquake. Technical report, National Institute for Land and Infrastructure

Management, NILIM, Japan, 2011.

[155] A. Suppasri, I. Charvet, J. Macabuag, T. Rossetto, N. Leelawat, P. Latcharote, and F. Imamura.

Building damage assessment and implications for future tsunami fragility estimations. In

Handbook of Coastal Disaster Mitigation for Engineers and Planners, chapter 9, pages 147–178.

Elsevier Inc., 2015. ISBN 9780128012703. doi: 10.1016/B978-0-12-801060-0.00009-5.

[156] Overseas Coastal Area Development Institute of Japan. Technical stanards and commentaries for

port and harbour facilities in Japan. Technical report, The Overseas Coastal Area Development

Institute of Japan, OCDI, Tokyo, Japan, 2002.

[157] F. E. M. A. FEMA. Guidelines for design of structures for vertical evacuation from tsunamis.

Second edition. Technical Report P646, Federal Emergency Management Agency, 2012.

[158] P. J. Lynett, H. K. Thio, M. H. Scott, T. Murphy, T. Shantz, and J.-D. Shen. Validation of tsunami

design guidelines for coastal bridges - Final report of project TPF5/307. Technical report, Oregon

Department of Transportation, Washington DC, 2021.

[159] D. Istrati and I. G. Buckle. Tsunami loads on straight and skewed bridges. Part 1:

Experimental investigation and design recommendations. Technical report, Oregon Department

of Transportation, Oregon, EUA, 2021.

[160] D. Istrati and I. G. Buckle. Tsunami loads on straight and skewed bridges – Part 2 : Numerical

investigation and design recommendations. Technical Report March, Oregon Department of

Transportation, Oregon, EUA, 2021.

[161] Unified Facilities Criteria. UFC 4-152-01, Design: piers and wharves. Technical report, US

Department of Defense, 2017.

[162] N. National Tsunami Hazard Mitigation Program. Guidelines and best practices for tsunami hazard

analysis , planning , and preparedness for maritime communities. Technical report, United States

National Tsunami Hazard Mitigation Program, Washington, 2015.

[163] J. Macabuag, A. Raby, A. Pomonis, I. Nistor, S. Wilkinson, and T. Rossetto. Tsunami design

procedures for engineered buildings: A critical review. Proceedings of the Institution of Civil

206



Engineers: Civil Engineering, 171(4):166–178, 2018. ISSN 17517672. doi: 10.1680/jcien.17.

00043.

[164] A. Babeyko, S. Lorito, F. Hernandez, J. Lauterjung, F. Løvholt, A. Rudloff, M. B. Sørensen,
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T. Verwaest. Applicability of Smoothed Particle Hydrodynamics for estimation of sea wave impact

on coastal structures. Coastal Engineering, 96:1–12, 2015. ISSN 03783839. doi: 10.1016/j.

coastaleng.2014.11.001. URL http://dx.doi.org/10.1016/j.coastaleng.2014.11.001.

216

https://doi.org/10.1016/j.ocemod.2019.101481
http://dx.doi.org/10.1016/j.coastaleng.2014.11.001


[269] G. Pringgana, L. S. Cunningham, and B. D. Rogers. Modelling of tsunami-induced bore

and structure interaction. Proceedings of the Institution of Civil Engineers - Engineering and

Computational Mechanics, 169(3):109–125, 2016. ISSN 1755-0777. doi: 10.1680/jencm.15.

00020. URL http://www.icevirtuallibrary.com/doi/10.1680/jencm.15.00020.
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Giuffrè-Menegotto-Pinto uniaxial steel stress-strain model. Journal of Structural Engineering, 146

(2):04019205, 2020. ISSN 0733-9445. doi: 10.1061/(asce)st.1943-541x.0002505.

[405] R. von Mises. Methodik der festen korper im plastisch deformablen zustand. In Nachrichten

von der Koniglichen Gesellschaft der Wissenschaften zu Gottingen, page 626. Niedersächsische
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[434] J. C. Duarte, F. M. Rosas, P. Terrinha, W. P. Schellart, D. Boutelier, M. A. Gutscher, and A. Ribeiro.

Are subduction zones invading the Atlantic? Evidence from the southwest Iberia margin. Geology,

41(8):839–842, 2013. ISSN 00917613. doi: 10.1130/G34100.1.
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R. Pallàs, S. Diez, J. Dañobeitia, P. Terrinha, and N. Zitellini. Characterizing active faults and

associated mass transport deposits in the South Iberian Margin (Alboran Sea and Gulf of Cadiz):

On-fault and off-fault paleoseismic evidence. Resúmenes de la 1ª Reunión Ibérica sobre Fallas
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Appendix A

Eulerian SW-FV benchmarking:

Tohoku-oki, 2011 tsunami

The Mw9.0 Tohoku-Oki earthquake occurred in 2011 March 11 along the Japan Trench, causing

strong ground motions, a devastating tsunami and melt-down of three nuclear power plants along

northeast Japan [151, 152, 319, 506]. During the tsunami, more than 250 instruments recorded waves

elevation [297]. Fig. A.1 shows the location of some tide gauges, GPS wave gauges and Deep Ocean

Assessment of Tsunami (DART) stations, that were used to benchmark the SW-FV tool. Fig. A.3

depicts the correlation between instrumentally-recorded data acquired along the Japanese territory and

numerically solutions using SW-FV numerical tool.
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Figure A.1: Validation of Eulerian SW-FV scheme: Tohoku-Oki, 2011 tsunami. Location of ocean DART
and coastal GPS buoys instruments.
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Figure A.3: Validation of Eulerian SW-FV scheme: correlation between instrumentally recorded data
and numerical solutions computed at the correspondent V G using MUSCL, minmod and vanLeer, and
MOOD techniques.
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Appendix B

Coupled Eulerian-Lagrangian

benchmarking: OSU experimental

campaign

B.1 Instrumental setup

The instrumental configuration of the experimental campaign performed at the large wave flume of

the Hinsdale Wave Research Laboratory, Oregon State University, is resumed in Table B.1. All locations

of the instruments are with respect to the flume reference coordinate system.

B.2 Measurement uncertainty

The tests and data acquisition were repeatedly trialed for each wave case. The average data

concerning the waves elevation, pressures, and forces, present small deviations in the measurements

acquired in the different trials. Conversely, the inherent difficulty of velocity data acquisition partially

constrained the quality of the correlations that were possible due to the noise in the velocity records. To

limit the uncertainty added to the validation process of the algorithms to assess hydrodynamic

quantities and forces/pressures, flow height and velocity records were subjected to Fourier filters

specifically design to preserve the main signal while eliminating the high frequencies aiming to assess

the validity of the recorded data. Using both records, one with high quality aquisition and the other

compromised with noise, is possible to correlate the general fitting between recorded and filtered data.

Fig. B.1 shows the comparison between the average recorded and the filtered data revealing a general

fitting of the time-series. However, observing the flow height correlations is identified an accentuated

smoothing of the signal, i.e., applying filters might often lead to lose information detail on both flow

height and velocity. Thus, it was considered preferable to maintain the use of unfiltered laboratorial

records in the benchmark process. Therefore, the physical data considered is the average value of all

B.5



trials, complemented with the respective standard deviation.
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Figure B.1: Experimental setup: considerations for the benchmarking. Correlation between recorded
and filtered data.

The uncertainty in measurements of wave heights, pressure, and forces of test trails for the two

unbroken- and broken-wave conditions were evaluated. The coefficients of variation, COVs, of maximum

wave heights, pressure and wave-induced forces on the structure are presented in Table B.2.

The experimentally acquired data is available in a repository [175] online in accordance with funder

data retention policies. More information on the facility can be found at https://wave.oregonstate.

edu/large-wave-flume.

B.3 Dirichlet boundary conditions

Three time-histories of the wave height and velocity were adopted to prescribe an open boundary

condition at x = 13m, corresponding to WG1 location in the experimental setup. The first one uses
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the hydrodynamic quantities computed by NS-SPH stand-alone method to initialize the partial domain

after x = 13m. The second and the third BC are prescribed using data instrumentally recorded by WG1

and ADV1, and numerically estimated data using SW-FV method. The 2D partial NE-SPH domain was

discretized into ∆p = 0.03m. The analysis was developed using solutions of free surface elevation in

the flume, WG2, near the elevated structure, USWG1, and after the structure, USWG5.

Figs. B.2 to B.4 depict the correlation between the various solutions of free surface elevation.
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(a) Simulation of the partial domain initiated by OBC using hydrodynamic quantities acquired from NS-SPH solution (left), and
instrumentally-recorded data from the laboratorial campaign and SW-FV solution (right). Unbroken wave case.
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(b) Simulation of the partial domain initiated by OBC using hydrodynamic quantities acquired from NS-SPH solution (left), and
instrumentally-recorded data from the laboratorial campaign and SW-FV solution (right). Broken wave case.
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Figure B.2: Physical benchmarking. Influence of prescribing OBC to initiate partial domains of NS-SPH
models. Free surface elevation in the flume, WG2, due to unbroken and broken waves.

The numerical solutions obtained from full and partial SPH models show that coupled models tend to

undervalue the free surface elevation estimates. The correlation also highlights a cumulative loss along

the simulation time, more evident in the solutions of the unbroken wave case.

The correlation of the solutions obtained from the coupled models using recorded and numerical

SW-FV data, show the influence of the data used to prescribe the open boundary condition. The OBC
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(b) Simulation of the partial domain initiated by OBC using hydrodynamic quantities acquired from NS-SPH solution (left), and
instrumentally-recorded data from the laboratorial campaign and SW-FV solution (right). Broken wave case.
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Figure B.3: Physical benchmarking. Influence of prescribing OBC to initiate partial domains of NS-SPH
models. Free surface elevation near the elevated structure, USWG1, due to unbroken and broken waves.

using instrumentally recorded data from the laboratorial campaign promote the numerical solutions

best fitting the free surface quantities measured by the WG and USWG sensors. Nonetheless, a

disclaimer regarding the quality of the solutions is mandatory to show the coupled method potential.

The Dirichlet boundary conditions are prescribed using hydrodynamic quantities, free surface and flow

velocity. Since the acquisition of the flow velocity represented a challenging task during the laboratorial

campaign (see standard deviations from the different trials of velocity acquisition represented in

Fig. 5.13(b), Section 5.3), the quality of the solution is partially compromised due to the ADV1 input in

the OBC. The second best solution was obtained from the model using the NS-SPH numerical

quantities in the OBC, and finally, the solution using SW-FV data to prescribe the OBC. The lack of

diffusion effects in FV represents an inherent constrain of the method. On the contrary, SPH considers

the numeric diffusion and the physical viscosity in its formulation, leading to more accurate

reproductions of the hydrodynamic effects. Moreover, the solution using the SW-FV data in the OBC is
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Figure B.4: Physical benchmarking. Influence of prescribing OBC to initiate partial domains of NS-SPH
models. Free surface elevation after the elevated structure, USWG5, due to unbroken and broken waves.

assembled by three sub-domains. The first part of the wave generation using a piston wave-maker is

computed by NE-SPH (x = [0, 2]m), followed by a SW-FV sub-domain (until x = 13m) and then is

finalized returning to another sub-domain solved by SPH-NSE approach. As previously referred, the

number of interpolations in the form of Dirichlet boundary condition influence the quality of the solution.

The transference of information between SW-FV and NS-SPH is more adequate when the SPH

satisfies the physical wave characteristics for the SWE system, i.e. long and deep waves.

In conclusion, the initialization of the NS-SPH model using an OBC can lead to a slight

underestimation of the waves heights, and consequently, the pressure exerted against the structure.

The analysis of the OBC influencing the quality of the solutions focused only on the free surface

elevation estimates due to the challenging instrumental acquisition of velocity, which limited the

validation of the velocity and its derivative quantities, such as hydrodynamic forces and pressures.

To provide a simultaneous accurate and fast solution, the implementation of the hybridization point
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should balance distances: away from the influence of the reflected waves an the breaking-wave area,

but as close as possible to the “complex flow” area, to decrease the SPH domain and, consequently, the

computational costs (memory and time) of simulation.

The use of Dirichlet BC to subdivide numerical simulations into sub-domains solvable by numerical

schemes with different levels of sophistication constitutes a potential technique to optimize the trade-offs

between numerical accuracy and costs.
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Table B.1: Experimental setup: instrumental setup.

Description Instrument
Location

Measurement
x [m] y [m] z [m]

Wave gauge 1 WG1 14.169 -1.388 - Free-surface level along the flume
Wave gauge 2 WG2 32.443 -1.379 - Free-surface level along the flume
Wave gauge 3 WG3 36.099 -1.368 Free-surface level along the flume
Ultrassonic wave gauge 1 USWG1 39.700 -1.382 3.652 Free-surface level near the structure
Ultrassonic wave gauge 2 USWG2 43.214 -1.377 3.348 Free-surface level near the structure
Ultrassonic wave gauge 3 USWG3 43.212 -0.012 3.322 Free-surface level near the structure
Ultrassonic wave gauge 4 USWG4 44.290 -1.306 3.412 Free-surface level near the structure
Ultrassonic wave gauge 5 USWG5 45.685 -1.375 3.314 Free-surface level after the structure
Ultrassonic wave gauge 6 USWG6 45.680 -0.003 3.371 Free-surface level after the structure
Load cell 1 LC1 43.862 -0.445 2.122 Streamwise force in the columns
Load cell 2 LC2 44.671 0.450 2.122 Streamwise force in the columns
Load cell 3 LC3 43.890 -0.766 2.849 Transverse force in the specimen
Load cell 4 LC4 44.757 -0.765 2.843 Transverse force in the specimen
Load cell 5 LC5 45.127 -0.001 2.473 Horizontal force in the specimen
Load cell 6 LC6 43.840 -0.426 2.662 Vertical force in the specimen
Load cell 7 LC7 43.841 0.433 2.663 Vertical force in the specimen
Load cell 8 LC8 44.710 -0.426 2.662 Vertical force in the specimen
Load cell 9 LC9 44.711 0.433 2.663 Vertical force in the specimen
Acoustic Doppler velocimeter 1 ADV1 13.971 -1.425 0.632 Flow velocity in the flume
Acoustic Doppler velocimeter 2 ADV2 35.895 -1.418 1.539 Flow velocity in the flume
Acoustic Doppler velocimeter 3 ADV3 43.214 -0.501 1.753 Flow velocity around the structure
Acoustic Doppler velocimeter 4 ADV4 43.221 0.494 1.753 Flow velocity around the structure
Acoustic Doppler velocimeter 5 ADV5 44.265 -1.386 1.761 Flow velocity around the structure
Acoustic Doppler velocimeter 6 ADV6 44.264 1.375 1.758 Flow velocity around the structure
Acoustic Doppler velocimeter 7 ADV7 45.692 -0.005 1.819 Flow velocity around the structure
Pressure gauge 1 PG1 43.761 -0.350 2.057 Horizontal pressure
Pressure gauge 2 PG2 43.762 -0.350 2.135 Horizontal pressure
Pressure gauge 3 PG3 43.762 -0.350 2.287 Horizontal pressure
Pressure gauge 4 PG4 43.759 0.006 2.059 Horizontal pressure
Pressure gauge 5 PG5 43.759 0.005 2.288 Horizontal pressure
Pressure gauge 6 PG6 43.761 -0.361 2.061 Horizontal pressure
Pressure gauge 7 PG7 43.760 -0.361 2.137 Horizontal pressure
Pressure gauge 8 PG8 43.764 -0.362 2.289 Horizontal pressure
Pressure gauge 9 PG9 44.139 -0.502 2.059 Vertical pressure
Pressure gauge 10 PG10 44.139 0.507 2.059 Vertical pressure
Pressure gauge 11 PG11 44.139 0.028 2.002 Vertical pressure
Pressure gauge 12 PG12 44.393 -0.502 2.059 Vertical pressure
Pressure gauge 13 PG13 44.393 0.507 2.059 Vertical pressure
Pressure gauge 14 PG14 44.765 -0.001 2.018 Vertical pressure
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Table B.2: Experimental setup: percentage of coefficients of variation of maximum measurements.

Wave case Wave gauge Ultrassonic wave gauge
WG1 WG2 WG3 USWG1 USWG2 USWG3 USWG4 USWG5 USWG6

Unbroken 1.7 0.5 0.4 2.5 1.5 2.3 1.4 0.7 1.9
Broken 1.3 2.3 13.6 10.2 26.7 75.7 77.2 7.9 8.4

Load cell
LC1 LC2 LC3 LC4 LC5 LC6 LC7 LC8 LC9

Unbroken 3.7 4.7 2.3 3.0 1.6 2.5 2.8 0.5 1.1
Broken 17.0 21.0 10.9 13.6 6.1 11.4 15.0 7.8 11.7

Pressure gauges (horizontal)
PG1 PG2 PG3 PG4 PG5 PG6 PG7 PG8

Unbroken 0.7 0.4 1.0 0.8 0.8 0.4 0.4 0.7
Broken 21.4 14.2 14.7 12.9 18.1 20.4 16.4 14.1

Pressure gauges (vertical)
PG9 PG10 PG11 PG12 PG13 PG14

Unbroken 1.7 0.9 3.0 1.4 0.8 1.5
Broken 36.8 35.1 23.4 33.1 31.4 21.7
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Appendix C

Sines: test-case

C.1 Container terminal of the Sines deep-water seaport

The current configuration of Terminal XXI is the result of two construction phases. The first adopted

a closed-type constructive solution, on which the ≈ 300m-long quay is supported by gravity RC blocks,

while the second adopted an open-type solution, on which the quay is supported by piles driven into

hard soil. The last ≈ 600m-long wharf was constructed by Mota-Engil company and has been

operational since 2017. Fig. C.1 depicts the photography of the current configuration (adapted from the

site of the construction company

https://engenharia.mota-engil.pt/portfolio/ampliacao-do-terminal-de-sines).

The combination of the current container configuration (≈ 1 km) with 10 “pós-panamáx” and “super

pós-panamáx” cranes and 2 moving cranes, an adjacent storage area of 42ha and hinterland

connections make Sines port capable of handling an annual 2.3M TEU cargo. Fig. C.2 shows the

contribution of Sines port to the global annual maritime traffic during 2021, highlighting the critical

nature of the infrastructure, even within the pandemic sanitary conditions (www.marinetraffic.com/).

Figure C.1: Terminal XXI during construction works (left) and after conclusion (right).
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PortugalSines

Figure C.2: Global maritime traffic, 2021.

C.2 Expansion of the Sines container terminal

Endeavouring to increase Sines cargo capacity, tenders, studies and design works are being

developed by various key players, from technicians to stake-holders to politics. The expansion of the

container terminal to almost 2 km of wharf length accompanied by the corresponding extension of the

protection breakwater, an adjacent area of storage with 60ha and add 9 super post-panamax cranes to

support the work of the 10 existent ones. The long-term expansion planes predict the construction of a

new modern wharf to serve as complementary container terminal, named after the historic Portuguese

navigator Vasco da Gama, the first to link Europe and Asia by an ocean route, connecting the Atlantic

and the Indian oceans and therefore, the West and the Orient. The 1375m-long Vasco da Gama

terminal will account with storage area of 30ha and 10 berthing positions, each one equipped with the

respective crane. Fig. C.3 depict content of the Sines expansion debated on the Portuguese Parliament

(presentation by the President of the Administration board, Eng. Luis Cacho, 2014, available on

https://www.parlamento.pt/, last access 12jun2022.). Fig. C.4 shows details of the Environmental

Impact Assess developed by Nemus and Consulmar for Administração dos Portos de Sines e do

Algarve S.A. regarding the third and fourth expansion phases of the cargo hub [424, 425]. Finally,

Fig. C.5 resumes the presumable implementation of the seaport in Sines region accounting for the

resultant of the third and fourth expansion phases planned for the infrastructure (personal

communication and data provided by Administração dos Portos de Sines e do Algarve S.A.).
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Figure C.3: Embryonic plans endeavouring the increase of Sines seaport cargo capacity. Adapted from
the parliamentary session at the Portuguese Assembleia da República, in 2014.
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Figure C.4: Study of the environmental impact assessment for the third and fourth expansion stages of
the Sines seaport cargo hub. Adapted from the Environmental Impact Assess developed by Nemus for
Administração dos Portos de Sines e do Algarve S.A..
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Figure C.5: Presumable design configuration for the thrid and fourth expansion stages of the Sines
seaport cargo hub.
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Appendix D

Sines: cascading seismic and

tsunami multi-hazard

D.1 Parameters of tsunamigenic regional and local sources

Tables D.1 and D.2 summarize the Scandidate, respectively encompassing single or composite fault

ruptures.
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Acronym Ref. D
[km]

L
[km]

W
[km]

ϕ
[◦]

δ
[◦]

Θ
[◦]

λ
[m]

µ
[1010Nm] Mw

GBF

[428] 250 200 80 45 40 90 10 6.5 8.6
[455] 250 170 100 60 40 90 13 6.0 8.7
[456] 250 175 50 55 45 90 20 6.5 8.7
[22] 250 127 60 233 35 90 8.3 3.0 8.1

[426] 250 200 80 57 40 90 12 6.5 8.7
[458] 250 200 80 53 35 90 10 4.5 8.5

MPF

[448] 150 100 70 22 20 90 15 3.0 8.3
[454] 150 60 120 23 30 90 10 6.5 8.7
[456] 150 150 50 10 25 60 20 4.0 8.6

[426]; [454] 150 60 120 23 30 90 10 6.5 8.4
[426] 150 60 120 23 45 90 10 6.5 8.4
[458] 150 110 70 20.1 35 90 8 4.5 8.3

CWF

[452, 453] 280 15 180 210 -11.0 79 15 3.0 8.8
[455] 280 180 205 349 5 79 10 3.5 8.4
[456] 280 200 200 350 25 79 20 4.0 8.9
[22] 280 168 200 349 5 90 10 3.0 8.6

[458] 280 170 200 349 5 90 20 3.0 8.8

HSF

[454] 240 175 140 39 45 90 10 6.5 8.7
[22] 240 165 70 42.1 35 90 11 3.0 8.3

[426]; [454] 240 80 175 39 45 90 10 6.5 8.74
[426] 240 60 150 39 45 90 10 6.5 8.65
[458] 240 165 70 42.1 35 90 15 4.5 8.5
[457] 250 200 80 345 40 90 13 4.0 8.5

SVF [454] 120 80 140 55 45 90 10 6.5 8.7
PBF [22] 180 105 55 266.3 24 90 7 3.0 8.0

WIS [446] 180 360 100 160 25 90 20 4.0 8.8
[456] 180 250 150 350 25 60 20 4.0 8.9

Table D.1: Fault parameters of the single tsunamigenic sources: distance from the source to the site, fault
geometry (length and width), kinematics (strike, dip, rake and slip), soil rigidity and moment magnitude.
A value of 5 km was assumed to model the depth to the top parameter.

Acronym Refs. L
[km]

W
[km]

ϕ
[◦]

δ
[◦]

Θ
[◦]

λ
[m]

µ
[1010Nm] Mw

MPPSF [449] 120; 70 100 15 9 90 10 3.2 8.6
[455] 200 70 20 15 60 10 3.5 8.4

MPPBF [447] 95; 100 55 70; 21.7 45; 24 90 20 3.0 8.7

MPHSF

[450, 451] 50; 90 30 20; 36 25 90 8 3.0 8.7
[426];[454] 175; 60 140; 120 39: 23 45; 30 90 10 6.5 8.82

[426] 210 120 39; 23 45 90 10 6.5 8.75
[458] 165; 110 70; 70 42.1; 20.1 35 90 15; 8 4.5 8.75

GBTVF [443] 120; 80 80 60; 38 40 90 12 6.5 8.7

HSCFSWIM

[459] 69; 73; 91 57; 61; 76 105; 74; 42 35 90 3.1; 3.3; 4.1 6.5 8.6
165 110 100; 73; 41 35 90 7.4 6.5 8.6

69; 73; 91 57; 61; 76 105; 74; 41 90; 70; 35 90 2.4; 2.5; 3.2 6.0 8.4
165 60.3 100; 73; 41 56 90 5.6 6.0 8.3

Table D.2: Fault parameters of the composed tsunamigenic sources: fault geometry (length and width),
kinematics (strike, dip, rake and slip), soil rigidity and moment magnitude. A value of 5 km was assumed
to model the depth to the top parameter
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D.2 Influences on tsunami arrival

Fig. D.1 presents examples of hmax profiles calculated for 1) Scandidate for the same source but

using different proposal of rupture parameters, 2) Scandidate whose waves are tendentiously orientated

to north and south of coast of Sines, and 3) profiles of hmax calculated for the same Scandidate, but

different coastal conditions.
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(a) Influence of fault rupture on the Hmax profiles, e.g. correlation of GBF solutions using source parameters proposed by Omira et al.
2009 [22] and Johnston 1996 [428] (left). Influence of the preferential waves orientation towards Sines coast considering Marquês de
Pombal and Gorringe Bank faults [22] (right).
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(b) Influence of coastal current and future configurations introduced in
Fig. 6.6 onHmax profiles considering the same Gorringe Bank source
[22].

Figure D.1: Peak tsunami hazard: physical and modeling sources of uncertainty influencing Hmax

profiles acquired at the dry-wet interface of Sines coast, t = 0 s.
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Appendix E

Sines: successive structural response

due to seismic and tsunami actions

E.1 Modal analysis

For the dynamic analysis purpose, the Rayleigh damping parameters need configuration based on

modal analysis. Fig. E.1 depicts the first six modes of vibration of the soil-wharf system, for 2D models,

with SP1 and SP1∗ configuration. The first two vibration modes were adopted when defining α and β

parameters of the Rayleigh damping linear approach, c = αm+ βk.

T1 = 0.436 s

T2 = 0.215 s

T3 = 0.185 s

T4 = 0.141 s

T5 = 0.106 s

T6 = 0.098 s

T1 = 0.410 s

T2 = 0.195 s

T3 = 0.181 s

T4 = 0.135 s

T5 = 0.104 s

T6 = 0.095 s

Figure E.1: Structural analysis: modal analysis of 2D soil-wharf system. Representation of the first six
modal periods considering SP1 (left) and SP1∗ (right) configurations.
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