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Resumo

À medida que a humanidade entra numa nova era de exploração espacial, onde o potencial de

foguetões reutilizáveis tem sido demonstrado por empresas privadas, o mundo académico ganhou

um novo interesse em algoritmos de aterragem autónoma. A parte final do procedimento de ater-

ragem é denominada de Powered Descent Guidance (PDG), onde, usando os mecanismos de controlo

disponı́veis, o veı́culo precisa de fazer correções de posição e orientação para aterrar de maneira

segura e suave. Ao analisar a literatura publicada sobre este tópico, pode encontrar-se o recurso a

estratégias de convexificação para calcular, de maneira rápida e precisa, trajetórias de referência. Para

além disso, os chamados métodos de sı́ntese de conjuntos invariantes têm sido aplicados ao problema

de controlo de PDG, com o objectivo de acrescentar garantias de robustez, ao optimizar um contro-

lador que permite corrigir desvios da trajetória de referência. Contudo, tais estratégias não são capazes

de mostrar uma boa performance quando factores de perturbação inesperados são acrescentados ao

modelo dinâmico. Por essa razão, nesta tese, duas abordagens diferentes, ambas baseadas na sı́ntese

de conjuntos invariantes, são propostas para diminuir este problema. A primeira é um algoritmo de

controlo preditivo onde os parâmetros do conjunto invariante são usados para formular uma função de

custo e uma restrição terminal. A vantagem de incluir os referidos parâmetros é demonstrada, ao fazer

uma comparação com o tı́pico problema de controlo preditivo. A segunda abordagem é um algoritmo

que permite o recálculo rápido, em tempo real, da trajetória de referência e do conjunto invariante.

Palavras-chave: Sı́ntese de Conjuntos Invariantes, Controlador em Anel Fechado, Controlo

de Aterragem, Robustez, Trajetória de Referência, Recálculo em Tempo Real, Controlo Preditivo
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Abstract

As humankind enters a new era of space exploration, where the potential of reusable launch vehi-

cles has been showcased by SpaceX and Blue Origin, the academic world has renewed its interest in

autonomous landing algorithms. The terminal and most important phase of the landing sequence is

commonly referred to as Powered Descent Guidance (PDG), where, using the available control mech-

anisms, the spacecraft needs to make final position and orientation corrections so it can land safely

and smoothly. Throughout the literature published on this topic, convexification strategies have been

proposed to compute, in an accurate and computationally efficient way, a reference landing trajectory.

Furthermore, so-called funnel synthesis approaches have been applied to the PDG optimal control prob-

lem in order to provide additional robustness guarantees, by associating a control invariant set and a

feedback controller to the reference trajectory and correcting deviations. However, such strategies fail to

have an acceptable performance when unexpected additive random uncertainty and disturbance factors

are considered in the dynamical model. For that reason, in this thesis project, two different approaches,

both based on the funnel synthesis framework, are proposed to mitigate such issue. The first one is

a Model Predictive Control (MPC) algorithm where the funnel parameters are leveraged to formulate

a cost function and a terminal constraint. The advantage of including the funnel parameters in the

optimization problem is shown, by comparing the corresponding performance with a standard MPC con-

troller. The second approach is an algorithm that enables fast real-time reference trajectory and funnel

recomputation.

Keywords: Funnel Synthesis, Feedback Controller, Powered Descent Guidance, Robustness,

Reference Trajectory, Real-Time Recomputation, Model Predictive Control
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Chapter 1

Introduction

The first chapter of the following thesis document serves as an initial step to better understand the

problem tackled throughout this thesis project. A brief introduction to the topic is conducted in Section

1.1, while the key motivation behind the choice to focus on this subject is explicit in Section 1.2. The

main objectives to be achieved at the end of the current thesis project are defined in Section 1.3. Finally,

the structure of the thesis document is outlined in Section 1.4.

1.1 Topic Overview

With the increased number of autonomous space missions bound for the Moon and Mars on the

horizon, the focus of space exploration agencies and companies has shifted, in the most recent years,

towards developing guidance and control algorithms that enable safe and precise landings. The pursuit

of autonomous and precise landing capabilities can lead to great benefits for the future of the industry,

such as decreased spacecraft cost and increased success rate of space missions, and would be a

milestone in the journey to establish permanent human outposts beyond Earth [1].

One important part of the precision landing procedure is the Powered Descent Guidance (PDG)

phase, which is the terminal segment of the entry, descent and landing sequence. The goal is to transi-

tion a vehicle from its initial state to a designated landing site using the available control systems, which

often include a gimbaled rocket engine and a mechanism to apply additional torque. At the beginning

of this stage, the vehicle has already largely decelerated from orbital speeds and, therefore, descends

with smaller velocity values [2]. At the end of the PDG phase, the vehicle should land in a predefined

location, with zero or near to zero velocity and in the upright position.

For this purpose, an optimal control problem is formulated in order to find the minimum fuel trajectory

that takes the space vehicle from the initial to the final state. This optimization problem requires the

definition of the spacecraft dynamical model and the constraints that it is subject to. The main challenge

associated with the reference trajectory computation procedure is related with the complexity and nonlin-

earity of the given dynamical model, as well as the nonconvexity of some of the constraints [3]. Finding

the optimal solution of nonconvex nonlinear optimization problems efficiently is still an open research
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topic, and the algorithms proposed for that purpose are usually viewed as a trade-off between accuracy

and runtime complexity [4]. Therefore, in a scenario where computational power is limited and a quick

trajectory readjustment may be required to avoid hazards, a fast approach should be prioritized.

Across the years, from the advent of space exploration to today, many scientists and academic

researchers have worked towards the improvement of trajectory planning algorithms and landing control

methods, as well as the mitigation of the aforementioned issues. From the polynomial guidance laws

used during the Apollo missions to the modern state-of-the-art convexification strategies, the field of

autonomous landing algorithms has undergone a remarkable advance. Nevertheless, there is an area in

which such control approaches still need to improve: its robustness and the ability to handle uncertainty

and unforeseen disturbances. This is precisely the topic which the present thesis project focuses on.

1.2 Motivation

The field of autonomous landing algorithms is witnessing a renewed interest. Such enthusiasm is

driven not only by the preparation of space missions to the Moon and Mars, but also by the successful

demonstrations carried by private space companies on the potential of reusable launch vehicles. As

explained above, achieving precise autonomous landing capabilities, besides being a step towards in-

creased safety and reliability, has one major advantage: the decrease of space exploration cost. The

main reason why the space industry has required such large investments across the years is related

with the cost of designing and building rockets, which, until recent years, were single-use structures

[5]. However, a fully reusable launch vehicle model, which inherently requires autonomous landing al-

gorithms for its recovery, would help the space industry lower the costs in this area. Lower costs could,

consequently, become a driving factor for further investment towards space exploration.

Nonetheless, accomplishing such task is not straightforward. Determining a landing trajectory and

controlling the spacecraft along the descent procedure has its challenges. First of all, the dynamical

model is nonlinear and highly complex, especially due to the coupling between the translational and

rotational motions of the vehicle. The algorithm must take into account the 6 Degrees-of-Freedom (DOF)

of the spacecraft, while considering a large set of state and input constraints. Additionally, each landing

zone has its own characteristics and may require distinct mission specifications. For that reason, the

guidance and control algorithms must be capable of guaranteeing a safe and accurate landing for a wide

range of scenarios.

Besides that, there is another factor to be considered, one of vital importance for the success of

space missions: the ability to land softly and safely even in the presence of external disturbances. It is

certainly guaranteed that the vehicle, when performing the landing procedure, faces uncertain factors,

not taken into account when the trajectory generation problem is formulated [1]. These factors can in-

clude model-plant mismatch, faulty sensor readings or unpredictable weather conditions, whether it is

wind or atmospheric drag. Such unforeseen perturbations can make the vehicle deviate from the refer-

ence trajectory, and, consequently, the corresponding predefined control actions become suboptimal. In

some cases, where the deviation becomes larger, they can even lead to infeasible scenarios. Hence, it
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is important to make sure that the state-of-the-art PDG algorithms are able to adjust their control actions

in the face of uncertainty and disturbances, not compromising the safety and feasibility of the landing

procedure.

Across the literature, many authors have worked on the landing trajectory generation problem,

proposing convex optimization methods in order to minimize the computational burden required for that

purpose. However, these do not take into account the disturbances certainly encountered when land-

ing in real-world scenarios and, consequently, are not sufficiently robust [6]. The following thesis project

looks to mitigate this limitation, and the corresponding specific objectives are outlined in the next Section.

1.3 Objectives

The main aim of the present thesis project is to study and improve a current state-of-the-art algorithm

for the PDG control problem, by understanding how different formulations affect the robustness results

and by tackling the corresponding limitations. Two novel approaches are proposed in order to, through

fast real-time replanning of the control actions, make the system more robust and pave the way for a

better controller performance.

The algorithm to be studied is based on a funnel synthesis approach. A funnel is a control invari-

ant set, which implies that, if a system’s initial condition is located inside its entry, it is mathematically

guaranteed that there exists at least one control input that keeps the state inside the funnel for all future

times [7]. The funnel synthesis approach allows to simultaneously compute the funnel parameters and

an associated feedback controller in a single optimization problem.

Funnel synthesis is a control strategy that has proved to be real-world implementable due to its

increased computational efficiency. The majority of the computational burden is placed on the offline

phase, long before the vehicle initiates the landing procedure, and, in real-time, a feedback controller is

capable of quickly determining the suitable control actions [8].

Additionally, funnel synthesis adds a robustness element to the controlled system, because, even

when the spacecraft is largely deviated from the reference, the feedback controller is able to perform

corrections and guarantee that a wide set of initial conditions eventually leads to the goal state [8]. Due

to the presence of uncertainty and external disturbances, it is almost guaranteed that, when initiating the

PDG phase, the vehicle’s true initial condition will be different from the reference’s one. For that reason,

it is important to opt for a control strategy which mathematically guarantees that, even in those cases,

the system converges to the goal state. Funnel synthesis fills the above requirement.

Despite that, there are benefits in using real-time information regarding trajectory evolution to adjust

the control actions and, consequently, decrease the direct influence of the disturbances on the system.

This detail has not been explored properly across the literature, and, therefore, the goal of the present

thesis project is to work on this topic.

Three specific objectives are defined:

1. Implement the current state-of-the-art 6-DOF PDG control strategies and study if they are able to

3



effectively control a system where the direct influence of uncertainty and disturbances is consid-

ered within the simulation model;

2. Understand the impact of different funnel synthesis formulations on the controller’s ability to reject

external perturbations;

3. Propose two new different approaches to increase the robustness of the current state-of-the-art

6-DOF PDG strategies. The first one is based on a Model Predictive Control (MPC) framework,

while the second considers real-time trajectory and funnel recomputation steps.

1.4 Thesis Outline

In Chapter 1, a brief introduction to the topic and the corresponding relevance for the scientific com-

munity, as well as the specific objectives to be accomplished at the end of this thesis project, were

presented. In Chapter 2, a detailed look into the history of the development of autonomous landing

algorithms is provided, starting with the Apollo missions and, then, diving deeper into the current state-

of-the-art control methods. In Chapter 3, the spacecraft’s dynamical model, the constraints it is subject

to and all the mathematical formulations behind the control strategies used in this thesis project are

explained in detail. In Chapter 4, the most important algorithm results are shown and briefly discussed.

Finally, in Chapter 5, key conclusions are drawn according to the obtained results and future steps are

proposed in order to further improve the algorithm.
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Chapter 2

Related Work

The second chapter is an introduction for those who may not have extensive knowledge of the history

behind the implementation of autonomous landing procedures. It aims to provide background informa-

tion and get the reader acquainted with the algorithms developed along the years with the purpose of

advancing precision landing capabilities. Essentially, the main goal is to understand the past work that

has contributed to the advancement of the knowledge in this area, as well as further outline the practical

significance of the conducted research.

Several published articles are reviewed throughout this chapter. From the Apollo missions’ period to

modern days, the evolution from polynomial guidance laws to fast and reliable 6 Degrees-of-Freedom

(DOF) convexification strategies is discussed. Additionally, the advantages and limitations of the state-

of-the-art Powered Descent Guidance (PDG) control methods are outlined, paving the way for the fol-

lowing thesis project.

2.1 Landing Algorithms in the Apollo Era

The journey through autonomous precision landing technologies starts with the Apollo missions,

where the guidance system was designed to be able to land the spacecraft without ground assistance

[9, 10]. It could, autonomously, process sensor data, perform the necessary computations and provide

the crew with the right control actions to land safely. Apollo system was, therefore, one of the first to be

equipped with full onboard capability to perform the full landing procedure.

Apollo guidance system assumes that the lunar module is a 3-DOF system, by only considering the

translational motion of the vehicle when defining a landing trajectory [11]. The spacecraft’s attitude is

then controlled by a faster inner control loop, computing the necessary torque commands in a cascade

architecture. The reality is that, even though developments in the PDG research field have been made

throughout the years, by the beginning of the 21st century, many real missions still relied on landing

algorithms derived from the Apollo guidance system [2, 12].

Guidance algorithms for descent and landing procedures are composed by two elements: trajectory

generation and real-time control tracking. For the trajectory generation phase, Apollo used an iterative
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numerical optimization scheme [13]. The reference trajectory was parameterized by only two fourth-

order polynomials, which constitutes a major limitation, as this type of parameterization cannot represent

a generic trajectory [14].

An extensive amount of research has been developed and published regarding the 3-DOF Apollo

guidance system. The work of D. F. Lawden, published in 1963, is often considered a relevant first

insight into the optimality of 3-DOF trajectories [15]. The author developed a series of analytical expres-

sions that could provide the optimal solutions for 3-DOF rocket systems’ control problems, whether it

is the maximization of its range or computation of the optimal thrust profile. Nevertheless, at the time,

the computing power was limited and numerically obtaining an accurate solution for such equations was

a challenging task. The first tractable numerical algorithm that could efficiently solve the minimal fuel

problem for the terminal landing phase was proposed in 1964 [16]. It resorted to the Pontryagin maxi-

mum principle to determine the optimal thrust inputs, but it only considered the rocket altitude and not a

complete translational motion.

The Project Apollo ended in 1972, and, after that, research in the field of PDG came to a halt. Addi-

tionally, as NASA transitioned to the Space Shuttle program, the focus from the major space agencies

changed from PDG to Powered Flight Guidance (PFG). Meanwhile, the work on 3-DOF rocket landing

control problems became less extensive [17, 18].

2.2 A Renewed Interest

2.2.1 Polynomial Guidance Laws

At the start of the 21st century, with robotic planetary missions to the Moon and Mars on the horizon,

research on methods for the PDG control problem gained a new enthusiasm. In 1997, Christopher

D’Souza developed a 3-DOF landing polynomial guidance law which looks to, simultaneously, minimize

the control efforts and the time to land [19]. It did not consider any constraints, but it provided an exact

analytical solution to the two-point boundary-value problem. In 2007, the 3-DOF minimum fuel problem

for the case of a pinpoint landing in Mars was first formulated [20]. First-order necessary conditions for

minimum fuel solutions are derived, based on a Hamiltonian analysis, and interpreted. After that, other

authors have studied analytical solutions to the first-order necessary conditions for the 3-DOF landing

problem, along with efficient numerical methods [21–23].

However, the guidance laws discussed so far are based on polynomial analytical equations and,

despite being solvable either through algebraic or numerical methods, do not consider constraints. For

that reason, polynomial control laws can lead to trajectories which are physically infeasible, since there is

a maximum thrust and a maximum speed that the rocket can achieve. Also, a vehicle whose navigation

system is based on polynomial methods may require a higher propellant-to-mass ratio beforehand [24].

This happens because, if the spacecraft largely deviates from the landing site, it can eventually use more

fuel that what it is available to realign itself.
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2.2.2 Optimal Landing Control Problem

For that reason, in 2005, an alternative approach was proposed by B. Açikmese and S. Ploen [25].

For the first time, a standard optimization problem was formulated to find an optimal trajectory for the

PDG landing phase and, then, the Lossless Convexification (LCvx) method was applied.

The reality is that the optimization problem to generate a landing trajectory is inherently nonconvex,

due to nonconvex control constraints. Solving such optimization problem is possible through a Nonlinear

Programming (NLP) method. However, that may not be desirable, as a NLP method does not have

convergence guarantees. A promising PDG control algorithm must be able to, with the limited computing

power onboard the spacecraft, quickly find a solution in real-time. For that reason, a reformulation is

required. In [25], the nonconvex constraints are convexified and a similar finite-dimensional convex

optimization problem is formulated. It is shown that the new optimization problem leads to the same

solution as the original one, which is essentially the working principle behind LCvx.

In 2006, a comparison between the newly proposed LCvx algorithm, a polynomial algorithm based

on the Apollo guidance law and another polynomial algorithm based on arbitrary order polynomials

has been made [26]. Despite being more complex, the solution generated by the convex optimization

problem was found to have a better performance in terms of maneuverability. A strong advantage of the

LCvx approach is that it leads to a Second-Order Cone Programming (SOCP) optimization problem [27].

SOCP is a specific subset of convex optimization problems, which has known convergence guarantees.

It can be solved through primal-dual interior-point method algorithms, whose high efficiency allows them

to run in real-time and onboard the spacecraft.

The strategy behind LCvx has been applied to a series of nonconvexities associated with the PDG

control problem, such as a lower bound on the thrust magnitude [25], input pointing constraints [28, 29]

and minimum error-landing optimization problems [30]. This approach has also led to the development

of an algorithm named Guidance for Fuel Optimal Large Diverts (G-FOLD), which was implemented in

live flight tests with the help of NASA and the old Masten Space Systems [31, 32].

Although LCvx proved itself to be an useful tool, it may not be available in certain problem struc-

tures, such as nonlinear kinematics or dynamics. For that reason, a different methodology to handle

nonconvex optimal control problems, with aerospace applications, was proposed [33]. It was referred

to as Successive Convexification (SCvx) and, instead of simply rewriting a nonconvex formulation into

a convex formulation through the use of slack variables, SCvx approximates sources of nonconvexity

through an iterative solution process where a sequence of convex SOCP subproblems are solved. This

is possible due to linearization, use of trust regions and relaxations. The main advantage here is that

SCvx can handle a much broader class of nonconvex optimization control problems, but it does so by

introducing more computational demand and weakening the convergence guarantees [33]. Later, the

SCvx principle was also used to include aerodynamic drag, mass-depletion dynamics and free-final-time

constraints in the 3-DOF PDG control problem [34].

Lars Blackmore, the principal rocket landing engineer at SpaceX, has explained that the company

uses these convex optimization strategies, especially Lossless Convexification, to compute trajectories

from the vehicle’s current location to the landing site [1]. These calculations are performed by the
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onboard computer and have an emphasis on computationally efficiency, as failure to find a feasible

solution on time could lead to a crash.

2.3 6-DOF Landing Algorithms

However, all the methods discussed so far have a significant limitation. Similarly to the Apollo guid-

ance law, they assume that the spacecraft orientation is controlled by a faster inner control loop. For that

reason, the translational and rotational motions of the spacecraft are treated as two decoupled motions.

But, in a rigid body, designing trajectories in a 3-DOF sense may lead to infeasible results when applied

to real scenarios, where the systems are 6-DOF. On top of that, to accomplish today’s goals of collision

avoidance and target replanning, there is a need to employ vision-based sensors in order to analyse the

landing sites and guarantee that there are no terrain hazards [35]. These sensors lead to line-of-sight

constraints, which inevitably couple the position and orientation of the space vehicle. Hence, recent

research work on PDG guidance and control laws focuses on the more generalized 6-DOF system.

One of the first scientific articles to develop a control strategy for the 6-DOF PDG problem was pub-

lished in 2012 [36]. The authors described the translational and rotational dynamics of a rigid body in

terms of dual quaternion vectors and used it to derive, through a Lyapunov analysis, stabilizing con-

trol laws. A few years later, the same authors developed a Model Predictive Control (MPC) algorithm

to tackle the precision landing problem where line-of-sight constraints are imposed [37]. A piecewise-

affine model was used to describe the coupled translational and rotational dynamics of the spacecraft.

A quadratic cost function on the control actions was imposed to minimize the fuel consumption, and

the different constraints are formulated in a convex setting. In the end, the algorithm was able to land

the spacecraft accurately and respect the line-of-sight constraints, but, unless when the prediction hori-

zon was relatively short, the computation time proved to be too large to be implementable in real-time

onboard the spacecraft.

M. Szmuk and B. Açikmese were responsible for working over the years on the application of the

SCvx method to the 6-DOF PDG control problem. The first article published on the matter was an

extension of the previous work done on the SCvx topic to now include the coupling between translational

and rotational motions [38]. Later, this approach was further developed to minimize not only the fuel

consumption but also the time of flight [39]. The authors showed again that Successive Convexification

is able to eliminate nonconvexities of a complex nonlinear and nonconxex optimization problem such as

the 6-DOF PDG, and the corresponding solution is capable of satisfying the original dynamics. They

also demonstrated that, for the typical iterative procedure of SCvx, the initial guess for the reference

trajectory has a small influence on the solution.

Later, state-triggered constraints were introduced into the formulation of the 6-DOF PDG optimiza-

tion problem [40]. State-triggered constraints are constraints that are only enforced if the state vector

meets a certain criteria. In the case above, a state-triggered constraint is introduced to express the

need to maintain a clear line of sight to the landing site, but only when the spacecraft altitude is within

a certain interval. The authors were able to incorporate such constraints in the optimization problem
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without resorting to mixed-integer programming approaches. So, for that reason, after a Successive

Convexification procedure, the solution is obtained through a convex optimization programming method

and allows the algorithm to be real-time implementable. This approach was then extended to handle

compound state-triggered constraints, where the trigger and constraint conditions are vector-valued, in-

stead of scalar-valued, which are then compounded through Boolean logic operators [41]. For example,

in the case of a Or-Trigger and an And-Constraint functions, all the elements of the constraint condition

are enforced when at least one element of the trigger condition is satisfied.

A complete summary of the SCvx algorithm for the 6-DOF PDG control problem, with line-of-sight

constraints and whose dynamics is based on dual quaternion vectors, is presented on [42]. This paper

also highlights its real-time implementability as it was shown that the algorithm would only take, on av-

erage, few deciseconds to find a solution. A final extension on this subject was then published, which

included a free-ignition time modification that allows the algorithm to determine the optimal engine igni-

tion time and a tractable aerodynamics formulation that models both lift and drag [3]. Two subsequent

articles focused on developing real-time-capable customized solvers for efficient onboard implementa-

tion [43, 44].

In fact, the work developed through [44] was a first step towards computational efficiency and real-

time implementability of the complete dual quaternion-based SCvx PDG algorithm, justified by the fact

that it was selected as a candidate for NASA’s Safe and Precise Landing - Integrated Capabilities Evo-

lution (SPLICE) project. It was later flight-tested on the Blue Origin’s New Shepard suborbital rocket

onboard the Descent and Landing Computer [45, 46]. This was the first time that the Successive Con-

vexification approach was used in a real space mission, and represented a significant advancement in

the field of computational guidance and control.

However, this implementation focused on demonstrating the capability of the dual quaternion-based

SCvx PDG algorithm in a terrestrial flight configuration. Space missions to celestial bodies usually re-

quire stricter missions specifications to guarantee a safe landing. For that reason, in 2022, improvements

were made so that it could meet the requirements for a lunar landing scenario [47]. The constraints were

actually designed specifically for the Blue Origin’s Blue Moon lander.

On the other hand, as an ESA-sponsored activity, a different algorithm designed to tackle specifi-

cally the control challenges of reusable rockets recovery procedures was presented [48]. The authors

start by developing a complete flight mechanics model of a reusable launch vehicle and, from there,

study the coupling between guidance and control. A benchmark is developed, which creates a starting

point for the improvement of current landing guidance and control algorithms. This work was the basis

for the proposal of the DESCENDO algorithm, which stands for descending over extended envelopes

using Successive Convexification-based optimization [49]. It follows a similar approach to [34], but is

specifically designed to guide and control a reusable launch vehicle during all the distinct scenarios of

its flight procedure, from takeoff to recovery. Also, while most methods presented until now are feed-

forward trajectory generation algorithms, which run on an offline setting, DESCENDO is a closed-loop

algorithm which looks to balance between computational efficiency and trajectory optimality. One of the

limitations of DESCENDO is that assumes that the attitude control is done through a separate method,
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so it is actually a 3-DOF method.

In the meantime, the German Aerospace Center DLR, the French National Center for Space Studies

CNES and the Japan Aerospace Exploration Agency JAXA have decided to participate in a joint project

to develop and fly a scaled reusable rocket stage called CALLISTO [50]. Such project is intended to

develop and demonstrate, especially among the European aerospace industry, the technologies and

landing capabilities necessary for the operation of future reusable launch vehicles. The cited article

supports the idea that convex optimization is key to compute a landing trajectory and the corresponding

feedforward control actions. Additionally, it emphasizes the importance of combining convex optimization

strategies with structured robust control methods.

2.4 Funnel Synthesis Method

The reality is that a complete characterization of fuel optimal solutions for the 6-DOF PDG problem

is still an active area of research. Many other articles have been published on the matter. However, a

large percentage of this scientific work focuses on explicit trajectory generation methods [51–54]. The

main goal of explicit methods is to compute a reference trajectory that connects given initial and final

states and is optimal relative to a predefined metric. Even though there are successful and real-time

implementable strategies that fall into this category [42, 55], explicit methods have two big limitations.

The major one is related with the fact that they are specific to a certain problem with given param-

eters. That means that, if the problem data changes after a solution to the optimization problem has

been found (the best example would be if the vehicle’s true initial condition is different from the assumed

one) and one insists in following the same reference trajectory, it is not guaranteed that the dynamics

and the constraints are satisfied. To ensure feasibility, one would need to solve again the optimal control

problem and compute a new reference trajectory in real-time. This drawback is more noticeable when

the uncertainties and disturbances that act on the system in real-life scenarios are taken into account,

which, therefore, implies that it is almost guaranteed that some parameters will be different from the

ones used in the initial optimization problem.

Secondly, there are no theoretical guarantees for the convergence of nonconvex optimal control

problems. No known algorithm can be formally guaranteed to solve a nonconvex optimal control problem

from an arbitrary initial guess [8]. All the convergence conclusions drawn on the scientific papers listed

above are made based on experimental results. For that reason, it is only natural that other trajectory

planning methods start to gain more attention.

On the other hand, implicit trajectory generation techniques do not compute a single trajectory, but

rather a group of functions that define a set of feasible trajectories that connect the sets of initial and

terminal boundary conditions. Without solving again the optimal control problem, these methods are

able to find a new trajectory from the previously computed reference and, simultaneously, guarantee

that it is feasible both with respect to dynamics and constraints.

This principle is closely related to neighboring optimal control, which was already introduced among

the trajectory optimization community a while ago [56, 57]. The main idea is to use a first-order model
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of a nonlinear system and a second-order model of the cost function around some trajectory, and study

the necessary conditions for optimality given by the maximum principle. A state feedback law that is

obtained by a solution of these necessary conditions can provide a near-optimal controller, rather robust

to parameter variations. Across the literature, one can see the application of the neighboring optimal

control theory in many cases, such as vehicle launch [58], orbit transfer [59], guidance in wind fields [60]

and robot trajectory tracking [61].

Funnel synthesis is a method which can be used for trajectory planning and which precisely lies in

the implicit trajectory generation techniques’ category. It differs from the neighboring optimal control

strategy described above because, instead of using the Pontryagin maximum principle, it resorts to a

Lyapunov function strategy to compute a control invariant set and a corresponding feedback controller.

The following thesis project is primarily based on this method and, therefore, a detailed introduction is

required.

Research on the funnel synthesis topic was primarily motivated by the robotics community. In 1985,

M. Mason introduced the problem of uncertainty in robot manipulators and named a mechanical oper-

ation which reduces uncertainty as a ”funnel” [62]. This metaphor was used since, as a typical funnel

allows to eliminate the uncertainty regarding the end location of something which is poured through its

opening, the author’s goal was for the mechanical manipulator to prioritize operations which accomplish

a given goal even when object shapes and initial positions are uncertain. In 1999, the mathematical con-

cept of a funnel was developed, making, for the first time, the association between a Lyapunov function

and a funnel [63].

Figure 2.1 shows an ideal conceptual plot of a funnel centered at a goal point, represented by the

dashed line, which then constitutes its only zero and unique minimum. The surface represents the x− y

plane where trajectories evolve, while the 3D space is a visual representation of the Lyapunov function

value for each point on the plane. The goal is to find a control strategy that guarantees that the system

trajectories along the x − y plane lead strictly downward when projected up onto the funnel. This is an

important result as it implies that all initial conditions on the plane will be drawn towards the center of

the funnel.

Figure 2.1: An ideal representation of a Lyapunov function as a funnel, [63]

The definition of a funnel is usually broader, in order to include not only asymptotically stable dy-
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namical systems but also attracting dynamical systems. Asymptotically stable dynamical systems have

a single equilibrium point, while attracting dynamical systems may have a broader range of attractors.

In that sense, the funnel ends up representing an invariant region, such as the level sets of a Lyapunov

function. The details on the mathematical formulations behind these theoretical concepts are provided

on a further section. Figure 2.2 is a visual representation of a broader concept of a funnel, where the

domain may represent, for example, the obstacle-free state-space in a robot path planning scenario.

Figure 2.2: A visual representation of a broader concept of a funnel, [63]

However, it can be very difficult or even impossible to find globally attractive control laws, so Figure

2.2 is not implementable in practice. Instead, in some cases, especially in motion planning tasks, the

chosen approach is the one precisely proposed in [63]: sequential composition of local funnels. Figure

2.3 is a visual representation of this strategy. The goal here is to derive controllers whose corresponding

regions of attraction and induced funnels cover a large part of the state-space. With that, the state-space

can be divided into cells where different controllers are active. As a controller drives the system toward

its local minimum, the state will eventually cross a boundary into another region of the state-space where

another controller is active. This process is repeated until the state reaches the attracting region of the

last funnel, which contains the goal state.

Figure 2.3: A visual representation of a funnel sequential composition, [63]

The ideas behind funnel synthesis and funnel sequential composition were later further developed by

other authors, especially in the last decade [7, 64–66]. In order to compute the Lyapunov functions which
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define the funnels, the methods in the aforementioned papers use a convex optimization tool, known as

Sum-of-Squares (SOS) programming method. For systems whose dynamics can be described through

polynomials, a polynomial Lyapunov function can be computed and its positive-definiteness can be

checked through a SOS optimization problem.

A different approach was proposed in [8], where the authors apply the funnel synthesis method

precisely to the 6-DOF PDG control problem. Here, the goal behind computing a funnel and the corre-

sponding controller is not to plan a collision-free trajectory, but guaranteeing that the algorithm is capable

of generating feasible trajectories for a wide set of possible initial conditions. For that reason, they look to

maximize a control invariant set around a nonlinear function, which corresponds to the system dynamics.

Also, instead of considering a SOS method, the authors used a first-order approximation of the

dynamics and derived a Differential Matrix Inequality (DMI), similar to the differential Riccati equations

that often appear in the robust control literature, to guarantee quadratic stability of the system and,

consequently, funnel invariance. That gives rise to a new subclass of funnels, referred to as quadratic

funnels.

2.5 Robust Methods

As deterministic PDG guidance and control algorithms advance, a new interest has arisen among

the research community: making the trajectory planning problem more robust to a multitude of uncertain

factors [6].

One common approach is to design a feedback controller to correct possible deviations between the

actual trajectory and the reference. In that sense, the control input applied to the system is determined

by:

u(t) = ū(t) +K(t)(x(t)− x̄(t)) (2.1)

where x̄(t) and ū(t) are the reference state and control inputs, while K ∈ Rnu×nx is a feedback gain

matrix.

As already mentioned, the funnel synthesis method simultaneously finds a control invariant set and

associates it with a stabilizing attractive control law, defined by a time-varying feedback controller. Given

the formulation of the funnel synthesis problem, this feedback controller guarantees that, even when

the actual trajectory deviates from the reference, the system can follow a feasible path and, in the end,

converge to the goal point.

Quadratic funnel synthesis has interesting similarities with robust control theory, such as H∞ control

and Robust Model Predictive Control (RMPC), especially when it comes to the derivation of matrix

inequalities [67–69]. Additionally, there is a specific class of RMPC methods, called tube-based MPC,

which also relies on the principle of invariant sets inside feasible regions [70].

Inside the scope of the 6-DOF PDG control problem, other strategies to compute a stabilizing feed-

back controller have been proposed in the past: chance-constrained dynamic programming [71]; covari-
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ance steering [72, 73]; and Chebyshev interval method [74].

2.6 Research Relevance

Computing a reference trajectory from an initial condition to the landing site, in a fast, reliable and

efficient manner, is a research topic that has already been largely studied and understood. When it

comes to tackling this issue, the SCvx is the current state-of-the-art algorithm, having already proved

its usefulness and gained popularity among the research community. Additionally, the efforts to develop

real-time-capable convex solvers have paved the way for the SCvx to be implementable in real-world

systems.

Therefore, the goal is to focus on a different aspect of the 6-DOF PDG problem: how to increase

the robustness of the current landing control methods when faced with uncertainty and external dis-

turbances. This is the next step that needs to be taken towards the development and improvement of

landing algorithms because, as seen above, the scientific work on the topic of robust PDG methods is

not very extensive.

Funnel synthesis is a robust control method that showed strong signs of being real-world imple-

mentable due to its increased computational efficiency. It is able to compute feasible trajectories, which

can deviate from the reference trajectory, and connect a large set of initial conditions to the goal posi-

tion. However, the work done towards applying funnel synthesis to the 6-DOF PDG control problem is

still very introductory, with some limitations that could be further mitigated. In [8], the first steps within this

topic were taken but there are still improvements that can be proposed. First of all, one should assess

the performance of the funnel synthesis method when applied to a dynamical system that actually has

external disturbances directly acting on it, something that the above article has not considered. Then,

the impact of different problem formulations should be studied, such as how using a priori a model of

the disturbances to derive the funnel invariance conditions can affect the performance of the feedback

controller, and what are the advantages of simultaneously maximizing the funnel entry and minimizing

the remaining funnel size. These are questions to be answered at the end of this thesis.

Nevertheless, the novel element to be introduced with this thesis project is how one can use real-

time information regarding trajectory evolution to readjust the controller gains and decrease the effects

of disturbances. Two different approaches are proposed. The first one is based on a MPC algorithm,

where the parameters from a funnel computed offline are leveraged to formulate a cost function and

a terminal constraint. The advantage of this strategy is outlined by comparing its performance with a

standard MPC controller. The second approach considers real-time replanning, where, in a fast and

computationally efficient way, the reference trajectory and the funnel are recomputed from time to time.

Some theoretical remarks regarding the recursive feasibility and the stability of the latter method are

also provided. Both these approaches have not been explored throughout the literature yet.
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Chapter 3

Methods

In the third chapter, the mathematical formulations behind the different algorithms, as well as the

dynamical model used to simulate the landing sequence, are presented. Not only the spacecraft’s

equations of motion but also the imposed state and input constraints which enable a safe and realistic

system evolution are explained. The used reference trajectory generation algorithm, referred to as the

Successive Convexification (SCvx) algorithm, is briefly reviewed. The most important parts of this thesis

project soon follow, with the funnel synthesis method and the corresponding variations on its formulation.

The chapter finishes with an explanation of the newly proposed strategies.

3.1 Prior Information

Before presenting the dynamical model used to simulate the landing procedure, the reader should

have some prior information. First of all, it is important to know that some assumptions are made

beforehand. It is assumed that the Powered Descent Guidance (PDG) maneuver is carried close enough

to the terrain and for a short duration such that the gravity can be considered constant. Additionally, it

is presumed that all maneuvers occur at speeds significantly lower than orbital speeds, thereby allowing

us to disregard the influence of planetary rotation. Finally, the ambient pressure, the inertia matrix, the

center of mass and the center of pressure for aerodynamic forces are all considered to be constant.

Also, for the dynamical model explained throughout the next Section, two different reference frames

are considered. The first one is the frame fixed on the landing site, denoted by FI and described by

the orthonormal vectors {xI ,yI , zI}. It is centered precisely on the desired landing location. zI points

towards the sky, while xI and yI complete the right-handed orthogonal reference frame. On the other

hand, a body-fixed frame FB is defined, which is especially useful for attitude control purposes. The

orthonormal vectors are represented by {xB,yB, zB}, where zB points along the vehicle’s vertical axis.

Finally, in order to describe the orientation and rotational motion of the spacecraft, an Euler angle

parameterization, with a 3-2-1 sequence, is used. It is important to outline that one cannot use quater-

nions or dual quaternions for this purpose, because, as seen later throughout the Section relative to

the funnel synthesis method, differences between two distinct orientations should be described by an
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additive factor and not a multiplicative factor.

The Euler angle vector Θ ∈ R3 is then defined as:

Θ =


φ

θ

ψ

 (3.1)

where φ is the roll angle, θ is the pitch angle and ψ is the yaw angle.

Transforming an Euler angle parameterization Θ into a Direction Cosine Matrix (DCM), which can

then be used for transformations between different references frames, is possible due to the following

expression:

C(Θ) =


1 0 0

0 cos(φ) sin(φ)

0 − sin(φ) cos(φ)



cos(θ) 0 − sin(θ)

0 1 0

sin(θ) 0 cos(θ)




cos(ψ) sin(ψ) 0

− sin(ψ) cos(ψ) 0

0 0 1

 (3.2)

3.2 Spacecraft Dynamical Model

The equations of motion of the spacecraft’s dynamical model are expressed in Cartesian variables,

and, therefore, the complete state vector is given by:

x(t) =



m(t)

rI(t)

vI(t)

Θ(t)

ωB(t)


∈ R13 (3.3)

wherem(t) > 0 is the vehicle’s mass, rI(t) ∈ R3 is the position vector relative to the frame FI , vI(t) ∈ R3

is the velocity vector relative to the same frame, Θ(t) ∈ R3 is the aforementioned Euler angle parame-

terization and ωB(t) ∈ R3 is the angular velocity expressed in the body frame FB.

The mass-depletion dynamics is a function of the thrust magnitude and, considering atmospheric

effects acting on the rocket, its evolution can be described by:

ṁ(t) = −α||FB(t)||2 − β (3.4)

where the constants α and β are given as:

α :=
1

Ispg
β := αPAnoz (3.5)

In this case, FB(t) ∈ R3 is the thrust force vector expressed in the body frame, Isp is the vacuum specific

impulse, g is the gravity acceleration constant, P is the atmospheric pressure and Anoz is the exit area of

the engine’s nozzle. The constant β represents the specific impulse reduction incurred by atmospheric

back-pressure [75].
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The translational equations of motion can be summarized as:

ṙI(t) = vI(t)

v̇I(t) =
1

m(t)
Fnet,I(t) + gI =

1

m(t)

(
CI←B(t)

(
FB(t) +AB(t)

))
+ gI

(3.6)

where gI ∈ R3 is the gravity acceleration vector, Fnet,I(t) is the net force acting on the spacecraft, which

includes both propulsion and aerodynamic terms. The propulsion term is given by CI←B(t)FB(t), with

CI←B(t) being the DCM obtained through (3.2).

To estimate the aerodynamic forces, it is assumed that the velocity is subsonic throughout the entire

trajectory and that the wind does not have a direct effect on the drag magnitude. Then, the spacecraft is

modeled as a three-dimensional ellipsoid with a reference area A and a parameter CA, which is a 3× 3

matrix that captures how the aerodynamic forces interact with the vehicle in different directions. Also,

since most rocket-powered vehicles can be approximated as axisymmetric, CA usually has the following

structure: CA = diag([ca,x, ca,yz, ca,yz]). The aerodynamic force AB(t) is then computed by [3]:

AB(t) = −1

2
ρA||vI(t)||2CACB←I(t)vI(t) (3.7)

with ρ being the atmospheric density.

The rotational equations of motion are given by:

Θ̇(t) = Ω(Θ(t))ωB(t) =


1 sin(φ(t)) tan(θ(t)) cos(φ(t)) tan(θ(t))

0 cos(φ(t)) − sin(φ(t))

0 sin(φ(t)) 1
cos(θ(t)) cos(φ(t)) 1

cos(θ(t))



ω1(t)

ω2(t)

ω3(t)


JBω̇B(t) = MB(t)− ωB(t)× JBωB(t) = τB(t) + rT,B × FB(t) + rcp,B ×AB(t)− ωB(t)× JBωB(t)

(3.8)

where JB ∈ S3++ is the body-fixed constant inertia tensor of the vehicle, while rT,B and rcp,B are constant

body-frame vectors that go from the vehicle’s center of mass to the gimbaled engine pivot point and aero-

dynamic center of pressure, respectively. Also, τB(t) is an additional torque applied to the spacecraft by

a Reaction Control System (RCS). A RCS is an actuator system consisting of multiple smaller thrusters

which help provide additional attitude control, rotating the vehicle in any combination of directions.

Therefore, in a vehicle with a gimbaled rocket engine and a RCS, where a thrust force and a torque

vectors are the corresponding control actions, the complete state-space system description is given by:
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x(t) =



m(t)

rI(t)

vI(t)

Θ(t)

ωB(t)


∈ R13 u(t) =

FB(t)
τB(t)

 ∈ R6

ẋ(t) =



−α||FB(t)||2 − β

vI(t)

1
m(t)

(
CI←B(t)

(
FB(t) +AB(t)

))
+ gI

Ω(ΘB(t))ωB(t)

J−1B (τB(t) + rT,B × FB(t) + rcp,B ×AB(t)− ωB(t)× JBωB(t))



(3.9)

3.3 State and Input Constraints

Throughout the following Section, the state and input constraints which should be imposed in the

different optimization problems are explained. These constraints guarantee that the generated reference

trajectory and corresponding control actions lead to a safe, realistic and feasible landing.

The first state constraint guarantees that the generated trajectory does not force the vehicle to use

more fuel than what is actually available. Therefore, a minimum bound on the vehicle’s mass m is

imposed as following:

m ≥ mdry (3.10)

where mdry ∈ R++ is the mass of the vehicle when it has no fuel.

Next, constraints on two angles that characterize the vehicle’s descent trajectory are defined: the

approach angle γ and the tilt angle θ. The approach angle γ is the angle between rI , the vector that

goes from the landing site to the vehicle’s center of mass, and zI , one of the orthonormal vectors of the

reference frame FI . It is used on the optimization problem to guarantee that the complete trajectory is

located above the surface, and, for positions further away from the landing site, that the vehicle is high

enough to reach the target position safely. On the other hand, the tilt angle θ is defined as the angle

between the vehicle’s vertical direction zB and zI . A visual representation of the cones that are defined

by imposing limits on the approach and tilt angles is seen in Figure 3.1.

The approach angle constraint is given by:

−rTI zI + ||rI ||2 cos γmax ≤ 0 (3.11)

where γmax is the maximum allowable approach angle.

On the other hand, the tilt angle constraint is written as:

cos θmax − zTI zB ≤ 0 (3.12)
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Figure 3.1: Representation of the cones defined by γmax (left) and θmax (right), [76]

where θmax is the maximum allowable tilt angle.

Finally, the last state constraints should be imposed to bound linear and angular velocities. With

vmax, ωmax ∈ R++ being the maximum allowable velocities, these constraints can be written as:

||vB||2 ≤ vmax ||ωB||∞ ≤ ωmax (3.13)

Proceeding with input constraints, firstly, one should impose limits on the thrust magnitude produced

by the engine. Engines, in real-life scenarios, only operate within a certain thrust interval. For example,

the main engines of the Apollo modules could either operate at 93% thrust or in the allowed interval of

11% to 65% of the rated thrust value [11]. For that reason, constraint (3.14) needs to be added to the

optimization problem:

Fmin ≤ ||FB||2 ≤ Fmax (3.14)

where Fmin, Fmax ∈ R++ are the minimum and maximum permitted values for the engine thrust mag-

nitude. Due to the lower bound enforced through Fmin, this constraint is nonconvex. However, through

linearization around a reference trajectory, it is possible to reformulate it to be convex. In that case,

(3.14) becomes:

Fmin −
F̄T
B

||F̄B||2
FB ≤ 0 (3.15)

where F̄B is the thrust magnitude given by an initial guess or the solution of a previous iteration.

The engine is assumed to be gimbaled and able to rotate around two axes. The gimbal angle δ is

the total angular deviation of the thrust vector from its nominal position. A maximum gimbal angle δmax

is imposed, which then translates into a body-fixed cone that needs to contain the thrust vector. The

gimbal angle constraint can be expressed in terms of Cartesian coordinates as:

||FB||2 cos δmax − zTBFB ≤ 0 (3.16)
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To guarantee that both the thrust magnitude and the direction of the thrust vector do not change too

rapidly, constraints on the throttle rate and gimbal rate should be formulated. However, the equations that

express precisely the temporal derivatives of the thrust magnitude and the gimbal angle are nonconvex

[76]. Fortunately, there are convex reformulations that approximate these rates and are given by:

− Ḟz,max ≤ zTBḞB ≤ Ḟz,max

||ExyḞB||2 ≤ δ̇maxzBFB

(3.17)

where Ḟz,max ∈ R++ is the maximum throttle rate, δ̇max is the maximum gimbal rate and Exy is a 2 × 3

matrix that selects the thrust vector components contained in the xB.yB plane.

Finally, the torque values provided by the RCS system are constrained as:

||τ ||∞ ≤ τmax (3.18)

3.4 Reference Trajectory Generation Algorithm

To generate the reference trajectory, the Successive Convexification (SCvx) algorithm is used. The

mathematical formulation behind it is briefly described in this Section since it was a part of the present

thesis work. No toolboxes that apply this algorithm directly can be found, and, therefore, it had to be

developed by hand from the beginning.

SCvx is an algorithm designed to solve the landing trajectory generation problem and which belongs

to a broader class of solution methods to nonconvex optimization problems, commonly referred to as

Sequential Convex Programming (SCP). It iteratively solves a convex relaxation of the original noncon-

vex problem and keeps updating the solution. The optimal solution is found with three goals in mind:

exactly satisfying nonlinear dynamics; approximating the state and control constraints by enforcing them

at a finite number of temporal nodes; and conservatively approaching optimality.

The SCvx iterative procedure is shown in Figure 3.2 and it is composed by three steps:

• Propagation step, which approximates the system nonlinear dynamics;

• Parameter update step, which is responsible for guaranteeing that the optimization problem is

numerically well-conditioned;

• Solve step, which actually finds the optimal solution of the optimization subproblem.

The top half of the scheme in Figure 3.2 shows the analytical and mathematical operations that

compose each of the three fundamental steps.

The SCvx algorithm will be explained based more on a practical rather than a theoretical approach.

And, for that purpose, each of the steps mentioned above are applied to a general formulation of a

nonconvex optimal control problem.
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Figure 3.2: The sequence of steps that compose the SCvx algorithm, [42]

3.4.1 Propagation Step

The propagation step approximates the nonlinear dynamical equations of motion, which, in an opti-

mization problem, are typically expressed as equality constraints. The goal is to convert these continuous-

time nonlinear equations into discrete-time affine functions of the state, control and final time. A general

nonlinear dynamical equation is considered, whose form is expressed as:

ẋ(t) = f(x(t),u(t)), ∀t ∈ [t0, tf ] (3.19)

where x ∈ Rnx and u ∈ Rnu .

The first operation of the propagation step is to temporally normalize such that the free-final-time

problem becomes fixed-final-time. So, the interval t ∈ [t0, tf ] is converted to τ ∈ [0, 1], where τ is

commonly referred as the normalized time. Applying the chain rule, the following can be derived:

x′(t) :=
d

dτ
x(t) =

dt

dτ

d

dt
x(t) =

dt

dτ
ẋ(t) (3.20)

The parameter s := dt
dτ is defined as the temporal dilation factor. After replacing t with τ and ẋ(t) with

the right-hand side of (3.19), the temporal normalized dynamics are obtained:

x′(τ) = F (x(τ),u(τ), τ) := sf(x(τ),u(τ)) (3.21)

Subsequently, the linearization procedure leads to a fixed-final-time linear time-varying continuous-

time problem, which is inherently convex. Using a reference trajectory z̄(τ) :=
[
s̄ x̄(τ) ū(τ)

]
, a first-

order Taylor series expansion can be applied and the following linear time-varying dynamical equation

is obtained:

x′(t) ≈ A(τ)x(τ) +B(τ)u(τ) + S(τ)s+R(τ), ∀τ ∈ [0, 1] (3.22)

where:
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A(τ) :=
∂F

∂x

∣∣∣∣∣
z̄(τ)

B(τ) :=
∂F

∂u

∣∣∣∣∣
z̄(τ)

S(τ) :=
∂F

∂s

∣∣∣∣∣
z̄(τ)

R(τ) := −A(τ)x̄(τ)−B(τ)ū(τ)− S(τ)s̄

(3.23)

Finally, the system is temporally discretized by projecting the infinite-dimensional control signal u(τ)

into a finite-dimensional space. For that purpose, the SCvx algorithm uses a First-Order-Hold (FOH)

approach, as it leads to an increase in optimality and guarantees that the interpolated values satisfy

constraints [3]. So, N temporal nodes are introduced, which result in N − 1 time subintervals. Each

temporal node is associated with an index k ∈ {1, 2, . . . , N}, which corresponds to the normalized time

τk = k−1
N−1 . The control signal is then decomposed in a continuous piecewise affine function as:

u(τ) = λ−k (τ)uk + λ+k (τ)uk+1, ∀τ ∈ [0, 1] (3.24)

where:

λ−k (τ) =
τk+1 − τ

τk+1 − τk
λ+k (τ) =

τ − τk
τk+1 − τk

(3.25)

Substituting (3.24) into (3.22):

x′(τ) = A(τ)x(τ) + λ−k (τ)B(τ)uk + λ+k (τ)B(τ)uk+1 + S(τ)s+R(τ), ∀τ ∈ [0, 1] (3.26)

The state transition matrix ϕ(τ, τk) : [τk, τk+1] → Rnx×nx associated with (3.26) is given by:

ϕ(τ, τk) = Inx +

∫ τ

τk

A(ξ)ϕ(ξ, τk)dξ (3.27)

Denoting the discrete-time state vectors as xk := x(τk) and using the inverse and transitive proper-

ties of ϕ, the final form of the discrete-time system dynamics is obtained:

xk+1 = Akxk +B−k uk +B+
k uk+1 + Sks+Rk (3.28)

where:

Ak := ϕ(τk+1, τk)

B−k := Ak

∫ τk+1

τk

ϕ−1(τ, τk)λ
−
k B(τ)dτ B+

k := Ak

∫ τk+1

τk

ϕ−1(τ, τk)λ
+
k B(τ)dτ

Sk := Ak

∫ τk+1

τk

ϕ−1(τ, τk)s(τ)dτ Rk := Ak

∫ τk+1

τk

ϕ−1(τ, τk)R(τ)dτ

(3.29)

In terms of practical implementation, the previous iteration of the SCvx procedure gives us s̄, x̄k and

ūk for all k ∈ {1, 2, . . . , N}. Using (3.24), one can obtain ū(τ) for all τ ∈ [0, 1]. (3.21), (3.27), (3.28)

and (3.29) are computed simultaneously. For the integrals, a classical Runge-Kutta RK4 method is used

[77]. The final results are obtained after the numerical integration, by right multiplying the final value of
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Ak by the final value of each integral in the expressions of (3.29). Hence, one arrives to Ak, B−k , B+
k , Sk

and Rk.

3.4.2 Parameter Update Step

There is a high probability that the propagation step will result in a convex optimization subprob-

lem that suffers from artificial infeasibility or artificial unboundness. For that reason, a few numerical

procedures need to be implemented before solving it.

The first step is to eliminate artificial infeasibility. Artificial infeasibility can occur when linearization

leads to inconsistencies in the constraints and they cannot be simultaneously satisfied. To avoid it, (3.28)

is augmented with a virtual control term νk ∈ Rnx :

xk+1 = Akxk +B−k uk +B+
k uk+1 + Sks+Rk + νk (3.30)

Additionally, to penalize the virtual control term such that it is only used when necessary for constraint

satisfaction, the cost function is augmented with the term Jvc:

Jvc(ν) := wν

N−1∑
k=1

||νk||1 (3.31)

where wν > 0 is a large user-defined weight. The addition of this virtual control term guarantees that

each subproblem has a nonempty feasible set.

The next issue is artificial unboundness, which happens when constraints that have been previously

linearized allow the cost function to be minimized indefinitely. To mitigate this effect and to, simultane-

ously, ensure that the optimization solver does not explore solutions too far away from the reference

trajectory, the following quadratic trust region term is added to the cost function:

Jtr(z̄, z) :=

N∑
k=1

(zk − z̄k)
TWtr(zk − z̄k) (3.32)

where Wtr is a symmetric positive definite weighing matrix, defined by the user.

The parameter update step ends with a scaling procedure, which is important since numerical issues

can arise when there is a large disparity between the orders of magnitude of the solution variables [78].

For that reason, the SCvx applies the following affine transformations:

xk = Pxx̂k + px

uk = Puûk + pu

s = ptŝ

(3.33)

where x̂k, ûk and ŝ are the scaled terms. Px, Pu, px, pu and ps are chosen so that all scaled terms have

a maximum order of magnitude of 1.

23



3.4.3 Solve Step

Finally, the solve step is reached, where the optimal solution of each convex subproblem is computed.

However, there are still sources of nonconvexity inside the optimization subproblem which have not been

addressed yet: the nonconvex constraints.

Consider the following general formulation of a nonconvex constraint, applied at a given temporal

node k ∈ {1, 2, . . . , N − 1, N}:

h(zk) ≤ 0 (3.34)

where h : Rnz → R is an inequality constraint function, at least once differentiable. Similarly to the

nonlinear dynamics, a first-order Taylor series expansion around the reference trajectory is used to

approximate the nonconvex constraint:

h(z̄k) +
dh

dz

∣∣∣∣∣
z̄k

(zk − z̄k) ≤ 0 (3.35)

This procedure is especially useful to convexify the nonconvex constraint given by the minimum

bound on the thrust magnitude.

When solving each subproblem, since the goal is to minimize the amount of fuel spent throughout the

landing procedure, the cost function is actually formulated to maximize the value of the vehicle’s mass

at the last temporal node.

Now, one is ready to solve the convex relaxed optimization subproblem using a suitable customized

interior-point method, designed to solve a Second-Order Cone Programming (SOCP) problem. At this

stage, it is also important to emphasize that a straight-line initialization is considered. This means that,

to start the algorithm, a straight trajectory between the initial and final points, where the nodes are

uniformly distributed and equally spaced, is used as a guess for the first iteration.

Finally, a criteria which needs to be satisfied to terminate the iterative procedure should be defined. In

the upcoming implementation, the deviation between two scaled state solutions of consecutive iterations

is compared, and, if it is below a certain threshold, convergence is assumed to have been achieved and

the iterative procedure ends. This can be mathematically formulated by stating that the iterations are

terminated when the following condition is satisfied:

max
k∈{1,2,...,N−1,N}

||x̂k − P−1x (x̄k − px)||2 < δxtol (3.36)

where δxtol > 0 is an user-defined constant.

3.5 Funnel Synthesis Method

As discussed before, one common approach to correct the deviations from the reference trajectory is

to associate a control invariant set and a stabilizing feedback controller to it. This invariant set is called a

funnel and, if a system’s initial condition is located inside its entry and no disturbances are considered,
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it is mathematically guaranteed that the state and control input pairs remain inside the funnel for all

future times. The method where a control invariant funnel and the corresponding feedback controller are

optimized is called funnel synthesis.

Before introducing the funnel synthesis framework, one needs to derive a linearized system model

from the original nonlinear model. This reformulation will serve as a basis to then compute the funnel

around the reference trajectory.

Therefore, consider the following continuous-time nonlinear dynamical system:

ẋ(t) = f(t, x(t), u(t)) , t ∈ [t0, tf ] (3.37)

where x(t) ∈ Rnx is the state vector, u(t) ∈ Rnu is the control vector, t0 and tf are the initial and final

times, respectively. The function f : R+×Rnx ×Rnu → Rnx is assumed to be at least once differentiable.

Note that, in this case, no direct disturbance or uncertainty effects are taken into account yet.

By considering a reference trajectory {x̄(t), ū(t)}tft=t0 , the difference variables η(t) and ξ(t) can be

defined as:

η(t) := x(t)− x̄(t) ξ(t) := u(t)− ū(t) (3.38)

Since f is differentiable, a new dynamical system in terms of the difference variables can be de-

fined, by, simultaneously, using a first-order Taylor series expansion around the reference trajectory and

resorting to the concept of structured nonlinearities [76]. The new dynamics are expressed as:

η̇(t) = A(t)η(t) +B(t)ξ(t) +

Np∑
i=1

Eipi(t)

qi(t) = Ciη(t) +Diξ(t), i = 1, . . . , Np

pi(t) = ϕi(qi(t)), i = 1, . . . , Np

(3.39)

A(t) and B(t) are the partial derivatives of the function f , with respect to the state and control input,

respectively, evaluated along the reference trajectory {x̄(t), ū(t)}tft=t0 . The last expression of (3.39) can

be thought as a channel that groups all of the nonlinear effects of the system (3.37) in a single function,

while Np represents the number of nonlinear channels. qi ∈ Rnq,i is the input to a given nonlinear

channel, pi ∈ Rnp,i is the output of the nonlinear channel and ϕi is the function that characterizes the

nonlinear channel. The constant matrices Ci ∈ Rnq,i×nx , Di ∈ Rnq,i×nu and Ei ∈ Rnx×np,i serve as

selectors of variables.

With the purpose of deriving the algorithm in a more understandable way, (3.39) is written in a

compact format by stacking the effects of the nonlinear channels:

η̇(t) = A(t)η(t) +B(t)ξ(t) + Ep(t)

q(t) = Cη(t) +Dξ(t)

p(t) = ϕ(q(t))

(3.40)
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where:

p =


p1
...

pNp

 q =


q1
...

qNp

 C =


C1

...

CNp

 D =


D1

...

DNp

 E =
[
E1 . . . ENp

]
(3.41)

Note that the variables’ dimensions change. Now, p ∈ Rnp , q ∈ Rnq , C ∈ Rnq×nx , D ∈ Rnq×nu and

E ∈ Rnx×np , where np =
∑Np

i=1 np.i and nq =
∑Np

i=1 nq.i.

Nevertheless, for the derivation of the funnel synthesis formulation, the focus is placed on the closed-

loop system, where the control law is linear time-varying, given by ξ(t) = K(t)η(t) for some K ∈ Rnu×nx .

The final dynamical model is then written as:

η̇(t) = Acl(t)η(t) + Ep(t)

q(t) = Ccl(t)η(t)

p(t) = ϕ(q(t))

(3.42)

with Acl(t) := A(t) +B(t)K(t) and Ccl(t) := C +DK(t).

3.5.1 Quadratic Funnels

The first step into the funnel mathematical formulation is understanding that a funnel, usually denoted

by F(t), is a time-varying set in state and control space that is both control invariant and contained inside

a feasible region. A control invariant set implies that, if a system’s initial condition is located inside the

entry of the funnel, it is always possible to find a control action that keeps the subsequent trajectory

inside the given funnel for all future times. Formally, that can be formulated as (x(t0), u(t0)) ∈ F(t0) =⇒

(x(t), u(t)) ∈ F(t) for all t ≥ t0.

Quadratic funnels are a specific set of funnels which are obtained when quadratic stability is consid-

ered. The necessary and sufficient conditions to guarantee quadratic stability are expressed in [79] and

[80]. These are based on quadratic Lyapunov functions as Lyapunov stability theory is the most gener-

ally valid approach when studying the stability of nonlinear systems. Therefore, a system is quadratically

stable if, for a decay rate α > 0 and a Lyapunov function V (t, x(t)) = x(t)TPx(t), with P being a sym-

metric positive-definite matrix, the following condition is met for all t ≥ 0.:

V̇ (t, x(t)) ≤ −αV (t, x(t)) (3.43)

For this specific case, the following Lyapunov function V : R× Rnx → R is defined:

V (t, η(t)) = η(t)TQ−1(t)η(t) (3.44)

whereQ(t) ∈ Snx
++ is a function dependent on time which generates positive-definite matrices as outputs.

The notion of level sets of a function will be used to parameterize the quadratic funnel, because, as

long as condition (3.43) is met, the level sets of the Lyapunov function V (t, η(t)) are invariant. The 1-
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level set of V (t, η(t)) is the set of states that satisfy the quadratic inequality ηTQ−1η ≤ 1. This inequality

also parameterizes an ellipsoid defined in a nx-dimensional space. The given ellipsoid is denoted as εQ

and expressed as:

εQ =
{
η ∈ Rnx | ηTQ−1η ≤ 1

}
(3.45)

Given the closed-loop control law ξ = Kη, the following implication can also be stated [8]:

η ∈ εQ =⇒ ξ ∈ εKQKT (3.46)

To conclude the definition of quadratic funnels, one should assume that X ⊂ Rnx and U ⊂ Rnu

are the feasible sets for the state and control vectors, respectively. Therefore, a quadratic funnel F

can be formally defined as a control invariant and feasible set, within the state and control space, that is

parameterized by a time-varying positive definite matrix Q ∈ Snx
++ and a time-varying matrix K ∈ Rnu×nx .

The correct mathematical formulation is given as:

F = εQ × εKQKT , εQ ⊆ X , εKQKT ⊆ U (3.47)

On one hand, the invariance of a quadratic funnel is a consequence of the invariance of the level sets

of the Lyapunov function defined in (3.44), which, simultaneously, needs to meet the quadratic stability

condition (3.43). On the other hand, the feasibility of a quadratic funnel is guaranteed by forcing the

ellipsoids εQ and εKQKT to be inside the feasible sets of states and control inputs.

The next step is to derive the formal mathematical conditions that guarantee both invariance and

feasibility when synthesizing the quadratic funnels.

Invariance

As explained above, the invariance of a quadratic funnel comes as a consequence of meeting the

necessary and sufficient condition for quadratic stability, expressed in (3.43). To apply this condition to

system (3.42), and given the Lyapunov function defined in (3.44), it is reformulated as following:

V̇ (t, η(t)) ≤ −αV (t, η(t)), ∀ t ∈ [t0, tf ], ∀ q ∈ εCclQCT
cl
, p = ϕ(q) (3.48)

The decay rate α is positive, which, consequently, is a guarantee that ||η(t)||2 strictly decreases with

time. That implies that the system’s trajectory converges to the reference.

The terms ”∀ q ∈ εCclQCT
cl
, p = ϕ(q)” of condition (3.48) are a consequence of the invariance of the

quadratic funnel. If η ∈ εQ for all t ∈ [t0, tf ], then q ∈ εCclQCT
cl

for all t ∈ [t0, tf ]. The problem that now

arises is how to reformulate ”∀ q ∈ εCclQCT
cl
, p = ϕ(q)” in a way that can be included inside the quadratic

form of the Lyapunov function. For that purpose, the concept of local multiplier matrices is leveraged

[80, 81], which allows to rewrite the above condition as:
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V̇ (t, η) ≤ −αV (t, η), ∀ t ∈ [t0, tf ], ∀

 q

ϕ(q)

T

M

 q

ϕ(q)

 ≥ 0,M ∈ Mϕ,ε
CclQCT

cl

(3.49)

where:

Mϕ,ε
CclQCT

cl

=

{
M ∈ Snq+np

∣∣∣∣∣
 q

ϕ(q)

T

M

 q

ϕ(q)

 ≥ 0, for all q ∈ εCclQCT
cl

}
(3.50)

Expanding the Lyapunov function and its derivative, while considering the system’s dynamics (3.42),

the above condition is reformulated as:

η
p

T AT
clQ
−1 +Q−1Acl −Q−1Q̇Q−1 + αQ−1 Q−1E

ETQ−1 0

η
p

 ≤ 0

for all

η
p

T CT
cl 0

0 I

M
Ccl 0

0 I

η
p

 ≥ 0

(3.51)

(3.51) can be expressed as a single Matrix Inequality using the S-procedure. S-procedure is of-

ten applied when a condition that constraints a specific quadratic function to be negative when other

quadratic forms are also negative is encountered [82]. (3.51) is exactly one of those cases. Therefore,

and after partitioning the matrix M as M =

M11 M12

MT
12 M22

, (3.51) is verified if and only if there exists a

scalar λ ≥ 0 such that:

AT
clQ
−1 +Q−1Acl −Q−1Q̇Q−1 + αQ−1 + λCT

clM11Ccl Q−1E + λCT
clM12

ETQ−1 + λMT
12Ccl λM22

 ≤ 0 (3.52)

The Matrix Inequality expressed in (3.52) cannot be solved using convex optimization techniques

since one of the variables is the inverse of the matrix Q, not Q itself. For that reason, a reformulation is

required. Both sides are multiplied by diag[Q; I] to obtain:

QAT
cl +AclQ− Q̇+ αQ+ λQCT

clM11CclQ E + λQCT
clM12

ET + λMT
12CclQ λM22

 ≤ 0 (3.53)

On top of that, by imposing Q > 0, λ ≥ 0 and M ∈ Mϕ,ε
CclQCT

cl

, the complete conditions that need to

be satisfied in order for the quadratic funnel F to be invariant are now obtained.

(3.53) is a nonlinear Differential Matrix Inequality (DMI) with four unknown variables: the matrix Q of

the quadratic Lyapunov function, the local multiplier matrix M , the controller gain K and the scalar λ.

For readability and convenience purposes, from this point on, the DMI (3.53) is rewritten as:

F − Q̇+ λGTM11G E + λGTM12

ET + λMT
12G λM22

 ≤ 0 (3.54)
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where:

F = QAT +AQ+BY + Y TBT + αQ

G = CQ+DY

Y = KQ

(3.55)

Feasibility

Now, one needs to understand which conditions need to be met in order to guarantee that the funnel

is contained inside a feasible region. As said before, the feasible sets for state and control vectors are

denoted by X ⊂ Rnx and U ⊂ Rnu , respectively. Additionally, x̄ ∈ int(X ) and ū ∈ int(U), which means

that the reference trajectory is located in the interior of the two respective sets and never intersects its

borders. At the same time, Xf ⊂ Rnx is the set of acceptable state deviations at t = tf .

The first step is to find the largest possible funnel that is able to fit inside the feasible region. It is

denoted by Fmax and characterized as following:

Fmax = εQmax × εRmax , εQmax ⊂ X , εRmax ⊂ U , εQmax ⊂ Xf for t = tf (3.56)

where Qmax and Rmax are two symmetric positive-definite matrices with size equal to the number of

states and the number of inputs, respectively.

It is assumed that the set X can be constructed through inequality constrains as following:

X =
{
x | hi(x) ≤ 0, i = 1, . . . ,mx, ||x||2 ≤ xmax

}
(3.57)

where each hi(x) is a scalar function dependent on the state vector. mx is the number of inequality

constraints required to define the set of feasible states.

The set X can be approximated into a polytopic set Px̄ by using information from the reference

trajectory and turning the inequality constraints into affine functions. This approximation can be done by

directly linearizing the state functions hi(x) around the reference trajectory. Hence, Px̄ is defined as:

Px̄ =
{
x | aTi x ≤ bi, i = 1, . . . ,mx

}
∩
{
x | ||x||2 ≤ xmax

}
(3.58)

If the state functions hi(x) are already affine, then X = Px̄.

Then, the matrix Qmax is computed such that x̄⊕ εQmax corresponds to the maximum volume ellipsoid

centered at the reference trajectory that fits inside the set Px̄. So, x̄ ⊕ εQmax ⊂ Px̄. Hence, Qmax for any

time t ∈ [t0, tf ] can be computed through [82]:

Q
1
2
max(t) = arg max

Z
log det(Z)

subject to ||Zai(t)||2 + ai(t)
T x̄(t) ≤ bi(t), i = 1, . . . ,mx

0 ≤ Z ≤ xmaxInx

(3.59)

When t = tf , the data used to construct the affine constraints has to be relative to Xf . This way, it is
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guaranteed that εQmax ⊂ Xf for t = tf .

The same approach can be used to compute Rmax. The set of feasible inputs U is constructed as:

U =
{
u | hj(u) ≤ 0, j = 1, . . . ,mu, ||u||2 ≤ umax

}
(3.60)

with mu being the number of inequality constraints necessary to completely define U .

Again, U can be approximated into a polytopic set Pū using information from the reference trajectory:

Pū =
{
u | aTj u ≤ bj , j = 1, . . . ,mu

}
∩
{
u | ||u||2 ≤ umax

}
(3.61)

The optimization problem to compute Rmax for any time t ∈ [t0, tf ] is given as:

R
1
2
max(t) = arg max

Z
log det(Z)

subject to ||Zaj(t)||2 + aj(t)
T ū(t) ≤ bj(t), j = 1, . . . ,mu

0 ≤ Z ≤ umaxInu

(3.62)

Following this procedure, Qmax and Rmax, which define the largest ellipsoids fully contained within

the feasible state and control sets, respectively, have just been obtained. Now, these matrices must be

included in the quadratic funnel formulation. Consider the conditions below, which must be satisfied to

guarantee the funnel feasibility:

εQ ⊆ εQmax =⇒ Q ≤ Qmax εKQKT ⊆ εRmax =⇒ KQKT ≤ Rmax (3.63)

The first inequality is affine, but the second is nonconvex in the variables Q and K. A reformulation

is, for that reason, required. Using the Schur complement and multiplying both sides by diag[Q; Inu
], it

can be rewritten as:

KQKT ≤ Rmax ⇐⇒ Rmax −KQKT ≥ 0 ⇐⇒

Q−1 KT

K Rmax

 ≥ 0 ⇐⇒

⇐⇒

Q 0

0 Inu

Q−1 KT

K Rmax

Q 0

0 Inu

 ≥ 0 ⇐⇒

Q Y T

Y Rmax

 ≥ 0

(3.64)

where Y = KQ, as defined in (3.55). So, Q ≤ Qmax and (3.64) guarantee that the quadratic funnel

defined by the ellipsoids εQ and εKQKT is fully contained inside a state and control feasible region.

Final Formulation

The complete structure of the standard optimization problem that synthesizes a continuous-time

quadratic funnel for the nonlinear system (3.37) can be summarized as:
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max
Q(t),Y (t),λ(t),M(t)

log det(Q(t0))

subject to 0 < Q ≤ Qmax, ∀t ∈ [t0, tf ]

λ ≥ 0, ∀t ∈ [t0, tf ]

M ∈ Mϕ,εGQ−1GT
, ∀t ∈ [t0, tf ]F − Q̇+ λGTM11G E + λGTM12

ET + λMT
12G λM22

 ≤ 0, ∀t ∈ [t0, tf ]Q Y T

Y Rmax

 ≥ 0, ∀t ∈ [t0, tf ]

(3.65)

This is a complex optimization problem because it is nonconvex, nonlinear and with four unknown

matrix variables. Additionally, the set Mϕ,εGQ−1GT
cannot be precisely defined but, instead, only ap-

proximated [8]. Numerical methods to solve the above optimization problem are discussed in the next

Section.

Once the quadratic funnel and the feedback controller have been computed, the control input and

the state trajectory are given by numerical integration, through the following expressions:

u(t) = ū(t) +K(t)(x(t)− x̄(t))

x(t) = x(t0) +

∫ t

t0

f(x(τ), u(τ))dτ
(3.66)

Given the invariance property, for any initial condition x(t0) such that x(t0) − x̄(t0) ∈ εQ(t0), it is

guaranteed that, for all t ∈ [t0, tf ], x − x̄ ∈ εQ and u − ū ∈ εKQKT . Also, the system’s trajectory is

feasible in respect to the sets X and U . Finally, the action u is stabilizing for the nonlinear system (3.37).

3.5.2 Solving the Funnel Synthesis Problem

To solve the quadratic funnel synthesis optimization problem, a method called the γ-iteration was

proposed [8, 76]. Its name is related with the fact that the matrix M is decomposed as:

Mγ =

γ2I 0

0 −I

 (3.67)

Mγ is a valid local multiplier matrix if γ is a local Lipschitz constant for the nonlinear function ϕ over

the set εGQ−1GT .

The γ-iteration is an iterative method where the solution is obtained by fixing a set of variables, solving

for the remaining ones and then switch. This working principle has already proved to be successful in

other contexts, such as generation of funnel libraries [7] or iteratively solving the Ricatti equation [83]. In

the specific case above, the problem becomes convex relative to the variable M if the variables (Q,Y, λ)

are fixed. On the other hand, if M is fixed and (Q,Y, λ) are the variables to be solved for, a second

convex optimization problem is obtained.

31



Firstly, the problem where the variables (Q,Y, λ) are fixed is considered. Given the decomposition in

(3.67), the following reformulation is possible:

q
p

T

M

q
p

 ≥ 0 ⇐⇒
[
qT pT

]γ2I 0

0 −I

q
p

 ⇐⇒
[
γ2qT −pT

]q
p

 ≥ 0 ⇐⇒

⇐⇒ γ2qT q ≥ pT p ⇐⇒ γ||q||2 ≥ ||p||2

(3.68)

By defining a matrix ∆ ∈ Rnp×nq such that p = ∆q and ||∆||2 ≤ γ, the nonlinear function ϕ can be

replaced and the dynamics of the closed-loop system are written as:

η̇ = (Acl + E∆Ccl)η (3.69)

The difficulty now lies in computing a valid value for γ. There are several possible procedures de-

signed for the purpose of estimating a Lipschitz constant for a given function [84], but the focus will be

placed on a sampling-based procedure.

To find the value of γ, two different optimization problems need to be formulated and solved, one

inside the other. The goal is to find the point η in the funnel defined by εQ that maximizes ||∆||2, which

needs to be equal or less than γ.

The outer optimization problem is given by:

γ = max
η

Γ∗(η)

subject to η ∈ εQ ⇐⇒ ηTQ−1η ≤ 1

(3.70)

On the other hand, the inner optimization problem is given by:

Γ∗(η) = min
∆

||∆||2

subject to η̇ = (Acl + E∆Ccl)η

(3.71)

The latter optimization problem focuses on computing the smallest matrix ∆ that satisfies the dy-

namics of the closed-loop system at a particular point η. The former finds the point η that maximizes

the Γ∗ inside the funnel. The maximum value of Γ∗ corresponds to the estimated value of the Lipschitz

constant γ.

In fact, (3.70) must be solved through a spatiotemporal sampling procedure. If different states {ηs}Ns
s=1

are collected from the state-funnel εQ, one can obtain a bound of the Lipschitz constant as:

γ = max
s=1,...,Ns

Γ∗(ηs) (3.72)

By selecting the sample from {ηs}Ns
s=1 that corresponds to the maximum value of Γ∗, the solution

for (3.70) is found. It has been found that a number of points of an order of magnitude of 104 must be

collected in order to obtain reasonably accurate results.

During the implementation process, one issue regarding this step of the solution method was found:
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the equality constraint in (3.71) was not exactly satisfied. In some rare cases, it would actually lead to an

infeasible solution. Therefore, to solve this problem, a virtual control term v was added to the constraint

and penalized in the cost function. So, (3.71) is reformulated to:

Γ∗(η) = min
∆

||∆||2 + wvcv

subject to η̇ = (Acl + E∆Ccl)η + v

(3.73)

where wvc is a large weight, defined by the user.

After obtaining the Lipschitz constant γ, one can advance to the second part of the iterative proce-

dure. Now, M is fixed and a solution for the triple (Q,Y, λ) is found.

Given the Mγ structure in (3.67), it is certain that M11 ≥ 0 and (3.54) can be rewritten as:

F − Q̇ E

ET −λI

+

γGT

0

λI [γG 0
]
≤ 0 (3.74)

If E ̸= 0 then λ > 0. For that purpose, by resorting to the Schur complement and multiplying both

sides by diag(I, λ−1I, I), an equivalent condition is obtained. This final condition is a Differential Linear

Matrix Inequality (DLMI) in the variables Q, Y and ν = λ−1 and is expressed as:


F − Q̇ νE γGT

νET −νI 0

γG 0 −νI

 ≤ 0 (3.75)

However, to make the above optimization problem tractable, some assumptions must be made re-

garding A(t), B(t), Q(t), Qmax(t), Rmax(t) and Y (t). It is considered that each of these matrix-valued

functions can be approximated by a convex combination such that □(t) =
∑nM

i=1 σi(t)□i, for some integer

number nM > 1, constant matrices □i and interpolating functions σi(t) such that
∑nM

i=1 σi(t) = 1 [85].

The symbol □ can stand for A, B, Q, Qmax, Rmax or Y . On top of that, ν and γ are assumed to be

piecewise constant for a given time interval between two consecutive nodes. So, they are rewritten as

νi and γi, ∀i = 1, . . . , nM .

The above matrix temporal decomposition is important to guarantee that the solution of the optimiza-

tion problem satisfies the conditions for all t ∈ [t0, tf ], while being tractable and requiring only a finite

set of LMIs. The DLMI (3.75) can be written as a set of 1
2nM (nM + 1) LMIs, while the others can be

expressed as a set of LMIs where each individual matrix is constrained. For example, the last condition

of the optimization problem (3.65) is equivalent to:

Q Y T

Y Rmax

 =

nM∑
i=1

σi(t)

Qi Y T
i

Yi Rmax.i

 ≥ 0 (3.76)

By requiring each matrix of the right-hand term to be positive-semidefinite, the continuous-time con-

dition is satisfied.

In the specific case of this thesis project, nM has the same interpretation as the number of tem-

poral nodes used to compute the reference trajectory through the SCvx algorithm, so nM = N . That
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means that, for i = 1, . . . , nM , the constant matrices Ai and Bi are obtained by linearizing the nonlinear

continuous-time equations of motion around each temporal node of the reference trajectory. On the

other hand, Qmax,i and Rmax,i are computed through (3.59) and (3.62), respectively, by using the infor-

mation of the reference trajectory at each temporal node. Finally, each node is also associated with a

matrix Qi and Yi, to be computed by the given optimization problem.

Additionally, to arrive to the final form of the optimization problem, a theoretical remark is leveraged. It

states that, to guarantee M(t)N(t) ≤ 0, t ∈ [t0; tf ] with M(t) =
∑nM

i=1 σi(t)Mi and N(t) =
∑nM

i=1 σi(t)Ni,

it is sufficient to enforce MiNi ≤ 0, ∀i = 1, . . . , nM and MiNj +MjNi ≤ 0, ∀i = 1, . . . , nM − 1, ∀j =

i+ 1, . . . , nM . The proof lies in [8].

Hence, the final structure of the optimization problem for the variables (Q,Y, ν) is given as [85]:

max
Qi,Yi,νi

log det(Q1)

s.t. νi ≥ 0

0 < Qi ≤ Qmax,i, i = 1, . . . , nM
Fii − Q̇i νiE γiG

T
i

νiE
T −νiI 0

γiGi 0 −νiI

 ≤ 0, i = 1, . . . , nM


Fij + Fji − 2Q̇ 2νiE γiG

T
i + γjG

T
j

2νiE
T −2νiI 0

γiGi + γjGj 0 −2νiI

 ≤ 0,
i = 1, . . . , nM − 1

j = i+ 1, . . . , nMQi Y T
i

Yi Rmax,i

 ≥ 0, i = 1, . . . , nM

(3.77)

where:

Fij = QiA
T
j +AjQi +BjYi + Y T

i B
T
j + αQi

Gi = CQi +DYi

(3.78)

Now that the two fundamental optimization problems that, together, form the iterative procedure of

the γ-iteration have been understood, one should establish a criteria which needs to be satisfied in

order to terminate the algorithm. For this purpose, the principle to be employed is to decrease the upper

bound for the state funnel, given by the matrix Qmax, until the volume occupied by the ellipsoid εQ is

approximately equal to the volume of εQmax . For that reason, a parameter κ, called the fill ratio, is defined

as:

κ = min
i=1,...,nx

(
proji εQ

proji εQmax

) 1
2

(3.79)

where proji εQ is the projection of the state funnel εQ onto dimension i. More specifically, this projection

represents the maximum distance that εQ extends along the i-th dimensional axis. This value can be

obtained through a Cholesky factorization of the corresponding matrices.
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Every time a new solution for the optimization variable Q is obtained, the fill ratio κ is computed and

compared to a threshold value. If it is above, convergence is assumed to be reached and the algorithm

is terminated. However, if it is below, the algorithm proceeds to the next iteration but using a smaller

ellipsoid εQmax . For that purpose, a new parameter, denoted as ζ and called contraction factor, is defined.

ζ is computed through:

ζ = ζmin + (1− ζmin)
1

1 + eh(0.5−κ)
(3.80)

where ζmin is the minimum contraction factor and h is the width parameter. Both are defined by the user

at the beginning of the algorithm. So, by multiplying Qmax and Ymax by the contraction factor ζ, the new

maximum feasible sets to be used for the next iteration are obtained.

Using this termination criteria, the algorithm is guaranteed to converge to a solution in a finite number

of iterations [8].

To sum up, the complete γ-iteration method, which solves the funnel synthesis optimization problem

(3.65) and outputs not only the funnel parameters but also the feedback controller, is summarized in

Algorithm 1.

Algorithm 1 The γ-iteration method, designed to solve the quadratic funnel synthesis problem

Require: A reference trajectory {x̄(t), ū(t)}tft=t0 ; the system matrices in (3.40); a decay rate α > 0; a
suitable description of the sets X , Xf and U ; a convergence tolerance 0 < κtol < 1; a maximum
number of iterations imax; parameters nM , Ns, ζmin and h.

Compute Qmax and Ymax through (3.59) and (3.62);
Initialize the Lipschitz constant γ as γi = 0, ∀i = 1, ..., nM ;
Compute {Q0, Y0} through (3.77);
Set Qmax,1 = Q0 and Ymax,1 = Y0;
for i = 1 : imax do

Obtain new estimations for the Lipschitz constant γ through (3.72) and (3.73), with Qmax,i and
Ymax,i;

Compute {Qi, Yi} through (3.77);
if κi(t0) ≥ κtol then

Convergence reached;
Terminate the algorithm;

else
Compute ζ through (3.80);
Qmax,i+1 = ζQmax,i and Ymax,i+1 = ζYmax,i;

end if
end for

3.5.3 Balancing the Funnel Size

In the original quadratic funnel synthesis optimization problem expressed in (3.65), the goal is to

maximize the funnel size. This can be beneficial as a larger control invariant set will guarantee that there

is a higher probability that the initial state will converge to the reference trajectory and not leave a safe

region. On the other hand, as perturbations and uncertainty come into play, minimizing the funnel size

also helps decreasing the effects of these unknown factors into the system over time.
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For that reason, scientific articles related with the funnel synthesis topic can be separated into two

groups according to their final objective: whether it is funnel size maximization [8, 66, 86] or minimization

[7, 87, 88]. Nevertheless, it is possible to combine the advantages of both approaches into one single

optimization problem. In [89], a method that balances the maximization of the size of the funnel entry

and the minimization of the size of the remaining funnel is proposed. As a consequence, a larger set of

possible initial states is guaranteed to converge to the nominal trajectory, while the uncertainty effects

are attenuated.

This is not a complex procedure, since, as seen below, it is a matter of adapting the cost function of

the funnel synthesis optimization problem. However, for the scope of this thesis project, the interest is in

the practical results. The goal is to understand what is the impact of this approach on the spacecraft’s

landing trajectories and if it decisively helps the system reject the effects of external disturbances.

So, for this scenario, a new objective function is considered. It is given by:

J = −wQ0
log det(Q(t0)) +

∫ tf

t0

wQ λQ(t)dt

subject to Q(t) ≤ λQ(t)I ∀t ∈ [t0, tf ]

(3.81)

where λQ(t) is an auxiliary variable introduced to minimize the maximum eigenvalue of the matrices Q,

while wQ0 and wQ are weights defined by the user. Combining the objective function and the additional

constraint in (3.81) with the invariance and feasibility constraints derived in the previous cases allow to

synthesize a funnel which maximizes the number of initial states contained in the control invariant set,

while minimizing the effects of disturbances over time.

In order to make the optimization tractable, a temporal matrix decomposition procedure should be

applied again. That leads to a reformulation of (3.81) into:

J = −wQ0
log det(Q1) +

nM∑
i=2

wQ λQi

subject to Qi ≤ λQi I ∀i = 2, . . . , nM

(3.82)

3.5.4 Funnel Formulation with Disturbances

The previous quadratic funnel synthesis problem formulation does not consider a system model

where disturbances directly affect the dynamics. However, one of the objectives of the present thesis

project is to evaluate how including such component in the formulation can affect the results.

The new nonlinear continuous-time system dynamics is given by:

ẋ(t) = f(t, x(t), u(t), w(t)) (3.83)

where the only difference from the previous case is that a vector-valued function w(t) is now considered,

in order to represent an uncertainty effect or the external disturbances acting on the system. Additionally,

it is assumed that ||w(.)||∞ ≤ 1 where ||w(.)||∞ := supt∈[t0,tf ]||w(t)|| . All the remaining assumptions and

formulations are still valid. The reference trajectory is denoted as {x̄(t), ū(t), w̄(t)}tft=t0 , but a disturbance-
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free solution, such that w̄(t) = 0, t ∈ [t0, tf ], is chosen.

Once again, the nonlinear system model is rewritten into a linear time-varying one by considering the

state and input differences η := x− x̄ and ξ := u− ū. The new dynamics are given by:

η̇(t) = A(t)η(t) +B(t)ξ(t) + F (t)w(t) + Ep(t)

p(t) = ϕ(q(t))

q(t) = Cη(t) +Dξ(t) +Gw(t)

(3.84)

where p(t) is a the term that gathers the system nonlinearities and is computed through the function ϕ,

whose argument is q(t). The time-varying matrices A(t), B(t) and F (t) are first-order approximations

of the original nonlinear system around the nominal trajectory and evaluated with respect to the state,

control input and disturbance, respectively. Finally, E, C, D and G are time-invariant matrices.

A linear feedback controller is again considered, such that ξ(t) = K(t)η(t), and the quadratic Lya-

punov function is still defined as V (t, η) := ηT (t)Q−1(t)η(t). Therefore, the condition that should be

imposed to the closed-loop system in order to guarantee invariance and attractiveness is expressed as

[89]:

V̇ (t, η) ≤ −αV (t, η), for all ||p(t)||2 ≤ γ(t) ||q(t)||2

and V (t, η) ≥ ||w(t)||22 ∀t ∈ [t0, tf ]
(3.85)

for some decay rate α > 0.

If there exists Q : [t0, tf ] −→ S++
nx

, Y : [t0, tf ] −→ Rnx×nu , ν : [t0, tf ] −→ R++, λw > 0 and α > 0 such

that the following DLMI is satisfied, then (3.85) is met for the the closed-loop system, with K = Y Q−1

[89]:


M − Q̇ νE F (CQ+DY )T

νET −νI 0 0

FT 0 λwI GT

CQ+DY 0 G −ν 1
γ2 I

 ≤ 0

M = AQ+QAT +BY + Y TBT + αQ+ λwQ

(3.86)

This condition can replace (3.75) in the quadratic funnel synthesis optimization problem and, con-

sequently, funnel invariance is still guaranteed for a system where the uncertainty directly affects the

system dynamics. It is important to note that the need for temporal decomposition remains.

3.6 MPC with Funnel Parameters Strategy

The first approach to be proposed within the scope of the current thesis project is a Model Predictive

Control (MPC) algorithm which leverages the parameters from a funnel computed offline to formulate

a cost function and a terminal constraint. The advantage of employing such formulation is outlined, by
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comparing the corresponding performance with a standard MPC controller.

In that sense, the optimization problem to be solved at each temporal node is given by:

min
x1,...,xN

u0,...,uN−1

N−1∑
i=1

(xi − x̄i)
TQ−1i (xi − x̄i) + wN (xN − x̄N )TQ−1N (xN − x̄N )+

+

N−1∑
i=0

(ui − ui−1)
TWU (ui − ui−1)

s.t. xi+1 − x̄i+1 = Ai(xi − x̄i) +Bi(ui − ūi), i = 0, . . . , N − 1

Sxi +Rui <= h, i = 0, . . . , N − 1

(xN − x̄N )TQ−1N (xN − x̄N ) ≤ 1

x0 given

(3.87)

where N is the control horizon, wN is an user-defined scalar weight designed to penalize even further

the deviation at the terminal node N , WU is an user-defined weight matrix, x̄i is the state vector of

the reference trajectory at temporal node i and Qi is the positive-definite matrix that parameterizes the

funnel at temporal node i.

On one hand, the constraint Sxi + Rui <= h, i = 0, . . . , N − 1, imposes maximum limits on the

state and control input variables, guaranteeing feasibility. On the other hand, the terminal constraint is

added to guarantee that, according to the nominal model, the state at temporal node N is inside the

given funnel. Note that the state funnel εQ is defined as εQ = {x ∈ Rnx | (x− x̄)TQ−1(x− x̄) ≤ 1}.

Additionally, the cost term
∑N−1

i=0 (ui − ui−1)
TWU (ui − ui−1) penalizes sudden and rough changes

in the control input values, as such behavior could lead to an unrealistic and undesirable control strat-

egy. Even though the control input variables have different units and, consequently, different orders of

magnitude, the weight matrix WU is defined in a way that gives equal preponderance to each one.

The error dynamics is used to describe the system evolution, as that allows to derive a linearized

version of the dynamical model. As it was found during the implementation procedure, using the exact

nonlinear equations of motion would result in a computational time larger than the interval between

consecutive nodes. With a linearized dynamical model, the computational time is much more reasonable

and the algorithm still has a high degree of accuracy.

Additionally, since this is a MPC optimization problem, the need to discretize the system arises.

Therefore, the linear time-varying dynamics matrices Ai and Bi are obtained by linearizing the system

around the reference trajectory, and then applying a forward Euler discretization method. The sampling

instant is actually dependent on the time to land, which is determined by the SCvx algorithm, and the

total number of temporal nodes, previously specified by the user.

Standard MPC Formulation

Nevertheless, one can only take strong conclusions regarding the performance of the proposed MPC

method, which leverages the funnel parameters to formulate a cost function and a terminal constraint,

when comparing it with a standard MPC controller.

38



For that reason, the following optimal control problem is formulated in order to simulate a typical MPC

approach:

min
x1,...,xN

u0,...,uN−1

N−1∑
i=1

(xi − x̄i)
TWX(xi − x̄i) + (xN − x̄N )TP (xN − x̄N )+

+

N−1∑
i=0

(ui − ui−1)
TWU (ui − ui−1)

s.t. xi+1 − x̄i+1 = Ai(xi − x̄i) +Bi(ui − ūi), i = 0, . . . , N − 1

Sxi +Rui <= h, i = 0, . . . , N − 1

xN − x̄N ∈ XN

x0 given

(3.88)

where WX and WU are user-defined weight matrices for the cost function, while P is the solution of the

discrete-time algebraic Ricatti equation, used to define the terminal cost. To solve such equation, the

dynamics matrices relative to the terminal node, AN and BN , are used.

Similarly to (3.87), the condition Sxi + Rui <= h, i = 0, . . . , N is a feasibility guarantee, and large

changes in the control input values between two consecutive temporal nodes are also penalized.

Finally, the terminal constraint for the standard MPC controller formulation is xN − x̄N ∈ XN , where

XN represents a control invariant set for the dynamical system xi+1 − x̄i+1 = (Ai + BiKi)(xi − x̄i).

Therefore, xN − x̄N ∈ XN =⇒ (AN + BNKN )(xN − x̄N ) ∈ XN . In this case, K is the feedback

controller computed through the funnel synthesis method. XN is computed through the MPT3 toolbox,

and, given its polyhedral form, the terminal condition can be enforced through a series of inequality

constraints.

3.7 Real-Time Recomputation Algorithm

The second proposed method combines both trajectory and funnel recomputation steps during the

real-time evolution of the system. For that purpose, a parameter N1 is defined, which represents the

shorter control horizon and determines in which temporal nodes the recomputation procedure is per-

formed.

Considering a random initial condition, the first step is to compute, through the Successive Convexi-

fication (SCvx) algorithm, a reference trajectory from that given point to the goal state. Due to its unique

principle, SCvx is considerably fast and converges to an accurate solution in few deciseconds. On top

of that, the mentioned computation time decreases as the system approaches the goal state, because

few temporal nodes are considered inside the SCvx algorithm.

After a reference trajectory from the initial condition to the goal state has been optimized, the matrices

Qmax and Rmax are computed through (3.59) and (3.62) and the continuous-time linearized dynamics

matrices are obtained. Nevertheless, such computations are only performed for the subsequent N1

temporal nodes. With these matrices, a funnel and a feedback controller are then computed, but, again,
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only for the subsequent N1 temporal nodes. For that purpose, the formulation relative to robust control

invariant funnels is used. That implies that, essentially, (3.77) is solved but the invariance condition is

substituted by (3.86). At the same time, the cost function maximizes the funnel entry and minimizes the

funnel size, simultaneously.

As a result, the optimization problem relative to the funnel recomputation is formulated as:

min
Qi,Yi,νi,λ

Q
i

− log det(Q1) +

N1∑
i=2

wQλ
Q
i

s.t. Qi ≤ λQi I, i = 2, . . . , N1

νi ≥ 0, , i = 1, . . . , N1

0 < Qi ≤ Qmax,i, i = 1, . . . , N1
Mii − Q̇ νiE F HT

i

νiE
T −νiI 0 0

F ′ 0 −λwI GT

Hi 0 G −νi 1
γ2
i
I

 ≤ 0, i = 1, . . . , N1


Mij +Mji − 2Q̇ 2νiE 2F HT

i +HT
j

2νiE
T −2νiI 0 0

2F ′ 0 −2λwI 2GT

Hi +Hj 0 2G −νi
(

1
γ2
i
+ 1

γ2
j

)
I

 ≤ 0,
i = 1, . . . , N1 − 1

j = i+ 1, . . . , N1

Qi Y T
i

Yi Rmax,i

 ≥ 0, i = 1, . . . , N1

(3.89)

where:

Mij = QiA
T
j +AjQi +BjYi + Y T

i B
T
j + αQi + λwQi

Hi = CQi +DYi

(3.90)

Since the above funnel synthesis optimization problem is formulated for a short control horizon, it can

be quickly solved. This low computational demand allows the approach to be run in real-time, which is

the main goal here. This iterative procedure is then repeated every N1 temporal nodes, until a previously

specified maximum number of nodes has been reached.

By recomputing the reference trajectory, the system can adapt to the effects of the uncertainty and

disturbances, especially in terms of landing time. For example, if an external perturbation takes the

spacecraft further away from the goal state, the landing procedure may need to take longer in order

to guarantee that all the physical constraints are satisfied and, simultaneously, the landing location is

reached. This is an aspect which is not contemplated in the previous approaches, where the landing

time is fixed and independent of the disturbance effects.

Additionally, with real-time trajectory and funnel recomputation, one can be more confident that the

system’s trajectory will not deviate too much from the reference. The Lyapunov function defined to formu-
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late the stability and invariance conditions of the funnel is given by V (t, x(t)) = (x(t)−x̄(t))TQ−1(t)(x(t)−

x̄(t)), whereas the funnel is parameterized as εQ = {x ∈ Rnx | (x− x̄)TQ−1(x− x̄) ≤ 1}. With this pro-

posed approach, by generating the reference trajectory from the initial condition and updating this given

reference from time to time, the Lyapunov function value is, in several occasions, initialized close to 0.

Then, the feedback controller computed through (3.89) is able to quickly determine the control actions

for the following temporal nodes, correct deviations and make the system track as closely as possible

the reference, even with unforeseen factors acting directly on it.

It is true that this approach can pose some issues in terms of recursive feasibility and stability guar-

antees. Such topic is discussed throughout the next subsections.

The real-time trajectory and funnel recomputation control algorithm can be summarized as:

Algorithm 2 Real-time trajectory and funnel recomputation algorithm

Require: The maximum number of temporal nodes N ; the control horizon N1; the decay rate α; the
parameter λw; the scalar weight wQ; the goal location xN ; the scaling matrices; the invariant matrices
C, D, E, F and G.

Randomly initialize the trajectory and obtain x1;
Set i = 1;
while i ̸= N do

Compute the reference trajectory, using a total of N − i+ 1 temporal nodes;
Compute Qmax,i and Rmax,i through (3.59) and (3.62), for the subsequent N1 nodes;
Obtain the dynamics matrices Ai and Bi for the subsequent N1 nodes;
Solve optimization problem (3.89);
Set Ki = YiQ

−1
i , i = 1, . . . , N1;

Simulate the closed-loop system to obtain xi+1, i = 1, . . . , N1 − 1;
Set i = i+N1 − 1;

end while

Recursive Feasibility

As mentioned before, the real-time trajectory and funnel recomputation algorithm poses some doubts

relative to recursive feasibility and stability issues. For that reason, some theoretical remarks regarding

these two properties need to be made.

Firstly, to overcome recursive feasibility concerns, when a new reference trajectory is computed, it is

imposed that the next N1 state vectors, from the current one until the one where the next recomputation

procedure is going to be performed, must be inside a previously computed control invariant funnel.

That aspect, along with the fact that, due to the optimized time-varying feedback controller, the actual

trajectory closely tracks the reference, guarantees that one can always find a feasible stabilizing control

law that takes the system from the state at the N1th node to the goal location. The premise here is that,

if one can guarantee that the system keeps evolving inside of a control invariant set, it is always possible

to compute a sequence of feasible control input values that take the system from the given current state

to the final state. This conclusion is valid because, in the worst-case scenario, the feedback controller

associated with the aforementioned funnel can be the one to propagate the trajectory to the goal location.

Additionally, after different simulations, it was found that the actual trajectory is always inside of the
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several recomputed funnels. Since these funnels represent feasible control invariant sets, one can argue

that the computed control actions are feasible.

Hence, by imposing, at the trajectory recomputation step, that the next N1 reference states are within

a feasible control invariant set and guaranteeing that the actual trajectory keeps evolving deep inside

the different recomputed funnels, recursive feasibility is ensured.

Stability

Due to time constraints, it was not possible to come up with a strategy that mathematically proves that

the real-time trajectory and funnel recomputation algorithm is stable. Any conclusion regarding stability

is drawn from empirical observations of the different simulations, with distinct random initial conditions.

Given the fact that, in every test case, it was found that the actual trajectory evolves deep inside the

recomputed funnels and converges to the reference, one can be confident that the proposed method

leads to a stable control law. Nevertheless, it should be reinforced that a more formal analysis to the

stability of the given approach is still required.
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Chapter 4

Results

In the fourth Chapter, the main algorithm results, as well as short respective discussions, are pre-

sented. The findings of the different phases of the implementation are shown and explained, from the

computation of a reference trajectory through the Successive Convexification (SCvx) algorithm, to the

performance of the funnel synthesis method and the novel approaches.

Before any results are presented, it is important for the reader to know that the simulator was de-

signed to replicate a spacecraft’s landing procedure on Earth. For that reason, the values for the phys-

ical parameters used inside the dynamical model, which are listed in Table 4.1, are defined based on a

SpaceX Falcon 9 rocket model. The others are related with the atmospheric conditions at sea level.

Table 4.1: Values for the simulation physical parameters

Physical parameter Value Units

Specific impulse (Isp) 280 s

Gravitational acceleration vector (gI) [0; 0; −9.81] m/s2

Atmospheric pressure (P ) 105 Pa

Nozzle’s area (Anoz) 10.75 m2

Atmospheric density (ρ) 1.293 kg/m3

Drag coefficient matrix (CA) 0.7I3 -

Moment of inertia matrix (JB) diag
[
3.643× 106; 3.643× 106; 4.38× 104

]
kg/m2

Engine’s pivotal point position vector (rT,B) [0; 0; −3] m

Center of pressure position vector (rcp,B) [0; 0; 1.5] m

The values for the state and control input constraints, explained on Section 3.3, are shown in Table

4.2.

4.1 Reference Trajectory

The current Section shows the results of the implemented SCvx algorithm. Note that there are no

toolboxes that directly apply this method, which means that its full implementation was written by hand

from scratch. For that reason, it is important to make sure that the reference trajectory is feasible,
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Table 4.2: Maximum values for the physical constraints

Constraint parameter Value Units

Vehicle’s mass full on fuel (mwet) 45100 kg

Vehicle’s mass with no fuel (mdry) 25000 kg

Maximum approach angle (γmax) 75 deg

Maximum tilt angle (γmax) 45 deg

Maximum velocity (vmax) 30 m/s

Maximum angular velocity (ωmax) 20 deg/s

Minimum thrust value (Fmin) 105 N

Maximum thrust value (Fmax) 106 N

Maximum torque value (τmax) 104 N/m

Maximum gimbal deviation angle (δmax) 30 deg

Maximum throttle rate (Ḟz,max) 8× 104 N/s

Maximum gimbal rate (δ̇max) 10 deg/s

realistic and leads to a safe and accurate landing. This reference trajectory is the central piece around

which the funnel will be constructed. Consequently, one must be certain that, at this stage, there are no

undesirable results that could later negatively impact the performance of the funnel synthesis method.

For the results to be shown below, a total of N = 30 temporal nodes are used. The convergence

tolerance δtol is set to 10−5. The virtual control penalty weight wvc and the trust region weight wtr are

initialized as 103 and 10, respectively.

The following boundary conditions are considered:

t0 : m = 45000 kg rI = (200; 0; 300) m vI = (−10; 0;−15) m/s Θ = (0; 0; 0) deg ωB = (0; 0; 0) rad/s

tf : m = 25100 kg rI = (0; 0; 20) m vI = (0; 0;−1) m/s Θ = (0; 0; 0) deg ωB = (0; 0; 0) rad/s
(4.1)

To solve each Second-Order Cone Programming optimization subproblem, the MOSEK solver is

used, through a YALMIP interface. It took 6 iterations until convergence was reached, totalling a com-

putation time of 0.279 seconds.

After finding the optimal control inputs, the original continuous-time nonlinear system is simulated

through a 4th order Runge-Kutta method. Figure 4.1 shows the evolution of the three position coor-

dinates. As observed, the spacecraft is able to land softly, with the entire procedure taking around 25

seconds. As the spacecraft’s center of mass is considered to be located 20 m above the planet’s surface,

the goal position rI,f = [0; 20; 0] m is reached perfectly.

The plot in Figure 4.2 shows how the velocity components, expressed in the three different axis,

evolve with time. Velocity in the y-axis remains null for the entire trajectory, while the z-velocity keeps

decreasing with time. There are some oscillations in the x-component but, as intended, it ends up

reaching 0 m/s.

Figures 4.3 and 4.4 help understand how the spacecraft behaves in terms of rotational motion. The

angular velocity components relative to the x- and z-axis are equal to zero for the entire trajectory, so the
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Figure 4.1: Position coordinates’ evolution, for the SCvx algorithm implementation

Figure 4.2: Velocity components’ evolution, for the SCvx algorithm implementation

corresponding Euler angles do not change. However, it is possible to observe that the angle measured

relative to the y-axis undergoes some variations, almost reaching a value of 8 degrees. Although this

is not concerning, such behaviour can be explained by the fact that, in order for the spacecraft to go

from x0 = 200 m to xf = 0 m, the gimbaled engine needs to deviate from the nominal position and,

consequently, causes a rotation around the y-axis. Nevertheless, at the end of the landing procedure,

the spacecraft is aligned in the upright position.

Figures 4.5 and 4.6 are two side-view perspectives of the spacecraft’s trajectory evolution. The

upright direction and the thrust force vectors are also visually represented, for analysis purposes. Please

be aware of the scale of the plot in Figure 4.6, it is of an order of magnitude of 10−4. If both axis had the

same scale, a straight downwards trajectory would be shown.

All the discussed Figures make a case for the successful implementation of the SCvx algorithm, as

the computed reference trajectory is feasible, realistic and achieves the goal of carrying the spacecraft

from the initial position to the landing location. In addition, Figure 4.7 is an assurance that the space-

craft did not spend more fuel that what is available. In fact, the goal of minimizing fuel consumption is

accomplished, since, at the end of the PDG maneuver, there is plenty of fuel still available.
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Figure 4.3: Euler angles’ evolution, for the
SCvx algorithm implementation

Figure 4.4: Angular velocity components’ evo-
lution, for the SCvx algorithm implementation

Figure 4.5: Position evolution, from a X − Z
perspective

Figure 4.6: Position evolution, from a Y − Z
perspective

Figure 4.7: Vehicle’s mass evolution, for the SCvx algorithm implementation

Hence, as it is possible to conclude that a perfect reference trajectory has been obtained from the

SCvx algorithm, the focus should move on to the next phase of the thesis project: the performance of

the funnel synthesis method.
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4.2 Funnel Synthesis

4.2.1 Initial Funnel Formulation

First and foremost, to derive a linearized version of the original nonlinear system, which is then

used to synthesize a funnel and design a reliable feedback controller, 9 different nonlinear channels are

considered:

• From the thrust vector FB to the vehicle’s mass evolution ṁ;

• From the vehicle’s mass m to the velocity evolution v̇;

• From the vehicle’s velocity v to its evolution v̇;

• From the vehicle’s orientation Θ to the velocity evolution v̇;

• From the vehicle’s orientation Θ to its evolution Θ̇;

• From the vehicle’s angular velocity ω to the orientation evolution Θ̇;

• From the vehicle’s velocity v to the angular velocity evolution ω̇;

• From the vehicle’s orientation Θ to the angular velocity evolution ω̇;

• From the vehicle’s angular velocity ω to its evolution ω̇.

The constraints sets X , U and Xf are constructed through the following conditions:

X = {x ∈ Rnx | xlb ≤ x ≤ xub, δxlb ≤ x− x̄ ≤ δxub}

U = {u ∈ Rnu | ulb ≤ u ≤ uub, δulb ≤ u− ū ≤ δuub}

Xf = {x ∈ Rnx | xlb ≤ x ≤ xub, δxlb,f ≤ x− x̄ ≤ δxub,f}

(4.2)

where:

xlb = {mdry; −300; −300; 0; −vmax

[
1 1 1

]T
; −π

[
1 1 1

]T
; −ωmax

[
1 1 1

]T
}

xub = {mwet; 300; 300; 500; vmax

[
1 1 1

]T
; π
[
1 1 1

]T
; ωmax

[
1 1 1

]T
}

ulb = {−Fmax; −Fmax; Fmin; −τmax

[
1 1 1

]T
}

uub = {Fmax

[
1 1 1

]T
; τmax

[
1 1 1

]T
}

δxlb = {−5000; −100
[
1 1 1

]T
; −10

[
1 1 1

]T
; −15

π

180

[
1 1 1

]T
; −30

π

180

[
1 1 1

]T
}

δxub = −δxlb

δulb = {−5× 104
[
1 1 1

]T
; −103

[
1 1 1

]T
} δuub = −δulb

δxlb,f = {−500; −
[
1 1 1

]T
; −0.5

[
1 1 1

]T
; −3

π

180

[
1 1 1

]T
; − π

180

[
1 1 1

]T
}

δxub,f = −δxlb,f

(4.3)
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The vectors xlb, xub, ulb and uub define the feasibility limits for the state and control input vectors,

whereas all the vectors with the δ symbol guarantee that the system’s trajectory and the input do not

deviate too much from the reference. For t = tf , the allowed maximum deviation is largely decreased,

since the spacecraft’s final state should be as close as possible to the goal state.

For the following results, the number of the temporal nodes is equal to the one from the reference

trajectory algorithm. So, nM = N = 30. The decay rate α is set to 0.05, while the convergence tolerance

δtol is equal to 0.5. For the contraction procedure, the width parameter h and the minimum contraction

factor ζmax are set to 15 and 0.6, respectively. On the other hand, for the Lipschitz constant estimation

procedure, a total of Ns = 100 samples are used for each temporal node, and γi is initialized as 0 for all

nodes.

The MOSEK solver, combined with a YALMIP interface, is again used to solve the different opti-

mization problems, whether it is related with the funnel synthesis or the Lipschitz constant estimation

procedure. The algorithm is able to converge after 3 iterations. Each funnel synthesis optimization prob-

lem takes about 5 to 6 minutes to solve, while the γ estimation step requires 20 minutes of computation

time.

One way to evaluate the size of the funnel is to check the values of its projections onto each of

the nx state dimensions. As mentioned before, a projection onto the i-th dimension represents the

maximum distance that the funnel extends along the i-th dimensional axis, and can be obtained by

applying a Cholesky factorization technique to the matrix Q. In this scenario, the funnel εQ has the

following projections onto each of the state dimensions at the initial time t = 0 s:

m : 99.98 kg rI :


58.24

58.36

65.44

m vI :


9.31

9.34

8.56

m/s ΘB :


14.44

14.44

14.86

 deg ωB :


0.1224

0.1226

0.1065

 rad/s (4.4)

Then, to assess the performance of the feedback controller computed through the funnel synthesis

method, a Monte Carlo simulation setting is used. A total of 100 different trajectories are randomly

initialized, from a normal distribution, and simulated through a 4th order Runge Kunta integration method.

All the initial conditions are guaranteed to actually be inside the funnel entry. Figures 4.8 to 4.19 show

the evolution of each state variable for the 100 test cases (the vehicle’s mass is omitted).

Hence, with the projection values in (4.4) and after observing the Figures below, one can argue that

the initial funnel synthesis results are very promising. The performance of the feedback controller is

noteworthy, by, without any sudden variations, making the actual trajectory converge to the reference for

any initial condition inside the funnel entry.
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Figure 4.8: Evolution of the x-position Figure 4.9: Evolution of the y-position

Figure 4.10: Evolution of the z-position Figure 4.11: Evolution of the x-velocity

Figure 4.12: Evolution of the y-velocity Figure 4.13: Evolution of the z-velocity
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Figure 4.14: Evolution of the Euler angle relative
to the x-axis

Figure 4.15: Evolution of the Euler angle relative
to the y-axis

Figure 4.16: Evolution of the Euler angle relative
to the z-axis

Figure 4.17: Evolution of the angular velocity rel-
ative to the x-axis

Figure 4.18: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.19: Evolution of the angular velocity rel-
ative to the z-axis

Additionally, apart from no constraints being violated, it is possible to show that the funnel is ac-

tually invariant by plotting, in Figure 4.20, the evolution of the Lyapunov function V (t, x(t)) = (x(t) −

x̄(t))TQ−1(t)(x(t) − x̄(t)). One is able to conclude that, since the value of V (t, x(t)) strictly decreases
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with time, the difference between the reference and the real system trajectories tends to zero and, con-

sequently, the controller is stabilizing.

Figure 4.20: Evolution of the value of the Lyapunov function V (t,x(t))

Hence, despite the challenges which inherently arise when working with a highly complex and non-

linear dynamical model, with a large number of state and control input dimensions, the quadratic funnel

synthesis method shows a very promising performance. It is able to land the spacecraft safely and softly

for a wide set of initial conditions, which stretches more than 116 m in any position direction, 20 m/s in

any velocity component, 30 degrees in any Euler angle and 0.2 rad/s in any angular velocity component.

However, the reality is that, for the simulations shown above, there is a key element missing: dis-

turbance and uncertainty effects acting directly on the system. For the initial quadratic funnel synthesis

formulation, the goal was to, firstly, demonstrate a different robustness aspect of this algorithm: its ability

to find a control law that mathematically guarantees that the system’s trajectory converges to the refer-

ence in a short amount of time, for a large set of different initial conditions. Now, moving on to the actual

research objectives of the thesis project, the performance of the funnel synthesis method should be

evaluated when applied to a system where direct perturbations are considered in the simulation model.

For that purpose, a new dynamical model is then implemented, where random factors, which simu-

late the uncertainty and disturbances, affect the system’s evolution. In a real landing sequence, three

sources of external perturbations can be pointed out: model uncertainty, faulty sensor readings and

unpredictable atmospheric phenomena.

The aforementioned factors can be combined into a simulation model where additive disturbances

directly affect the system evolution. This is a common approach across the literature on robust methods

[87, 89–91]. Consequently, now the continuous-time equations of motion with disturbances are given

by:
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ẋ(t) =



−α||FB(t)||2 − β + w1

vI(t) + w2

1
m(t)

(
CI←B(t)

(
FB(t) +AB(t)

))
+ gI + w3

Ω(ΘB(t))ωB(t) + w4

J−1B (τB(t) + rT,B × FB(t) + rcp,B ×AB(t)− ωB(t)× JBωB(t)) + w5


(4.5)

where w1 ∈ R and w2, w3, w4, w5 ∈ R3. All disturbance values change from temporal node to temporal

node, and satisfy the following conditions: ||wi||∞ ≤ 0.1, i = 1, 2, 3 and ||wi||∞ ≤ 0.01, i = 4, 5. The

angle and angular velocity disturbance bound is smaller because a deviation of 0.1 rad, which equals to

5.72 degrees, has a much bigger impact on the system than a deviation of 0.1 m in position or 0.1 m/s in

velocity.

Figures 4.21 to 4.32 show the perturbed system’s evolution, when controlled through the feedback

controller designed by the funnel synthesis method. A Monte Carlo simulation setting, with 20 randomly

initialized trajectories, is used. The results are not as promising as before. The controller shows a poorer

performance, as the disturbances make the system’s trajectories oscillate a lot around the reference.

They behave in an erratic and undesired way, which is especially noticeable in the plots relative to the

Euler angles and angular velocities. Additionally, even though the system approaches the goal state, it

is never capable of precisely reaching it.

Figure 4.21: Evolution of the x-position Figure 4.22: Evolution of the y-position

Figure 4.23: Evolution of the z-position Figure 4.24: Evolution of the x-velocity
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Figure 4.25: Evolution of the y-velocity Figure 4.26: Evolution of the z-velocity

Figure 4.27: Evolution of the Euler angle relative
to the x-axis

Figure 4.28: Evolution of the Euler angle relative
to the y-axis

Figure 4.29: Evolution of the Euler angle relative
to the z-axis

Figure 4.30: Evolution of the angular velocity rel-
ative to the x-axis
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Figure 4.31: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.32: Evolution of the angular velocity rel-
ative to the z-axis

It is possible to confirm that the funnel is not invariant anymore by plotting the evolution of the Lya-

punov function V (t, x(t)). Opposed to the initial scenario, no trajectory in this case stays below the

invariance limit, which corresponds to V (t, x(t)) = 1.

Figure 4.33: Evolution of the value of the Lyapunov function V (t,x(t))

So, from the above results, one can establish that, when applied to a system without direct effect of

disturbances, a 6-DOF PDG control algorithm can, to a great extent, improve its robustness by consider-

ing a funnel synthesis approach. Trajectories starting from a wide set of different initial conditions quickly

converge to the reference, and stabilizability is mathematically guaranteed. However, when additive dis-

turbances are added to the simulation model, the performance of the feedback controller is poor, the

trajectories have an undesirable behavior and there is a very high probability that the system’s trajectory

will quickly leave the funnel. For that reason, alternative solutions should be explored.

4.2.2 Balancing the Funnel Size

Across the literature, it is often stated that minimizing the funnel size can help decrease the undesired

effects of external perturbations on the system [7, 89]. In this thesis project, the goal is to evaluate the
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impact of this modification and understand if it leads to a major performance improvement.

As mentioned before, to achieve this objective, one simply needs to reformulate the cost function and

add a single constraint, as following:

J = −wQ0 log det(Q1) +

nM∑
i=2

wQ λQi

subject to Qi ≤ λQi I ∀i = 2, . . . , nM

(4.6)

where wQ is a penalty weight and, in the following case, is initialized as 15.

Figures 4.34 to 4.45 show how minimizing the funnel size affects the results in a scenario where the

dynamical model does not include any direct uncertainty or disturbance effects yet. Only 2 test cases

are considered, and the corresponding initial conditions are randomly generated. For each one of the

test cases, both controllers are used to determine the control actions, which allows to better compare

their performance. Trajectory 1 corresponds to the previous formulation, while trajectory 2 results from

minimizing the funnel size. Additionally, the projections of both funnels into each state dimension are

visually represented. After a first analysis, one can observe that the trajectories from the two different

scenarios evolve in a very similar way. When there is no direct influence of disturbances on the equations

of motion, both controllers show a remarkable performance, making the trajectory quickly converge to

the reference.

Figure 4.34: Evolution of the x-position Figure 4.35: Evolution of the y-position

Figure 4.36: Evolution of the z-position Figure 4.37: Evolution of the x-velocity
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Figure 4.38: Evolution of the y-velocity Figure 4.39: Evolution of the z-velocity

Figure 4.40: Evolution of the Euler angle relative
to the x-axis

Figure 4.41: Evolution of the Euler angle relative
to the y-axis

Figure 4.42: Evolution of the Euler angle relative
to the z-axis

Figure 4.43: Evolution of the angular velocity rel-
ative to the x-axis
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Figure 4.44: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.45: Evolution of the angular velocity rel-
ative to the z-axis

However, more specific conclusions can be drawn by observing the evolution of the Lyapunov func-

tion V (t, x(t)), plotted in Figure 4.46. In this case, 15 randomly initialized trajectories are represented.

Even though it is possible to confirm that both funnels are invariant, the corresponding control actions are

more conservative when the funnel is minimized and, consequently, in general, the system’s trajectory

evolves closer to the reference than in the original case.

Figure 4.46: Evolution of the value of the Lyapunov function V (t,x(t))

Despite this, to truly assess the results of the funnel minimization formulation, one should test it in

a simulation model where additive disturbances act directly on the system, similar to what has been

done from Figures 4.21 to 4.32. Figures 4.47 to 4.58 display the aforementioned scenario and allow to

compare the performance of the minimized funnel formulation with the initial formulation. Even though,

overall, the more conservative feedback controller makes the trajectory evolve a little closer to the ref-

erence, its performance is still not reasonable. The state variables oscillate too much and the landing
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sequence is not as smooth and soft as it should be. Regardless of the initial condition, it is highly likely

that the trajectories will leave the funnel in the last seconds of the simulation.

Figure 4.47: Evolution of the x-position Figure 4.48: Evolution of the y-position

Figure 4.49: Evolution of the z-position Figure 4.50: Evolution of the x-velocity

Figure 4.51: Evolution of the y-velocity Figure 4.52: Evolution of the z-velocity
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Figure 4.53: Evolution of the Euler angle relative
to the x-axis

Figure 4.54: Evolution of the Euler angle relative
to the y-axis

Figure 4.55: Evolution of the Euler angle relative
to the z-axis

Figure 4.56: Evolution of the angular velocity rel-
ative to the x-axis

Figure 4.57: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.58: Evolution of the angular velocity rel-
ative to the z-axis

Hence, it is straightforward to conclude that adding the funnel minimization condition is not enough

to guarantee that the system can successfully mitigate uncertainty and external disturbances. It makes

the funnel and the feedback controller more conservative, which, consequently, translate in trajectories
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evolving closer to the reference. Nevertheless, this difference is not as significant as expected, and the

landing sequence remains rough and inaccurate when additive disturbances are applied to the system.

Therefore, a different control strategy needs to be exploited.

4.2.3 Funnel Formulation with Disturbances

The next step is to understand how formulating the funnel synthesis optimization problem with a dy-

namical model that includes the effect of disturbances impacts the ability of the feedback controller to

reject these unexpected factors. As explained in Section 3.5.4, the main difference in this new formula-

tion is that the invariance condition (3.75) is substituted by (3.86). The remaining constraints remain the

same.

For the results below, the decay rate α is set to α = 0.05, analogous to the previous cases. The

constant λw is initialized as λw = 0.01. The funnel and the feedback controller are computed in a

single iteration, and the Lipschitz constants are given the values estimated by the initial funnel synthesis

method.

For the simulations above, where additive disturbances are considered in the dynamical model, the

following conditions are satisfied: ||w(t)||∞ ≤ 0.1, ∀t ∈ [t0, tf ] for the disturbances that act on the mass,

position and velocity variables, and ||w(t)||∞ ≤ 0.01, , ∀t ∈ [t0, tf ] for the disturbances that affect the

rotational motion of the spacecraft. The problem here is that the new funnel formulation often results in

an infeasible optimization problem, since it is not possible to compute a robust control invariant set and

a stabilizing feedback controller for such high disturbance values. Only when the disturbance bounds

are decreased to 0.01 and 0.001, respectively, reasonable results are finally obtained.

From Figures 4.59 to 4.70, the evolution of the different state variables for 10 randomly initialized tra-

jectories can be observed, where the disturbances’ magnitudes respect the maximum values specified

above. In this scenario, the robust control invariant funnel and the corresponding feedback controller

show a favourable performance, as the trajectories seem to definitely converge to the reference and the

effect of the disturbances is almost null.

Figure 4.59: Evolution of the x-position Figure 4.60: Evolution of the y-position
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Figure 4.61: Evolution of the z-position Figure 4.62: Evolution of the x-velocity

Figure 4.63: Evolution of the y-velocity Figure 4.64: Evolution of the z-velocity

Figure 4.65: Evolution of the Euler angle relative
to the x-axis

Figure 4.66: Evolution of the Euler angle relative
to the y-axis
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Figure 4.67: Evolution of the Euler angle relative
to the z-axis

Figure 4.68: Evolution of the angular velocity rel-
ative to the x-axis

Figure 4.69: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.70: Evolution of the angular velocity rel-
ative to the z-axis

Nonetheless, if the upper bounds of the disturbances applied in the simulation model are increased to

0.1 and 0.01, similarly to the cases studied in the previous Sections, the results are not so satisfactory. In

Figures 4.71 to 4.82, a comparison between the performance of the newly computed feedback controller

and the initial controller can be seen. Trajectory 1 corresponds to the latter scenario, while trajectory

2 to the former. Even though the feedback controller associated with the new formulation makes the

trajectory evolve again closer to the reference, the effects of disturbances is still very visible. The state

variables, especially the Euler angles and the angular velocities, experience too sudden variations, which

contributes to a rougher landing procedure. Additionally, in general, this control approach still leads to

inaccuracies, as the final state is not as close to the goal state as pretended.
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Figure 4.71: Evolution of the x-position Figure 4.72: Evolution of the y-position

Figure 4.73: Evolution of the z-position Figure 4.74: Evolution of the x-velocity

Figure 4.75: Evolution of the y-velocity Figure 4.76: Evolution of the z-velocity
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Figure 4.77: Evolution of the Euler angle relative
to the x-axis

Figure 4.78: Evolution of the Euler angle relative
to the y-axis

Figure 4.79: Evolution of the Euler angle relative
to the z-axis

Figure 4.80: Evolution of the angular velocity rel-
ative to the x-axis

Figure 4.81: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.82: Evolution of the angular velocity rel-
ative to the z-axis

Accordingly to these results, one can infer that minimizing the funnel size or formulating the fun-

nel synthesis optimization problem with a disturbed dynamical model contributes to an improvement in
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performance. The trajectories evolve closer to the reference and the degree of accuracy increases. Nev-

ertheless, this improvement is not as significant as one would expect, as the effects of the disturbances

are still clear and persistent. For that reason, the importance of using real-time information regarding the

trajectory evolution to further reject external perturbations is becoming more and more comprehensible.

4.3 MPC with Funnel Parameters Strategy

For the results of the proposed funnel Model Predictive Control (MPC) strategy, a total of 50 temporal

nodes are used. Since the landing procedure takes around 25 seconds, that translates to a sampling

time of 0.5 seconds. The control horizon N is set to N = 4 and the initial condition is randomly initialized

from inside the funnel. One can observe the evolution of the system state variables from Figures 4.83 to

4.94. From the analysis of such evolution, it is possible to conclude that the proposed MPC strategy can

accomplish a safe, smooth and accurate landing. The influence of the disturbances is minimized, the

system’s trajectory evolves close to the reference and the final state matches almost perfectly the goal

state. Even though some small oscillations are still noticeable, especially in the state variables regarding

the rotational motion, the effects are minor compared to all the scenarios previously shown.

Figure 4.83: Evolution of the x-position Figure 4.84: Evolution of the y-position

Figure 4.85: Evolution of the z-position Figure 4.86: Evolution of the x-velocity
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Figure 4.87: Evolution of the y-velocity Figure 4.88: Evolution of the z-velocity

Figure 4.89: Evolution of the Euler angle relative
to the x-axis

Figure 4.90: Evolution of the Euler angle relative
to the y-axis

Figure 4.91: Evolution of the Euler angle relative
to the z-axis

Figure 4.92: Evolution of the angular velocity rel-
ative to the x-axis
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Figure 4.93: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.94: Evolution of the angular velocity rel-
ative to the z-axis

Another way to assess the performance of the MPC control strategy is to check how the control

inputs evolve over time. As already mentioned above, in a real-world control system, the input values

do not change too rapidly and suddenly, but rather progressively. That is the reason why the difference

between two consecutive control input variables is penalized in the formulated optimization problem.

One can observe the evolution of the input values from Figures 4.95 to 4.100. The most predom-

inant forces, which have a higher impact on the system’s trajectory, are the thrust force applied in the

z-direction and the torques around both the x- and y-axis. The corresponding plots show that these spe-

cific values have a smooth and gradual evolution. On the other hand, one can argue that the other values

change too rapidly. However, such behavior can be explained by a simple factor. Firstly, the torque ap-

plied around the z-axis is much smaller than the others, and, consequently, such small variations are

not concerning. Secondly, if one observes, for example, the thrust force applied in the y-direction, it

goes from −2 × 104 to 2 × 104 in around 2.5 seconds. But, considering the total thrust force magnitude

applied around that interval, that only represents a gimbal angle deviation of 8 degrees in 2.5 seconds,

which is a feasible evolution. Hence, it is possible to verify that the evolution of the control input values

is reasonable and realistic.

Figure 4.95: Evolution of the thrust force ap-
plied in the x-direction

Figure 4.96: Evolution of the thrust force ap-
plied in the y-direction
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Figure 4.97: Evolution of the thrust force ap-
plied in the z-direction

Figure 4.98: Evolution of the torque applied
around the x-axis

Figure 4.99: Evolution of the torque applied
around the y-axis

Figure 4.100: Evolution of the torque applied
around the z-axis

However, as pointed out earlier, one can only take strong conclusions regarding the performance of

the proposed MPC method, which leverages the funnel parameters to formulate a cost function and a

terminal constraint, when comparing it with a standard MPC controller.

For the following results, the control horizon is set to N = 10. From Figures 4.101 to 4.112, it

is possible to observe a comparison between the performance of the funnel feedback controller, the

proposed MPC strategy and the standard MPC approach. First of all, the main conclusion is that the new

MPC strategy has a much better performance than the feedback controller computed through the funnel

synthesis optimization problem, which once again highlights the relevance of the proposed formulation to

control systems with additive disturbances. Then, although it may seem that the standard MPC controller

is more accurate in terms of rotational motion, in the end, it leads to larger position and velocity errors.

This may be related with the fact that, even though it is possible to compute a control invariant set in each

iteration, the optimal control problem would become infeasible towards the last seconds of simulation,

possibly due to the terminal constraint.
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Figure 4.101: Evolution of the x-position Figure 4.102: Evolution of the y-position

Figure 4.103: Evolution of the z-position Figure 4.104: Evolution of the x-velocity

Figure 4.105: Evolution of the y-velocity Figure 4.106: Evolution of the z-velocity
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Figure 4.107: Evolution of the Euler angle relative
to the x-axis

Figure 4.108: Evolution of the Euler angle relative
to the y-axis

Figure 4.109: Evolution of the Euler angle relative
to the z-axis

Figure 4.110: Evolution of the angular velocity rel-
ative to the x-axis

Figure 4.111: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.112: Evolution of the angular velocity rel-
ative to the z-axis

Hence, from the above scenarios, one can understand the importance of leveraging the funnel pa-

rameters to formulate the MPC optimal control problem, and successfully and accurately control a space-

craft throughout the Powered Descent Guidance (PDG) phase. The final state matches almost perfectly
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the goal state, the landing procedure is smoother, the system trajectory evolves very close to the refer-

ence and there are no rough variations in the control input values’ evolution. As supported above, its

performance is better than both the funnel solution and the standard MPC controller.

The proposed formulation has two more advantages. Firstly, as concluded from several simulations,

the standard MPC controller requires a control horizon of around 8 to 12 temporal nodes to lead to

reasonable and acceptable results. Horizons of 3 to 6 temporal nodes would make the trajectory deviate

from the reference right from the first seconds of simulation and, in some cases, lead to infeasible

scenarios. On the other hand, the proposed MPC method shows a promising performance with small

control horizons, of around 3 to 5 temporal nodes. Secondly, a standard MPC controller often requires a

tedious fine-tuning process to perform reasonably well. The proposed approach does not suffer from this

issue, as the parameters in the optimal control problem are determined by the funnel synthesis method.

4.4 Real-Time Recomputation Algorithm

For the real-time trajectory and funnel recomputation algorithm, the parameter N1, which represents

the number of temporal nodes between each recomputation step, is equal to 4. Regarding computation

times, it was found that, for a trajectory with a total of 30 temporal nodes, the SCvx algorithm converges

to an accurate solution in less than 0.3 seconds, which eventually decreases as the end of the landing

procedure gets closer. On the other hand, each funnel synthesis optimization problem is solved in

around 0.8 seconds.

On top of that, it is established that the last reference trajectory recomputation would occur when the

last 8 temporal nodes are reached. This modification is implemented because it was found that, beyond

that number, the reference trajectory would be less accurate and the control actions would change too

suddenly in order to correct small errors.

The results of the real-time trajectory and funnel recomputation are shown from Figures 4.113 to

4.124. As observed, this strategy leads to a smooth trajectory, with less oscillations. In the end of the

landing procedure, there are some small deviations in the velocity components but, overall, the landing

position is reached.

Figure 4.113: Evolution of the x-position Figure 4.114: Evolution of the y-position
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Figure 4.115: Evolution of the z-position Figure 4.116: Evolution of the x-velocity

Figure 4.117: Evolution of the y-velocity Figure 4.118: Evolution of the z-velocity

Figure 4.119: Evolution of the Euler angle relative
to the x-axis

Figure 4.120: Evolution of the Euler angle relative
to the y-axis
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Figure 4.121: Evolution of the Euler angle relative
to the z-axis

Figure 4.122: Evolution of the angular velocity rel-
ative to the x-axis

Figure 4.123: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.124: Evolution of the angular velocity rel-
ative to the z-axis

4.5 Final Performance Comparison

However, to truly evaluate the performance of the proposed methods, one must compare the three

different approaches seen until now: the funnel and the feedback controller computed through an offline

funnel synthesis optimization problem; the MPC algorithm which uses the funnel parameters to formu-

late a cost function and a terminal constraint; and the real-time trajectory and funnel recomputation

procedure. This comparison can be seen from Figures 4.125 to 4.136.

First of all, it is possible to conclude that both of the proposed methods perform better than the funnel

solution, the current state-of-the-art 6-DOF Powered Descend Guidance control method. Then, one can

argue that both the MPC algorithm and the recomputation method have its strengths and limitations.

The former is much more accurate, with the corresponding final state matching perfectly the goal state.

However, in order to guarantee that the control input signal is smooth, some constraints are added that

make the system’s trajectory overshoot and not converge immediately to the reference. On the other

hand, the real-time trajectory and funnel recomputation method leads to a smoother trajectory, which

converges very quickly to the reference, but, in the end, some minor deviations from the goal position

73



and velocity values are observed. Both proposed methods actually perform very similarly when it comes

to rotational motion.

Figure 4.125: Evolution of the x-position Figure 4.126: Evolution of the y-position

Figure 4.127: Evolution of the z-position Figure 4.128: Evolution of the x-velocity

Figure 4.129: Evolution of the y-velocity Figure 4.130: Evolution of the z-velocity
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Figure 4.131: Evolution of the Euler angle relative
to the x-axis

Figure 4.132: Evolution of the Euler angle relative
to the y-axis

Figure 4.133: Evolution of the Euler angle relative
to the z-axis

Figure 4.134: Evolution of the angular velocity rel-
ative to the x-axis

Figure 4.135: Evolution of the angular velocity rel-
ative to the y-axis

Figure 4.136: Evolution of the angular velocity rel-
ative to the z-axis

On top of that, to understand the overall landing accuracy of each control method, a additional simu-

lation test is designed. Four approaches are assessed: the initial funnel synthesis method; the proposed

funnel MPC controller; the standard MPC controller; and, finally, the proposed real-time trajectory and
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funnel recomputation algorithm. For each of them, 20 randomly initialized trajectories are simulated

using the dynamical model where additive disturbances affect the system’s evolution. The disturbance

upper bounds remain the same as in the previous scenarios.

At the end of the simulation, each trajectory is labelled either a successful or an unsuccessful landing.

A successful landing occurs when the spacecraft’s final position is within 4 meters of the goal position,

each final velocity component is no further than 1 m/s from the corresponding references, the final Euler

angles reach, at maximum, 2 degrees and the final angular velocities are in less than 0.02 rad/s from

the corresponding references. If these requirements are not met, the trajectory is considered to be an

unsuccessful landing.

A summary of the results can be seen in Table 4.3. The proposed MPC approach, where funnel

parameters are used within the optimization problem, is the one that shows, by far, the highest landing

accuracy. The real-time trajectory and funnel recomputation algorithm is not as accurate because, as

seen above, it always leads to small final deviations regarding the position coordinates and velocity

components. Often, these deviations are too large and, consequently, result in trajectories labelled as

unsuccessful landings. The advantages of the proposed recomputation procedure are more related

with the minimization of rough variations and the fast convergence to the reference. The standard

MPC controller never leads to a successful landing because the infeasibility of the optimization problem

towards the last seconds of the simulation results in large errors in some position coordinates or velocity

components.

Table 4.3: Results of the landing accuracy test

Control approach Number of successful landings

Funnel synthesis method 3
Proposed MPC approach 18
Standard MPC approach 0
Real-time trajectory and funnel recomputation algorithm 8

76



Chapter 5

Conclusions

5.1 Achievements

The main aim of this thesis project was to study the state-of-the-art control methods that had been

proposed for the 6-DOF Powered Descent Guidance (PDG) problem and understand their limitations.

More specifically, we were rather interested in the robustness aspect of these algorithms and in how well

they perform in scenarios where disturbances and uncertainty are considered. For that purpose, after

completing an in-depth Literature Review, possible areas of improvement were identified and specific

thesis objectives were defined.

To control a spacecraft throughout its landing procedure, one must, firstly, generate a reference tra-

jectory that connects the initial and the goal states. To achieve such goal, the Successive Convexification

(SCvx) algorithm has been proposed in the past. Due to its unique principle of iteratively solving convex

relaxations of the original nonlinear optimization problem and keep updating the corresponding solu-

tion, SCvx has repeatedly shown its usefulness and its ability to find an optimal and feasible trajectory

rather quickly. Its lower computational complexity allows it to run in real-time and onboard the spacecraft

computers.

After a reference trajectory has been optimized, one should focus on real-time trajectory tracking.

For that purpose, funnel synthesis is the current state-of-the-art method. Besides computing a feedback

controller that is able to correct deviations from the reference trajectory, the funnel synthesis optimization

problem maximizes a control invariant set. This set mathematically guarantees that, if a system’s initial

condition is inside the corresponding entry, the trajectory will remain within the given set for all future

times and actually converge to the reference. This introduces a robustness component, since the goal

state is guaranteed to be reached for a wide set of distinct initial conditions.

However, after the implementation of the two aforementioned methods, it was found that their perfor-

mance considerably decreases when a simulation model with additive disturbances is considered. The

funnel is no longer control invariant, rough and sudden state variations are introduced and the final state

is not as close to the goal state as one would expect.

For that reason, different control approaches should be exploited. Firstly, two modifications to the
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funnel synthesis problem formulation were introduced: the funnel entry was maximized while the re-

maining funnel size was minimized; and the control invariance conditions of the funnel were derived

based on a dynamical model which already considered additive disturbances beforehand. Neverthe-

less, even though they would lead to trajectories which evolved closer to the reference, the performance

improvement was not significant and the effects of the external perturbations were still noticeable.

Therefore, two novel approaches were proposed. Their main difference with the state-of-the-art

methods encountered throughout the literature is that they take into account the real-time evolution of

the system’s trajectory to readjust the corresponding control law and further mitigate the disturbances.

Since the proposed algorithms are intended to run in real-time, they are designed to be much less

computationally complex.

The first proposed approach is a Model Predictive Control (MPC) algorithm which leverages the

parameters of a funnel computed offline to formulate a cost function and a terminal constraint. The

corresponding performance was shown to be very promising. The trajectories are smoother, the system

quickly converges to the reference and, consequently, the landing accuracy increases to a great extent.

To further outline the relevance of the proposed approach, its performance was compared to a stan-

dard MPC controller. Even though the results were very similar when it came to rotational motion, the

standard MPC controller would lead to large errors in some position coordinates or velocity components

at the end of the simulation. On top of that, two additional advantages should be mentioned. Firstly,

it was found that the proposed MPC approach does not require a large control horizon to be accurate.

Predicting the system evolution to 3 to 5 temporal nodes ahead would be sufficient to achieve a note-

worthy performance, whereas the standard MPC controller would only lead to reasonable results with

a control horizon of more than 8 nodes. Secondly, the typical MPC approach requires a tedious fine-

tuning process to achieve an acceptable performance, while the proposed approach does not consider

any user-defined parameters. It is only dependent on the result of the funnel synthesis optimization

problem.

The second proposed approach incorporates real-time trajectory and funnel recomputation steps.

From time to time, and given the actual system evolution, a new reference trajectory from the current

state to the goal state is computed, around which a new funnel is constructed and, consequently, a

new time-varying feedback controller is designed. This algorithm introduced a large improvement in

performance when compared to the initial funnel synthesis solution. The trajectories are smoother, the

effects of the disturbances are less visible and the system’s trajectory closely tracks the reference.

Finally, the performance of the funnel synthesis method and the two proposed approaches were

compared. Both of the new approaches showed a major improvement regarding real-time reference

tracking, even with dynamical models with additive disturbances. In terms of landing accuracy, the

proposed MPC method proved to be, by far, the most reliable. The real-time trajectory and funnel

recomputation algorithm still has a higher landing accuracy than the original funnel synthesis method,

but it sometimes leads to undesired deviations from the final goal state.

Hence, this thesis project was able to, in the end, introduce two new approaches that deliver promis-

ing results when applied to such a complex control problem such as a 6-DOF PDG landing procedure
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which is directly affected by disturbances. These methods would benefit from a more careful formal

analysis to its properties but we were able to take an important step towards the further advancement of

research on the topic of robust PDG methods.

5.2 Future Work

Regarding future work, three main areas should be discussed. Firstly, an in-depth formal analy-

sis to the stability of the proposed real-time trajectory and funnel recomputation algorithm should be

conducted. The conclusions drawn above are only based on the empirical observation of the outcome

of different simulations, but, nevertheless, it is important to mathematically prove the stability of this

approach. Such research task may even point towards modifications in the algorithm formulation that

consequently lead to better results.

Then, and most importantly, one should investigate if other real-time control strategies, based on the

funnel synthesis method, can be formulated and if they contribute to performance improvement. For

example, an idea would be to include a prediction of the system evolution inside the funnel synthesis

optimization problem. Such modification would certainly lead to a nonlinear and nonconvex problem, but

it might be possible to apply a technique to decrease the complexity of such formulation. A second idea

would be to derive a simpler parameterization of the funnel and the feedback controller. This procedure

would be able to preserve the essential information of the offline solution, but, simultaneously, allow for

quick adjustments and recomputations in real-time. This could lead to a more conservative and robust

feedback controller. Other paths can also be explored, the reality is that the topic of real-time funnel

recomputation still has plenty of room for improvement.

Finally, one could also study the possibility of applying classical robust control techniques, such as

H∞ controller synthesis, to the 6-DOF PDG control problem. The funnel synthesis approach could

provide an initial idea of a suitable structure for the time-varying feedback controller, but a method such

as H∞ loop-shaping could be used to analyze the sensitivity of the given controller and, then, further

improve the robust performance.
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[32] D. P. Scharf, B. Açıkmeşe, D. Dueri, J. Benito, and J. Casoliva. Implementation and Experimental

Demonstration of Onboard Powered-Descent Guidance. Journal of Guidance, Control, and Dynam-

ics, 40(2):213–229, 2017. doi: 10.2514/1.G000399. URL https://doi.org/10.2514/1.G000399.

[33] X. Liu and P. Lu. Solving Nonconvex Optimal Control Problems by Convex Optimization. Journal

of Guidance, Control, and Dynamics, 37(3):750–765, 2014. doi: 10.2514/1.62110. URL https:

//doi.org/10.2514/1.62110.

[34] M. Szmuk, B. Acikmese, and A. W. Berning. Successive Convexification for Fuel-Optimal Powered

Landing with Aerodynamic Drag and Non-Convex Constraints. In AIAA Guidance, Navigation, and

Control Conference, page 378, 2016. doi: 10.2514/6.2016-0378. URL https://arc.aiaa.org/

doi/abs/10.2514/6.2016-0378.

[35] A. M. Dwyer-Cianciolo, C. D. Karlgaard, D. Woffinden, R. A. Lugo, J. Tynis, R. R. Sostaric,

S. Striepe, R. Powell, and J. M. Carson. Defining Navigation Requirements for Future Mis-

sions. In AIAA Scitech 2019 Forum, page 0661. doi: 10.2514/6.2019-0661. URL https:

//arc.aiaa.org/doi/abs/10.2514/6.2019-0661.

[36] U. Lee and M. Mesbahi. Dual Quaternions, Rigid Body Mechanics, and Powered-Descent Guid-

ance. In 2012 IEEE 51st IEEE Conference on Decision and Control (CDC), pages 3386–3391,

2012. doi: 10.1109/CDC.2012.6425996.

[37] U. Lee and M. Mesbahi. Constrained Autonomous Precision Landing via Dual Quaternions and

Model Predictive Control. Journal of Guidance, Control, and Dynamics, 40(2):292–308, 2017. doi:

10.2514/1.G001879. URL https://doi.org/10.2514/1.G001879.

[38] M. Szmuk, U. Eren, and B. Acikmese. Successive Convexification for Mars 6-DoF Powered Descent

Landing Guidance. In AIAA Guidance, Navigation, and Control Conference, page 1500, 2017. doi:

10.2514/6.2017-1500. URL https://arc.aiaa.org/doi/abs/10.2514/6.2017-1500.

[39] M. Szmuk and B. Acikmese. Successive Convexification for 6-DoF Mars Rocket Powered Landing

with Free-Final-Time. In 2018 AIAA Guidance, Navigation, and Control Conference, page 0617,

2018. doi: 10.2514/6.2018-0617. URL https://arc.aiaa.org/doi/abs/10.2514/6.2018-0617.

[40] T. Reynolds, M. Szmuk, D. Malyuta, M. Mesbahi, B. Acikmese, and J. M. Carson. A State-Triggered

Line of Sight Constraint for 6-DoF Powered Descent Guidance Problems. In AIAA Scitech 2019

Forum, page 0924, 2019. doi: 10.2514/6.2019-0924. URL https://arc.aiaa.org/doi/abs/10.

2514/6.2019-0924.

[41] M. Szmuk, T. Reynolds, B. Acikmese, M. Mesbahi, and J. M. Carson. Successive Convexification for

6-DoF Powered Descent Guidance with Compound State-Triggered Constraints. In AIAA Scitech

84

https://doi.org/10.2514/1.G000399
https://doi.org/10.2514/1.62110
https://doi.org/10.2514/1.62110
https://arc.aiaa.org/doi/abs/10.2514/6.2016-0378
https://arc.aiaa.org/doi/abs/10.2514/6.2016-0378
https://arc.aiaa.org/doi/abs/10.2514/6.2019-0661
https://arc.aiaa.org/doi/abs/10.2514/6.2019-0661
https://doi.org/10.2514/1.G001879
https://arc.aiaa.org/doi/abs/10.2514/6.2017-1500
https://arc.aiaa.org/doi/abs/10.2514/6.2018-0617
https://arc.aiaa.org/doi/abs/10.2514/6.2019-0924
https://arc.aiaa.org/doi/abs/10.2514/6.2019-0924


2019 Forum, page 0926, 2019. doi: 10.2514/6.2019-0926. URL https://arc.aiaa.org/doi/abs/

10.2514/6.2019-0926.

[42] T. P. Reynolds, M. Szmuk, D. Malyuta, M. Mesbahi, B. Açıkmeşe, and J. M. Carson. Dual
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