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ABSTRACT

In this paper, we address the thesis defence scheduling problem, a critical academic scheduling manage-
ment process, which has been overshadowed in the literature by its counterparts, course timetabling and
exam scheduling. Specifically, we address the single defence assignment type of thesis defence schedul-
ing problems, where each committee is assigned to a single defence, scheduled for a specific day, hour
and room. We formulate a multi-objective mixed-integer linear programming model, which aims to be
applicable to a broader set of cases than other single defence assignment models present in the literature,
which have a focus on the characteristics of their universities. For such a purpose, we introduce a dif-
ferent decision variable, propose constraint formulations that are not regulation and policy specific, and
cover and offer new takes on the more common objectives seen in the literature. We also include new
objective functions based on our experience with the problem at our university and by applying knowl-
edge from other academic scheduling problems. We also propose a two-stage solution approach. The first
stage is employed to find the number of schedulable defences, enabling the optimisation of instances
with unschedulable defences. The second stage is an implementation of the augmented e-constraint
method, which allows for the search of a set of different and non-dominated solutions while skipping
redundant iterations. The methodology is tested for case-studies from our university, significantly outper-
forming the solutions found by human schedulers. A novel instance generator for thesis scheduling prob-
lems is presented. Its main benefit is the generation of the availability of committee members and rooms
in availability and unavailability blocks, resembling their real-world counterparts. A set of 96 randomly
generated instances of varying sizes is solved and analysed regarding their relative computational per-
formance, the number of schedulable defences and the distribution of the considered types of iterations.
The proposed method can find the optimal number of schedulable defences and present non-dominated
solutions within the set time limits for every tested instance.

© 2023 The Author(s). Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

1. Introduction

problem, focusing on each country and university’s regulations and
culture. Even so, it can be defined through the 6W’s question

The scheduling of thesis defences is a fundamental problem in
the academic world. Millions of students worldwide need to pre-
pare and defend their theses in what is often their greatest aca-
demic challenge up to that point. Thus, considering the many re-
source allocation challenges it presents for colleges and universi-
ties every year, where it is often assigned to a single person who
must solve it using e-mails, excel sheets, and other less-than-ideal
tools, thesis defence scheduling is one of the most important aca-
demic management problems. The literature has established the
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framework: we want to know Who (the committee member) is to
be assigned to Which examination committee, performing What
role, to Whom (students/thesis defences), When (day and hour)
and Where (the specific room). Ultimately, the association of these
assignments is called a schedule.

A feasible schedule fulfils a particular set of constraints. For the-
sis defence scheduling those can be classified under three cate-
gories: scheduling complete committees, fulfilling committee com-
position rules and ensuring committee member and room avail-
ability. Moreover, a feasible schedule is not necessarily a “good”
one. Likewise, two points of view assess the schedules: commit-
tee assignment quality and schedule quality. These points of view
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are rendered operational by constructing several criteria or objec-
tives to be maximised or minimised. Moreover, regarding commit-
tee assignment quality, the criteria can go from fairly distributing
assignments between committee members to assessing their suit-
ability to evaluate the thesis defences. Additionally, the schedule
quality objectives might include, for example, promoting compact
schedules, satisfying preferred time slot requests from committee
members or preventing room changes.

Conversely, many problems may arise when such measures are
not considered or when a human scheduler cannot adequately
meet them. To begin with, there is the perceived (or actual) bias
of the scheduler in favour of some committee members, which
might lead to disagreements between the affected parts regarding
fairness and transparency considerations. Moreover, if the assigned
committee is not knowledgeable enough in the necessary research
subjects to assess a thesis, this might lead to inaccurate evaluations
of the student’s work. Furthermore, as most committee members
often have other tasks and are not available at all times, finding a
schedule that is as small of an inconvenience for them as possible
is not a simple task, which leads to committee members having
less available time to dedicate to their research, teaching, or any
other activity. Lastly, there is the problem of the scheduling pro-
cess itself, which just burns too much time for the scheduler, who
could put it to more productive use. Likewise, several approaches
for dealing with such problems have been considered in the liter-
ature.

Regarding a fair assignment distribution, Kochanikova & Rudova
(2013) proposes a constructive heuristic that iteratively assigns de-
fences to committees in such a manner that each committee is
appointed the same or at most one more defence than the other
committee. Moreover, their improvement phase keeps this distri-
bution intact. Pham et al. (2015) takes a different approach, min-
imising the workload differences between the most and least bur-
dened committee members. Conversely, Battistutta et al. (2019) is
the first to impose an exponential penalty for the number of times
a committee member is assigned to a different committee. Finally,
Christopher & Wicaksana (2021) includes a maximum quota of as-
signments for each committee member.

In terms of the methodologies used to assess committee suit-
ability, there is minimal variance. Each consideration of this point
of view aims to optimise the matching between expertise or re-
search areas of the committee members and the subject of the de-
fences they are assigned to (Battistutta et al., 2019; Christopher &
Wicaksana, 2021; Huynh et al., 2012; Pham et al., 2015). Nonethe-
less, other aspects are also regarded in Christopher & Wicaksana
(2021), specifically committee member academic level and previ-
ous experience moderating defences.

As far as reducing the inconvenience caused for committee
members, the literature has considered different measures that
better suit their situation. Huynh et al. (2012) considers an ob-
jective that minimises the total number of room changes. More-
over, the same work introduces a compactness measure where an
increasing number of time slots between two consecutive assign-
ments is penalised. In Battistutta et al. (2019), it is stated that this
is a valuable objective. However, due to their structuring of thesis
defences into sessions, it is automatically guaranteed. Concerns re-
garding time slot preferences also arise in Huynh et al. (2012) and
Tawakkal & Suyanto (2020), with the latter including an objective
specifically regarding students.

There are several types of defence scheduling problems, dis-
tinguished by the number of defences that a committee is as-
signed to: (1) Single defence assignment - Each committee is as-
signed to one defence, which will take place in one slot (day, hour
and room). This type of scheduling is addressed in Christopher
& Wicaksana (2021); Huynh et al. (2012); Limanto et al. (2019);
Pham et al. (2015); Tawakkal & Suyanto (2020) and our work; (2)
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Session of defences assignment - Each committee is assigned to a
group of defences (session), which will take place in one slot (day,
period and room). Evidently, the time slot cannot be just a par-
ticular hour in such instances. Instead, it represents an extended
period, such as a morning, afternoon, or day. This type of schedul-
ing is addressed in Battistutta et al. (2019); (3) Hybrid assignment -
A committee is assigned to an extended period, like in the session
of defences assignment type. However, single defences and other
required additional committee members are then assigned to an
hour within such a period. This type of scheduling is addressed in
Kochanikova & Rudova (2013).

Several different solution approaches have been applied to the
thesis defence scheduling problem, specifically: Mixed-integer lin-
ear programming (Battistutta et al., 2019); Constraint programming
(Battistutta et al., 2019); Greedy backtracking hybrid algorithm (Su
et al., 2020); Local search (Battistutta et al., 2019; Kochanikova &
Rudova, 2013; Pham et al., 2015; Tawakkal & Suyanto, 2020); Ge-
netic algorithm (Huynh et al.,, 2012; Limanto et al., 2019); and Par-
ticle swarm optimisation (Christopher & Wicaksana, 2021).

In contrast with the most studied academic scheduling prob-
lems, exam scheduling and course timetabling (Chaudhuri & De,
2010); for a state-of-the-art review of those, we refer the reader to
Babaei et al. (2015); Ceschia et al. (2023); Chen et al. (2021); and
for how inefficient and time-consuming assigning and schedul-
ing committees is for the unfortunate people to whom such tasks
are delegated, thesis defence scheduling is remarkably underrep-
resented in the literature. We propose a multi-objective mixed-
integer linear programming model, which, to the best of our
knowledge, is the first formulation of its type for the single de-
fence assignment type. Moreover, our approach aims to be appli-
cable to a broader range of instances and regulations than the ones
found in the single defence assignment literature. To achieve such
a goal, our model includes the following novel characteristics, or-
ganised under three levels:

1. Main decision variable - our fundamental decision variable,
built from the 6W’s question framework, is the first to include
the committee member’s role in each assignment. This is bene-
ficial as it allows for a greater committee composition flexibility
than the previous formulations;

2. Constraints - instead of modelling our university’s regulations,
we take advantage of the novel decision variable and input the
eligible committee members for each role in each thesis de-
fence as a parameter. Therefore, it can then be adapted to fit
each instance’s needs. Moreover, we are the first to model the
problem in a way that considers the possibility of not schedul-
ing every defence, as not all of them might be schedulable, and
presenting an @incomplete” schedule can still be valuable for
the decision-maker;

3. Objectives - to the best of our knowledge, we are the first to in-
troduce an objective that minimises the number of days a com-
mittee member is scheduled to attend a defence. Additionally,
we also propose different formulations for several previously
defined objectives. Specifically, we introduce a linearisation of
an exponential penalty for the number of assignments, com-
pactness, and room change objectives better suited for cases
where a committee member is not available for every time slot
and a differentiation mechanism for preferred time slots with
multiple preference levels.

As for the solution approach, we must be able to find how
many thesis defences can be scheduled. Consequently, we propose
a two-stage approach, with the first stage being an adaption of
our formulation, but with the objective of finding the number of
schedulable thesis defences. That number will then be used as a
parameter in our model. While new to thesis defence schedul-
ing, similar two-stage approaches have been studied in academic
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timetabling problems with mixed-integer based solution methods
(Burke et al., 2010; Serensen & Dahms, 2014; Vermuyten et al.,
2016). Their primary motivation was to simplify the search space
of an otherwise computationally difficult problem to solve with
mixed-integer linear programming. This is not our primary goal,
as, instead of using it to solve different objectives separately, we
want to find the value of a necessary parameter. Moreover, course
timetabling works with heuristic solution methods have also ap-
plied two-stage approaches. Similarly to our approach, in Bellio
et al. (2021); Goh et al. (2017), the first stage of the heuristic is
employed to guarantee the feasibility of the solution. Conversely,
other works decompose their heuristics based on different ob-
jectives (Al-Yakoob & Sherali, 2015; Santiago-Mozos et al., 2005).
Lastly, while most works regard multiple objectives, none propose
approaches that allow the search of the solution space for sev-
eral solutions, commonly employed in other scheduling problems
(Amiri & Farvaresh, 2023; Guo et al., 2023; Giilcii & Akkan, 2020;
Koziel & Pietrenko-Dabrowska, 2022; Urbani et al., 2023). Contrar-
ily, we adapt the augmented e-constraint method, introduced in
Mavrotas (2009) and Mavrotas & Florios (2013). The main benefits
of such an implementation are the assurance that the found so-
lutions are non-dominated (or Pareto optimal) and the existence
of mechanisms to foresee and skip some iterations that will not
yield new solutions. Moreover, having better knowledge about the
trade-offs between solutions can be valuable to the decision-maker
(Mesquita-Cunha et al., 2022).

The methodology is tested in case studies from different de-
partments and outperforms the human schedulers. We also analyse
how our model should be parameterised to solve problems from
the literature.

We propose an instance generator for thesis defence scheduling.
It generates the availability of committee members and rooms in
availability blocks, resembling their real-world counterparts. Com-
putational experiments are conducted on a set of 96 instances. The
main conclusions are that the number of schedulable defences was
always relatively easy to optimally determine during the first stage
and that, even for the largest considered instances, some non-
dominated solutions were found within the set time limits.

The remainder of this paper is organised as follows.
Section 2 introduces the multi-objective mixed-integer linear
programming model and briefly describes its parameters, vari-
ables, constraints, and objective functions. Section 3 is devoted
to the approach for identifying non-dominated solutions of the
model presented in the previous section. Section 4 presents case
studies from two different departments and explains how the
model can be parameterised to fit different problems from the
literature. Section 5 addresses the instance generation method.
Section 6 presents the computational experiments conducted to
test the scalability of the approach and an analysis of the findings.
Lastly, Section 7 includes concluding remarks and future research
path suggestions.

2. The multi-objective mixed integer linear programming
model

This section presents the multi-objective mixed-integer linear
programming model to schedule and assign committees to the-
sis defences. It introduces the indices of variables and parameters.
Then it presents the necessary parameters and variables, followed
by a general overview of the objectives and the definition of the
constraints. Lastly, the objectives will be revisited and appropri-
ately defined. For a more detailed description of the mathematical
formulation, the reader is directed to Appendix A.
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2.1. Indices

The necessary indices for the parameters and variables are pre-
sented in this subsection. Let us note that, while they all start with
0, this value is never used to represent an object. Nonetheless,
it is necessary to portray the absence of such objects in specific
constraints and objective functions. For example, while there is no
committee member 0, we still need the ability to quantify 0 com-
mittee members.

1. i=0,...,n;, are the indices related to the master’s thesis de-
fence committee members;

2. j=0,...,nj, are the indices related to the master’s thesis de-
fences;

3. t=0,...,n, are the indices related to the role of the commit-

tee members;
4. k=0,...,ng, are the indices related to the days;

5.¢=0,...,ny, are the indices related to the available hour slots
in each day;

6. p=0,...,np, are the indices related to the available rooms;

7.q=0,...,nq, are the indices related to research subjects.

2.2. Parameters

The parameters for the model are presented in this subsection.
They have been divided into three groups, the first about individual
committee members, the second regarding both committee mem-
bers and rooms, and the last one related to thesis defences.

1. Related to committee members.

(a) ejjr €{0,1}, is 1 if a committee member i is eligible to be
assigned to a certain role t in a designated defence j; and 0
otherwise, foralli=1,...,n;, j= 1,...n5,t=1,...,n;

(b) ¢; € N, is the maximum number of committees a committee
member i can be assigned to, for alli=1,...,n;

(c) u; € N, is the weight assigned to each committee member i,
foralli=1,...,n;

(d) Iy, € No, is the preference level that each committee mem-
ber i holds for every time slot (day k and hour ¢), 0 rep-
resents unavailability, for all i=1,...,n, k=1,...,m, £=
1,...,ng

(e) rig € {0,1}, is 1 if a committee member i has knowledge
regarding the research subject ¢q; and O otherwise, for all
i=1,....n,q=1,...,ng;

2. Related to committee members and rooms.

(a) bj € {0,...,d — 1}, is the number of hour slots following the

end of a defence in which a committee member i would
consider the scheduling of a different one as compact, in
our formulation we considered it as always being smaller
than the duration d of a defence, for alli=1,...,n;;
v € {0,....my,}, is the weight given by a committee mem-
ber i to each hour slot ¢ considered compact. A higher
weight for an hour-slot represents a preferable assignment,
foralli=1,...,n;, ¢=0,...b;;

(c) a; € {0,...,d — 1}, is the number of hour slots following the
end of a defence in which a committee member i would
consider changing rooms problematic, for alli=1,...,n;;

(d) hy €{o0,..., nhi}, is the penalty given by a committee mem-
ber i after a room change to each hour slot ¢ considered
problematic. A higher weight for an hour-slot represents a
less desirable assignment, for alli=1,...,n;, ¢=0,...,q;

(e) myp € {0,1}, is 1 if a room p is available at a certain time
slot (k, ¢); and O otherwise, forallk=1,...,n,¢=1,...,n,,
b= 1,..., Np;

3. Related to thesis defences.
(a) d e N, is the length (duration) of a defence in hour slots;

(b

=
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(b) tjq €{0.1}, is 1 if a defence j studies a certain research sub-
ject g; and O otherwise, for all j=1,...,n5, g=1,...,ng;

(c) g€ {0.....n;}, is the number of complete committees (the-
sis defences) to be scheduled. If one knows that all defences
are schedulable, then g =n;. Otherwise, finding g becomes
part of the problem itself.

2.3. Variables

The definition of the decision and auxiliary variables is pre-
sented in this subsection. The first is built from the 6W’s ques-
tion framework and represents a committee member’s assignment
to a role within a thesis defence, happening at a specific time and
room. The others are used to define concepts such as the num-
ber of scheduled days, workloads, defence research subject cover-
age by its committee, compactness and room change penalties, and
assigned roles within a committee.

1. Decision variables.

(@) Xijekep € {0, 1}, which is equal to 1 if a committee mem-
ber i is assigned to thesis defence j, performing a role t,
in day k, at hour slot ¢ and in room p; and O otherwise,
forall i=1,....n; j=1,....n5, t=1,....n;, k=1,....m,
¢=1,...,n5,and p=1,...,ny;

2. Auxiliary variables.

(@) Yjkep € {0, 1}, is 1 if the thesis defence j is scheduled for day
k, at hour ¢ in room p; and O otherwise, for all j=1,....n;,
k=1,....m,¢=1,....n5,and p=1,...,np;

(b) Vikep € {0, 1}, is 1 if committee member i is assigned to any
defence on day k, hour ¢ and room p; and 0 otherwise, for
ali=1,...,n, k=1,...,n,¢=1,...,n,and p=1,...,np;

() Jijk € {0, 1}, is 1 if committee member i is assigned to j

defences on day k; and O otherwise, for all i=1,...,n;,
j=0,... njand k=1,...,m;

(d) w;; €{0,1}, is 1 if committee member i is assigned to j
thesis defences; and O otherwise, for all i=1,...,n; and
j=0,...,nj;

(e) wy € {0,1}, is 1 if committee member i is assigned to thesis
defences in k days; and O otherwise, for alli=1,...,n;, and
k=0,....,n;

(f) sijq € {0, 1}, is 1 if i committee members of the committee
of defence j have q research subject in common with said
defence; and O otherwise, for all i=0,...,n;, j= 1,....n;
andgq=1,...,ng;

(8) Sikep € No, is the compactness value for committee mem-
ber i, scheduled to attend any defence at day k, hour ¢ and
room p, foralli=1,....n;, k=1,...,n, ¢=1,...,n, and
p=1,...,np;

(h) Sikep € No, is a room change penalty for committee mem-
ber i, scheduled to attend any defence at day k, hour ¢ and
room p, forall i=1,...,n;, k=1,...,m, ¢=1,...,n and
p=1,....np;

2.4. Objective functions

The objective functions are presented in this subsection. Two
points of view are used to assess the assignment quality. The first
one, committee assignment quality, is related to both fair work-
load distribution and the matching between the expertise of the
committee members and the defences they are assigned to, ac-
cordingly, it impacts the quality of the defence assessment process
by not having overburdened committees, and a good matching of
members to defences. The second one, schedule quality, is related
to the assessment of the quality of the schedules of individual
committee members, and aims to reduce the inconvenience caused
by scheduling them to certain time-slots and rooms. The objec-
tive functions used to render them operational are introduced here.
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Nonetheless, further constraints and variables must be defined be-
fore each objective’s mathematical expressions can be specified. In
Section 2.6 we will return to the objective functions and properly
define them. Furthermore, the additional constraints are listed in
Section 2.5.

1. Point of view of committee assignment quality. This point of view
is operationalised by the following objectives.

(a) Minimise workloads. The workload is the number of commit-
tee assignments a committee member has. To ensure fair-
ness, this number is squared. With this criterion, we want
to achieve a balanced workload distribution between com-
mittee members.

Maximise research subject coverage. Research subject cover-
age is the percentage of research subjects in a defence its
committee covers. With this criterion, we want to maximise
such coverage and aim to ensure that every subject in a de-
fence is covered by at least one of the committee members.
Maximise committee member suitability. Committee member
suitability is defined as the number of research subjects
each committee member has in common with their as-
signed defences. With this criterion, we want to maximise
such suitability and aim to ensure that each member is a
specialist in as many of the defence’s subjects as possible.

2. Point of view of schedule quality. This point of view is opera-

tionalised by the following objectives.

(a) Minimise non-consecutive assignments. Each assignment is
given a compactness value. This value is based on the com-
mittee member’s weight and the weight for the interval in
which a defence is scheduled. The committee member de-
fines the latter regarding their preferences over time inter-
vals between defences. With this criterion, we want to pro-
duce more compact schedules according to the committee
members’ preferences.

Minimise the non-satisfaction of time slot preferences. A
penalty is given whenever a committee member is assigned
one of their stated undesirable time slots. With this crite-
rion, we want to minimise the occurrence of such assign-
ments.

Minimise committee days. Committee days are the number of
days a committee member is scheduled to attend a defence.
To ensure fairness, this number is squared. With this crite-
rion, we want to minimise such a number.

Minimise room changes. Each committee member defines a
time frame considered problematic for a room change be-
tween defences, penalising such events. With this criterion,
we want to promote room stability.

(b

=

—~
g
~—

—
c

2.5. Constraints

The necessary constraints to model the feasible region of the
problem are presented in this subsection. They fall under four cat-
egories. The first concerns the scheduling of complete committees
or thesis defences. The second regards the respect for committee
member assignment rules. The third guarantees that committee
members and rooms are available for their corresponding assign-
ments. Finally, the fourth defines the values for several auxiliary
variables present in the objective functions.

1. Scheduling complete committees. These constraints define a com-
plete committee and ensure that every schedulable defence is
assigned one.

(a) Complete committee definition. A complete committee is a set
of n; assignments for a defence, j, all with a different ap-
pointed role, t, in the same slot, (day k, hour ¢, and room
p). Moreover, for a defence to occur, it must have such a
committee assigned to it. This constraint ensures that either
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a defence is assigned to a complete committee or no assign-
ments for such a defence can occur.

nx
D Xijekep = Vikepr J=1.....mj t=1,....m
i=1

(1)

k=1,....m, ¢=1,...,n,, p=1,...,1,

(b) Single committee assignment. If a defence, j, can be sched-

(c

—

uled, it should only be assigned one committee and ap-
pointed one slot, (day k, hour ¢, and room p). Thus, in this
constraint, we state that for a defence, j, the number of
complete committees assigned to it is less or equal to 1.

M ne Tp

ZZZ.ijkp < 1a J

k=1 ¢=1 p=1

=1,... (2)

,

Complete committees (thesis defences) to be scheduled. In each
instance of the thesis defence scheduling problem, a defined
number of committees (thesis defences) can be assigned
and scheduled, denoted by g. If one knows that all the de-
fences can be scheduled, then this number is the number
of defences, ie., g=n;. However, some defences may not
be schedulable due to conflicting committee member avail-
abilities, lack of enough eligible committee members, lack
of rooms, or others. In such cases, finding the value for g
becomes an indispensable part of the problem. In this con-
straint, assuming the value of g is already known, we en-
force the number of assigned complete committees (thesis
defences) as the number of schedulable complete commit-
tees, g.

i nme ng My

220 Vikp=8

j=1 k=1 t=1 p=1

(3)

2. Committee Composition. These constraints ensure the eligibility
of the committee members to perform their assignments.
(a) Committee member eligibility. Different universities and their

departments have distinct regulations for the eligibility of
committee members, i, to perform specific roles, t, within
each committee for a defence, j. Thus, we do not attempt
to include such rules within our model. Conversely, we ag-
gregate them in a parameter, e;j;, which takes the value 1 if
a committee member, i, is eligible to perform a role, t, in a
defence, j, and 0 otherwise. In this constraint, we state that
only eligible members can be assigned to a committee.

N ng Mp

Zzzxijtkfp <ejni=1,...,m,

k=1 ¢=1 p=1
j=1...n,t=1....n

(4)

(b) Maximum number of committees assigned to a committee

member. In this constraint, we ensure that the sum of the
assignments, for a committee member, i, does not exceed
the maximum allowed number of committees, c;, for that
committee member.

i ne m ng Np

ZZZZZ&MP <g¢g, i=1,...

j=1 t=1 k=1 ¢=1 p=1

(3)

N

3. Committee member and room availability. These constraints guar-
antee that committee members and rooms are available for
each assignment.

(a) Committee member time slot availability. Committee mem-

bers have different obligations other than attending thesis
defences. Consequently, they are not available to be assigned
to every time slot. This constraint ensures that members
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are not assigned for defences occurring at their unavailable
times.

i ng Np
DD Xijerep < liwer i=1....m;
j=1t=1 p=1
k=1,....m, ¢=1,....n, (6)

Committee member assignment juxtaposition. A committee
member, cannot be assigned to more than one defence at
the same time. Additionally, this constraint also ensures that
a committee member is not assigned more than one role in
a defence, as that would mean that said committee mem-
ber would have two different assignments in the same time
slot.

nj ny +d-1 1mp
2202 DX <1 i=1...m,
j=1t=1 ¢=¢ p=1
k=1,....n, €=1,....np—d+1 (7)

Room time slot availability. A room’s purpose might not just
be hosting thesis defences. Thus, it is natural that it happens
to be booked for any other event at some point. Accord-
ingly, whenever a room is unavailable, it cannot host any
defence.

1j
Zyjklp < Mygp, k=1,....n. ¢
=1

(8)

Room capacity. In our formulation, we considered that a
room could not hold more than one defence at a time.

=1,....,n, p=1,....mp

nj 7+d-1

Z Zyjkipglv k211

j=1 =t

v, =1, —d+1, p=1,....m, (9)

4. Objective functions measures. These constraints define the values
for the auxiliary variables necessary for some of the objective
functions.

(a) Research subject coverage definition. For a defence, j, research

(b

=

subject coverage is the percentage of its studied research
subject covered by the areas of expertise of its committee
members. To implement such an objective, we first need
to define an auxiliary binary variable, s;j,, which takes the
value 1 if a defence, j, which studies a research subject, g,
that is, qu =1, has a number, i, of committee members as-
signed to its committee, who have said subject as one of
their areas of expertise.

n; noone o ong Mp

Do isig= D> DD TigjgXijekeps

i=0 i=1 t=1 ¢=1 p=1

j=1,...,n;,q=1,...,nq (10)
n;
Y sig=1. i=1.....n,q=1...n4 (11)
i=0

Compactness value definition. We defined a compact assign-
ment of a committee member, i, to a day, k, at an hour, ¢,
as one that occurs within a specific time frame, b;, after the
end of a different assignment for such a committee member.
That is, if a committee member, i, is assigned to a defence,
j, at a day, k, and an hour, ¢, this assignment is considered
compact on the condition that the same committee mem-
ber is assigned to a different defence, j, in the same day, k,
between hours ¢ —d and ¢ — d — b;. Moreover, the parameter
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vy, distinguishes the hour slots within such a time frame, as
they might have different perceived values for a committee
member, i. Thus, the compactness value for an assignment,
Sike» is 0 if a committee member, i, does not have a different
assignment ending between hours ¢ and ¢ — b;, or v;; if he
does have such an assignment ending at ¢ hour slots before
the start of the new assignment a different hour slot, ¢

nj n
yikw:Zinﬁk@p, i=1 ., N, k:l,...,nk,
j=1t=1
e=1,...,n,, p=1,...,mp (12)
§ikl 20, i=1,...,n,‘, k:l,...,nk, EZ],...,H[ (13)
P
siklgninyikw i=1,...,n;,
p=1
k=1,...,m, ¢=1,...,n (14)
Sike < ZZUMJ’,MV i=1,...,m k=1,...,n,
7=0 p=1
¢=d,....n, E=¢—-d—-71 (15)
by mp np
Sie = ) Y ViVzp — Mo | 1= D Vinep |-
=0 p=1 p=1
i=1,....n, k=1,...,n,
e=d,....n, {=¢—-d-2 (16)

(c) Workload definition. The workload for a committee member,

)

i, is defined as the number, j, of committees they are as-
signed to. It would be possible to represent it as an inte-
ger variable. Still, in such a case, it would not be possible to
consider its square in the objective function while keeping
its linearity. However, the exponential penalty in the objec-
tive function can be linearised by representing it through a
variable, w;;, which takes the value 1 if a committee mem-
ber, i, is assigned to a number, j, of committees, and 0 oth-
erwise.

nj ne ng ng Np
ZJWU_ZZZZZXU”“’P’ i=1,....m (17)
j=1 t=1 k=1 ¢=1 p=1
Ci
dowyi=1, i=1,...n (18)
j=0

Committee days definition. A committee day is defined as a
day when a committee member has a defence scheduled. To
represent this concept, we introduce a variable, wy,, which
takes the value 1 if a committee member, i, has defences
scheduled on a number, k, of days, and 0 otherwise.

i n ng Mp
Z]yUk_ZZZZXUf’“P’

j=1 t=1 ¢=1 p=1
1:1,..4,n,-, k=1,...,n (19)
1j
D V=1 i=1....m k=1.....m (20)
j=0
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G Mg
ZkW,k—ZZyuk, i=1 I (1 (21)
Jj=1 k=1
L3
ZW,»kzl, i:l,...,n,- (22)
k=0

Room change penalty definition. A room change is consid-
ered problematic if a committee member, i, is not given a
certain amount of time, a;, between the end of an assign-
ment, j, and the beginning of another, j, which is scheduled
for a different room, p, than the first one, p. Moreover, pa-
rameter h;, distinguishes the hour slots within such a time-
frame, as they might have different perceived penalties for
a committee member, i. To assess this objective we define
the room change variable, $j,,, which represents the room
change penalty that the assignment of a committee mem-
ber, i, to a day, k, an hour, ¢ and a room, p, would incur.

§i,<4p20, i:l,...,ni, k=1,...,n
=1,....,n,, p=1,...,1 (23)
Slk@pgnh;yikip i=1,....m k=1, > e
Z:l, , Ny, p—l, ,Tlp (24)
ai My
§iklp < Zzhizyik@’ i=1,..., n;,
7=0 p=1
k=1,....,m, ¢=d,...,ng,
f=t—d—t p=1,....,np, p#D (25)
ap Mp
§1k1’p < Zhizyzklp np (1 .V1k£p)
7=0 p=1
i=1,....m, k=1,...,n,
t=d,....,n, {=0—-d-72,
p=1....np, p#p (26)

2.6. Back to the objective functions

In this subsection, now that we have defined all the necessary

constraints, the objective functions within the two points of view
are revisited and adequately determined.

1. Point of view of committee assignment quality. This point of view

is operationalised by the following objectives.
(a) Minimise workloads. This criterion considers a product,

U; jzwij. The variable, w;;, takes the value 1 if a committee
member, i, is assigned to a number, j, of defences, and 0
otherwise. By multiplying it by j2, we can keep the linearity
of the model while applying an exponential penalty repre-
senting the square of the number of defences a committee
member, i, is assigned to, promoting fairness in workload
distribution. Moreover, the committee member’s weight, u;,
is also considered. We want to promote a fair distribution of
workloads between committee members by minimising this
objective.

nX

ZZ”J Wij

i=1 j=1

minz; (w) = (27)
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(b) Maximise research subject coverage. The research subject cov-

erage for a defence, j, is computed through a quotient be-
tween the number of its research subjects, g, covered by its
committee as the numerator and the sum of all of its re-
search subjects as the denominator. Let us note that, sim-
ilarly to Constraint (21), while variable s;;, is defined for
i=0,...,n; the sum must start on i = 1, as we do not want
to include the research subjects that are covered O times by
the defence’s assigned committee. We want to maximise the
sum of the coverages of all defences with this objective.

-1

—
g
N
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objective.

no meong Mjone Mp

minzs ()= "> Y>> " ui(lige—1)Xijerep

i=1 k=1 ¢=1 j=1 t=1 p=1

(31)

Minimise committee days. This criterion takes into account
a product, u;k*wy,. The variable, Wy, takes the value 1 if a
committee member, i, is assigned to committees in a num-
ber, k, of days, and 0 otherwise. By multiplying it by k?,
we keep the model linear while applying an exponential
penalty representing the square of the number of days a
committee member, i, is assigned to, promoting fairness in

nj ng n Nj ng
maxz;(s) = Z Z tiq Z Z Z Sijq (28) the com’mltte_e days distribution. Moreover, the committee
i1 q=1 i1 j=1 q=1 member’s weight, u;, is also considered. We want a fair dis-

(c) Maximise committee member suitability. This criterion consid-

ers a product, rigt jgX;jtkep» Which will be 0 unless a commit-

tribution of committee days between committee members
and to minimise the sum of such a product with this objec-
tive.

tee member, i, is assigned to a defence, j, that is X, = 1, noong
and a research subject, g, is within the areas of expertise of minzg(W) = Z Zuikzwik (32)
a committee member, i, that is, r;; = 1, and the subjects ad- im1 k1

dressed in the defence, j, that is, t;; =1, in which case the
product will be 1. We want to maximise the sum of these
products with this objective.

n Mg M no mong Mp

maxzz(x) =) "3 YN TigjgXijekep

i=1 g=1 j=1 t=1 k=1 ¢=1 p=1

(29)

Minimise room changes. The variable $y,, is the assigned
room change penalty for a committee member, i, who will
change rooms within a problematic time frame due to be-
ing assigned to any defence in a day, k, an hour, ¢, and
a room, p. The penalty is incurred on the condition that
the committee member, i, is also assigned to another de-
fence, in a different room, p, in the same day, k, which ends

within a specific time-frame, between ¢ and ¢ — a;, with the
parameter, q;, representing the number of hour slots be-
fore an assignment where the committee member considers

2. Point of view of schedule quality. This point of view is opera-
tionalised by the following objectives.
(a) Minimise non-consecutive assignments. The highest potential

compactness value for an assignment for a committee mem-
ber, i, is parameter ny,. Thus, for a committee member, i,
the maximum potential sum of compactness values would
be the product of said maximum value by the committee
member’s number, j, of assignments minus one assignment,
as, logically, the committee member’s first assignment can-
not be scheduled within a certain time-frame after another
has ended. Thus, and by weighting each assignment by the
weight conferred to its committee member, the maximum
sum of compactness values for the problem is represented
by Z?Ll 7’=1 uiny, (j — 1)w;j. On the contrary, the effective
sum of the compactness values, weighted by their corre-
spondent committee member’s weight, is represented by
ZI.L Zz’;] >0t USik- This criterion considers the difference
between the compactness value for an ideal schedule and
the effective value for the proposed schedule. We want to
minimise such differences with this objective.

scheduling the end of another assignment as problematic for
a room change. We want to minimise the sum of the prod-
uct of such penalties by their incurring committee member’s
weight with this objective.

n N

minz;(§) = Y ) u;s;

i=1 j=1

(33)

2.7. Summary

In thesis defence scheduling, we want to know Who (the com-
mittee member) is to be assigned to Which committee, performing
What role, to Whom (thesis defences), When (day and hour) and
Where (room).

In every MOMILP problem, the feasible region of the decision
space is defined by a certain number of constraints. In our thesis
defence scheduling model, we divided these constraints into three

groups:
ni N o meon

minzs(w, ) = Z Z uiny, (j — 1w — Z Z Z UiSike 1. Scheduling complete committees. These constraints define a com-
i1 j=1 o1 kel (=1 plete committee and ensure that every schedulable defence is

(30)

(b) Minimise the non-satisfaction of time slot preferences. This cri-

terion considers a product, u;(ly, — 1)Xjjrkep, Which repre-
sents the penalty of assigning a committee member, i, to
a day, k, at an hour, ¢, that is X;j,, = 1. In this case, it
takes the value of the product of the committee member’s
weight, u;, with the penalty level assigned by the committee
member to the combination of day, k, at an hour, ¢, that is,
lixe — 1. The parameter, I, can take the value 0 if a commit-
tee member, i, is unavailable at a day, k, and an hour, ¢, but
such an assignment would be infeasible, or a natural num-
ber, with larger values representing lower preference levels.
We want to minimise the sum of such penalties with this

98

assigned one.

. Committee composition. These constraints ensure the eligibility

of the committee members to perform their assignments.

. Committee member and room availability. These constraints guar-

antee that committee members and rooms are available for
each assignment.

Nonetheless, not all feasible solutions are equivalent. To assess
their relative standing, we identified two points of view, rendered
operational by specific criteria:

1. Committee assignment quality. This point of view includes crite-
ria related to the committees assigned to each defence. Accord-
ingly, it impacts the quality of the defences and the workload
distribution between committee members.
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2. Schedule quality. This point of view includes criteria for min-
imising the inconvenience the assignments generate for the
committee members.

3. An approach to the MOMILP problem

This section addresses the approach chosen to solve the
MOMILP problem introduced in the previous section. It starts by
presenting some fundamental concepts and definitions, followed
by the employed algorithm and, finally, the practical aspects re-
garding the actual use of the algorithm.

3.1. Some fundamental concepts, their definitions, and notation

Consider the following MOMILP problem,

max zp(x),

max z;(x),

max zp, (x),
subject to:
xeX (34)

where x = (Xq,...,Xj,...,Xn,) is the vector of the decision vari-
ables, X is the feasible region in the decision space, and z; is the
i —th linear objective function, for i =1, ..., n;. The image of X ac-
cording to all the objective functions defines the feasible region, Z,
in the criterion space.

A fundamental concept in multi-objective optimisation is the
notion of dominance. A solution or outcome vector z' in the objec-
tive space dominates another solution z” if and only if z{ >z, for
alli=1,...,n;, with at least one of these being a strict inequality,
ie, z > Z{ for some i.

A feasible solution, Z € Z, is said to be non-dominated if and only
if there is no other feasible solution, z € Z, such that z dominates Z.
The set of all non-dominated solutions is known in the literature
as the Pareto front. The inverse image of a non-dominated solution,
X =F~1(2) is called an efficient solution (in the decision space).

Our objective is to identify a subset of the Pareto front, denoted
by N. For this purpose, we will use a well-known scalarisation
technique based on the resolution of a sequence of e-constraint
problems of the form:

max zp(x),

subject to:

xeX,

ziX) > €,i=2,...,1, (35)

where only one of the objective functions, arbitrarily chosen here
as z1(x), is being maximised. Whereas the others are instead in-
cluded in constraints, which set lower bounds, €;, for each of the
remaining objective functions, z;(x), for i = 2, ..., n,. Moreover, dif-
ferent non-dominated solutions are found by setting different val-
ues for the lower bounds, ¢;.

3.2. Algorithmic framework

This subsection addresses the multi-objective algorithmic
framework. It is divided into three sequential steps. The first is
finding the number of schedulable defences, g, which is then set
as a parameter for the subsequent steps. The second is computing
the ideal, %, and approximated nadir, z'®, points. These points are
necessary as in the next step a number of equally spaced bounds
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between z4 and z'% is defined for each objective and used as the
values for €. This methodology allows us to control the maximum
number of solutions we wish to obtain. Finally, the augmented e-
constraint method itself.

In fact, the proposed method adapts the augmented e-
constraint method, introduced in Mavrotas (2009) and Mavrotas &
Florios (2013). Our adaption obtains a subset of the Pareto front
by iteratively increasing the lower bounds, ¢;, for each objective,
i=2,...,n,. However, in contrast with some e-constraint meth-
ods, this method guarantees that all solutions found are non-
dominated. To achieve this, instead of just using the objective func-
tion z;(x), a component related to the remaining objective func-
tions is also included in the objective function with the help of
surplus variables.

3.2.1. Computing the ideal and the approximate nadir points

For each i=1,...,n; the problem of Eq. (36) is solved. Each
objective function is divided into two components. The first is an
objective function, z;(x), for i=1,...,n,. The second is the sum
of the remaining objective functions z;(x), for j=1,...,nz, j#1i
multiplied by a suitable number 10~£ that ensures that, regard-
less of the value the second component takes, the value of the first
component is the same as if we would instead maximise z;(x) sep-
arately, i.e,, maxy.x z;(x), i=1,...,n,

n
20 = max 1 z(x) + (107F) | Z vzj(x) L i=1,...,n.  (36)
J=1. i#]

Let us denote the perturbation of the objective function, z;(x),

in the previous equation by,
n,
pi=(10F) > zj(x). i=1,....n, (37)
=1, i

where 0< p; <1, ie, since zj(x) € Z, then p; will not influence
the value of z;(x). We can now define, z} =zip"* —pj, for all i=
1,...,nz and the ideal point, 79, can be defined as follows:

2= (z.....2.....2;). (38)

Let Z'J* denote the value obtained for an objective function,
zj(x), j=1,...,n;, when maximising z;(x), i=1,..., 1z, i.e, when
solving the problem of Eq. (36), for z;(x). Each scalar component,
z?ad, of the approximate nadir vector, z'%, can be defined as fol-
lows:

z?“d = jir{]inn {z]*} i=1,...,n,. (39)

Accordingly, the approximate nadir vector can be stated as fol-
lows:

2" = (1 .. zZp?). (40)

This process is represented in Algorithm 1, denoting the prob-
lem of Eq. (36), for each z;(x), as P4.

Znad

< 4 P

Algorithm 1. Compute z and 2%,
1: input: P

2: output: 24, zned;
3: for (j=1,...,n,) do
4: Znad — Znad U 0o:
: )
5: end for
6: for (i=1,...,n;) do 2{"" < optimise(P);
id id pix .
7 24— 2 U (2T — )
8: for (j=1,...,n,,1#j) do
9: if (z; < z;”“l) then
ad .
10: . Z7% = 23
11: return(z'?, z"%);
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3.2.2. Augmented e-constraint

Finally, we can define the surplus variables, s;(x), for x € X, and
for each objective, z;(x), for i =2,...,nz as in Eq. (41). These are
computed as the ratio of the difference between the objective,
z;(x), and its corresponding value in the nadir point, z?ad, and the
difference between the optimum value for the objective, z;, and its

corresponding value in the nadir point, zl’."’d.

zi(x) — zMd

it i=2,...,n, xeX.
Z;

si(x) = (41)

zr —

Now, to define the objective function used in the augmented €-
constraint method, z¢, as in Equation Eq. (42). This objective func-
tion is divided into two components. The objective function z; (x)
and a perturbation component, computed through the sum of the
surplus variables, s;(x), employed to guarantee non-dominated so-
lutions, while ensuring that the value of the objective function
z1(x) is the same as if we would instead maximise z; (x) separately,
i.e.,, maxycx z1(x), while considering that the remaining objectives
zj(x) are subject to the lower bound vector e, ie., z;(x) > ¢;, for
j=2,...,nz

nz
7€ = max 1 z; x) + (n, —0.9)71 ijsi(x)
i=.

(42)

Let us denote the perturbation of the objective function z;(x)
by

n,

$=(n:-09)7" > si(x). (43)
i=2

where, given that 0 < s;(x) < 1, it follows that 0 < ¢ < 1, i.e, since

z1(x) € Z, then ¢ will not influence the optimality of z;(x), con-

sidering that the remaining objective functions, z;(x), are subject

to the vector of lower bounds, €.

To iterate between the vector of lower bounds, €, we first spec-
ify a parameter, p;, subject to pli € N, which is the percentage of
the gap between the correspondent ideal, zf, and nadir, z;?“d, scalar
components, which is incremented between each iteration for an
objective, z;(x). Moreover, we also define a vector, v, of dimension
n; — 1, such that each scalar component, v;, represents the number
of times each lower bound, ¢;, is to be incremented by its corre-
sponding percentage, p;, in the current iteration. Thus, Eq. (44) de-
fines the lower bound, ¢;, for a given objective, z;(x), as the in-
crement of the scalar component, z?“d, by a percentage, v;p;, of
the difference between the scalar components, z; and zl’.“ld. Note
that, while all other parameters are constants, v;, is updated be-
tween each iteration. Moreover, the minimum value for the lower
bound, €;, must be z{'“d, and its maximum value z, therefore v; e

1
{0.....5}
€ =2 +vipi(z; — 2, i=2,....n, (44)

To update v between iterations, we use Algorithm 2. As input,
the algorithm receives the vector v, the vector of percentages, p,
and the variable stop, returning the updated values for v and stop
as output. The final iteration is reached and stop is set to true
when for all bounded objectives z;(x), v; pli, after which the main
algorithm stops and the set of the obtained non-dominated solu-
tions, N, is returned. Otherwise, following an ascending order of
indexes, i = 2, ..., ng, the first v; < pli, is incremented by 1. Further-

more, all v, i < i, which necessarily are equal to %, are reset to 0.
1
This ensures that every possible vector v is considered.
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Algorithm 2. Update v.

. input: v, p, stop € {true, false};

: output: v, stop;

2 if (v=(1/p1,...,1/pn.)) then stop < true;

else
i* is the first ¢, such that v; < 1/p;;

Vix < Ui + 1;

vy 0, 1 < 0%

: return(v, stop);

SN I

However, not all vectors of lower bounds, €, generated by vec-
tors v, have the potential to obtain new solutions. Accordingly,
we use Algorithm 3, which receives as input the vector of lower
bounds, €, and the set of already obtained solutions, N, and as-
sesses whether there is no already obtained solution, z € N, that
dominates the current lower bounds vector, €. If there is such a
solution, z, then the current lower bounds vector, €, does not have
the potential to generate a new solution, and the variable skip is
set to true. If skip = true, the main algorithm skips the optimisa-
tion of the problem of Eq. (42) for the current € (which we denote
as P¢), improving its overall efficiency.

Algorithm 3. Skip obtained solutions: SkipSolutions().

1: input: N

2: output: skip € {true, false};

3: skip < false;

4: for (z € N) and (skip = false) do

5: if (z dominates €) then skip < true;
6: return(skip);

Conversely, some combinations can be a priori proven to be in-
feasible. Similarly to the previous algorithm, Algorithm 4 tests if an
iteration has the potential to enrich the pool of solutions. Accord-
ingly, it receives as input the vector of lower bounds, €, and the set
of lower bounds already identified as infeasible, I. If ¢ dominates
any lower bound combination in I it follows that the correspond-
ing optimisation cannot find a feasible solution. Therefore, it can
be skipped. Similarly to Algorithm 3, the variable skip is set and
returned as the output.

Algorithm 4. Skip infeasible models: SkipInfModels().
1: input: I
: output: skip € {true, false};
. skip < false;
: for (¢ € I) and (skip = false) do
if (e dominates €) then skip < true;
: return(skip);

Finally, we can design Algorithm 5, which presents the overall
augmented e-constraint method. As input, it receives the problem,
P¢, the percentages vector, p, to be considered, and the nadir, z",
and ideal, z;, points., As output, it returns the set of obtained non-
dominated solutions, N.
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Algorithm 5. Augmented e-constraint.

nad id.
s 203

1: input: P p, z
2: output: N;

3 v (0,...,0);

4 I+ {}

5 N {},

6: stop < false;

7. while (stop = false) do

8: for (i=2,...,n,) do

9: €+ 20 v, (2 — 2pad);

10: end for

11: skip <— SkipSolutions(N,¢€);

12: if (skip = false) then

13: skip < SkipInfModels(I,¢);

14: if (skip = false) then z + optimise(P¢);
15: if (z= —o0) then I <~ I U {e};
16: else N + N U{z};

17 end if

18: end if

19: end if

20: (v, stop) < Update(v, p, stop);

21: end while
22: return(V);

The first step is to set up the initial maximisation, which con-
siders ¢; :z?“d, i=2,...,n; Additionally, the obtained solutions
set, N, and the known infeasible lower bound combinations set, I,
must also be defined. Necessarily, the first iteration always pro-
duces a feasible solution to be saved in the set of already ob-
tained solutions, N. Nonetheless, thereupon, before every iteration,
Algorithms 3 and 4 assess if the vector of lower bounds, €, gener-
ated by vector v, has the potential to find a new solution. If it does,
Problem P¢ is optimised, considering the current vector of lower
bounds, €, in which case, if a new solution, z, is found, it is kept in
the solutions set, N, otherwise, the lower bounds vector, €, is saved
as infeasible in set I. Regardless of the present optimisation being
skipped or not, Algorithm 2 determines if the last iteration has al-
ready been reached, in which case Algorithm 5 stops and returns
the obtained solutions set, N. Otherwise, Algorithm 2 updates v for
the next iteration.

3.2.3. Finding the number of schedulable defences

Before computing zi4, z'% and initialising Algorithm 5, we need
to set the value for the number of defences that can be sched-
uled in any given instance, g. For such a purpose, we solve the al-
ternative problem of Eq. (45), which is similar to Problem P¢, but
without considering Constraint (3), which sets the number of de-
fences that are to be scheduled, Constraints (10)-(26), which define
the values for the objectives, and lastly, the objectives themselves
(27)-(33).

Conversely, we instead include the objective function of
Eq. (45), which maximises the number of scheduled complete
committees (thesis defences), computed as the sum of a variable,
Yjkep» Which takes the value 1 if a defence, j, is scheduled at a day,
k, an hour, ¢, and a room, p.

nj n ng Mp

g=maxzg) =Y > 3> Viup

j=1 k=1 ¢=1 p=1

(45)

To sum up, the first stage of the procedure is to find the maxi-
mum number of thesis defences that can be scheduled for a given
instance and set that value as a parameter in the following steps.
For the second stage, we compute the ideal point, z9, and the
approximate nadir point, z'% through Algorithm 1. Finally, we
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have all the necessary parameters to initialise the augmented e-

constraint method, Algorithm 5. A schematic representation of the
whole two-stage procedure is presented in Fig. 1.

Algorithm 1

Algorithm 5

End

Fig. 1. Full procedure diagram.
4. Case studies

This section addresses adaptions of our model to different the-
sis scheduling case studies, classified as single defence assignment
problems. The first two case studies are adapted from different de-
partments within our university. The third and fourth case stud-
ies are taken from the literature and demonstrate how flexible our
model is while being applied to problems of different character-
istics. They are taken from Huynh et al. (2012) and Tawakkal &
Suyanto (2020), respectively. For each, a summary of the problem
and an explanation of the parameterisation is presented. For the
case studies from our university, the computational results are pre-
sented and discussed.

Regarding both hardware and software characteristics for the
computational experiments: (1) CPU: Intel(R) Core(TM) i7-8565U
CPU @ 1.80 gigahertz 1.99 gigahertz; (2) RAM: 8 gigabyte; (3) Im-
plementation of the algorithms: Python 3.11; (4) Solver: Gurobi
10.0.0.

4.1. Engineering and management department

In this subsection, the case study of the Engineering and Man-
agement Department (DEG) of the Instituto Superior Técnico (IST)
of the University of Lisbon is addressed.

4.1.1. Summary of the problem

Following IST’s policy, the committees are composed of three
members, the supervisor, a president, and another member. More-
over, the president must be part of DEG’s scientific committee.

Two main concerns have been voiced by the professors of the
department regarding the quality of their schedules. Quite often,
some of them end up being assigned to a large number of commit-
tees. This added workload disturbs their other responsibilities, such
as teaching, supervising, and doing their own research. Moreover,
the thesis defences of this department are conducted in a campus
outside of Lisbon. Therefore, most professors have to make addi-
tional trips to be present for a defence. Thus, they would prefer
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if their defences would be scheduled in as few days as possible.
Accordingly, the objectives considered for this case study are pro-
moting a fair workload distribution and minimising the scheduled
days.

4.1.2. Model parameterisation

For this case study, there are 47 committee members, n;, 37
thesis defences, n;, 3 roles, ny, 16 days, ny, 31 hours slots in each
day, n,, and 2 available rooms, nj,. Each defence lasts 1 hour, d,
equivalent to 4 hours slots.

The rooms, p, can be considered to be available for every time-
slot, (k, ¢), i.e., my,, = 1. The member availability, l;,, was gathered
by the department’s secretary, who was responsible for coordinat-
ing the scheduling process with the different committees and en-
suring the feasibility of the schedules.

As for the committee eligibility, e;;, four scenarios are consid-
ered. The first considers that the appointed committees are fixed
and equal to the ones which were effectively assigned by the
decision-makers. The second considers that the president of each
defence can be chosen from a set of 11 members of the scientific
committee. The third considers that the other member can be cho-
sen from all the available members. The final scenario considers
that both the president and the other member can be chosen, re-
specting the aforementioned rules.

No differentiation was considered between different members,
i.e., the individual weight, u;, was set to 1. The omitted parameters
can be disregarded, as they are only necessary for objectives which
are not analysed in this case study.

4.1.3. Results discussion

No time limit was set for each iteration. The objective functions
are fair workload distribution, z;, and minimisation of committee
days, zg. The number of equally spaced bounds between, and in-
cluding, zg“d and z§, was 20. Thus, at most, 20 solutions can be
found for each scenario.

The results for the four scenarios tested with the model are pre-
sented in Table 1. This table includes information about the com-
putational time and the number of solutions.

Naturally, in the scenario with a fixed committee, only one non-
dominated solution can be found, as the workload objective is only
affected by the composition of the committees, which is fixed. The
scenarios which allow for more committee combinations invariably
had more non-dominated solutions but took more time to solve.

Moreover, the number of solutions and computational times are
not only affected by the number of roles to be assigned by the
model but also by the number of members available to fill these
roles. This is evident when comparing the results for the scenarios
where only the presidents and the other members are assigned. In
both, the committees have 2 fixed positions, but only 11 members
can be chosen as presidents, and 47 can be chosen as other mem-
bers, leading to a larger variety of possible combinations.

The performance of each solution of the different scenarios re-
garding the workload objective, z;, and the committee days objec-
tive, zg, is presented in Fig. 2.

Table 1

Department of engineering and management computational results.
Scenario Solutions CPU(s)
Fixed committees 1 1
President 5 20
Other member 14 193
President & other member 15 3530
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Fig. 2. Performance of each solution found for the four scenarios and the solution
found by the decision-makers.

Regarding the workload objective, the solution found by the
decision-makers is competitive with some solutions found by the
model. Nonetheless, if we consider the performance of the com-
mittee days objective, the usefulness of using a model becomes
evident.

While a better-performing solution is found for the scenario
with fixed committees, the difference in performance is some-
what small. Nonetheless, we hypothesize that if the member avail-
ability had been gathered differently, there would have been a
greater discrepancy. The data for each committee was obtained
through doodles where the supervisor and other member would
vote on a couple of different dates suggested by the president.
This is a method which facilitates the work of a human sched-
uler as only a couple of options are considered, but the model
is able to handle larger amounts of information and find better
solutions.

Nonetheless, the major benefit comes from allowing different
committee combinations. It was expected that the workload ob-
jective could be greatly improved in this case. However, what is
shown is that it is possible to find much better solutions re-
garding the committee days objective by assigning members with
better-matching availability to the same committees. For exam-
ple, in the scenario where the other member is being assigned,
the best-performing solution regarding the committee days objec-
tive has a value of zg = 123. Comparatively, for the scenario where
both the president and other member are assigned, the worst-
performing solution for this objective is only slightly worse, at
zg = 125.

For a clearer understanding of the trade-offs and meaning of
each objective, we now look with more detail into the solution
found by the human schedulers (z; =408, zg = 283) and three
solutions of the scenario where the president and other mem-
ber are assigned. Specifically, the solution with the best work-
load performance (z; =338, zg = 125), an intermediate solution
(z1 = 354, z, =92), and the solution with the best committee days
performance (z; = 488, zg = 61). Fig. 3 presents the percentage of
members who participate in a certain number of committees, and
Fig. 4 presents the percentage of members with a certain number
of scheduled days.
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Fig. 4. Percentage of committee members with a number of committee days.

The solution with the fairest workload distribution favours the
attribution of 2 committees to most members. Moreover, only the
member who was supervising 6 students participated in 6 or more
committees. Comparatively, in the solution obtained by the human
schedulers, 10% of professors participated in 6 or more committees
and in the solution with the best committee days, 19% of profes-
sors participated in 6 or more committees.

Regarding the scheduled days, the poor performance of the hu-
man schedulers is evident. The best solution regarding this objec-
tive considered that only 19% of members had to be present on 2
different days in Taguspark campus for a defence. Comparatively, in
the schedule found by the decision-makers, 43% of professors had
to be present for more than 2 days. Moreover, even in the solution
which had the best workload distribution, only 36% of members
had defences scheduled for more than 2 days.

There is a clear trade-off between these objectives. On the one
hand, solutions which distribute the workload more fairly have to
rely on scheduling members for more days to accommodate the
more varied committees. On the other hand, the solutions which
schedule fewer committee days, distribute more defences to mem-
bers with matching availability, who can then evaluate them all on
a smaller number of days.

4.2. Informatics engineering department

In this subsection, the case study of the Informatics Engineering
Department (DEI) of the Instituto Superior Técnico of the Univer-
sity of Lisbon is addressed.

4.2.1. Summary of the problem

DEI also follows IST’s standard committee composition, includ-
ing a president, the supervisor and another member. However,
this department’s thesis scheduling process has some fundamental
differences when compared to DEG’s. DEI operates in two differ-
ent campi. Accordingly, some students defend their theses in the
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Alameda campus, in Lisbon, and others in the Taguspark campus,
where DEG’s defences also take place.

Participating in a committee in the Alameda campus is usually
not as disruptive to the members. Nonetheless, DEI has a consid-
erably larger number of defences occurring in this campus when
compared to DEG in Taguspark. This results in an increased work-
load for the presidents. To improve the schedules for members in
both campi, four objectives are regarded. Specifically, promoting
a fair workload distribution, compact schedules, minimising the
committee days, and avoiding room changes.

4.2.2. Model parameterisation

In the Alameda campus case-study there are 161 members, n;,
110 defences, 13 days, ny, and 4 rooms, ny. In the Taguspark cam-
pus case-study there are 89 members, n;, 49 defences, 10 days, 1y,
and 2 rooms, n,. Both consider 3 different roles, n;, 6 hours slots
where a defence can be scheduled, and 2 of mandatory breaks, i.e.,
n, = 8. The break hour slots could have been disregarded if not for
the compactness objective. Each defence lasts for a single hour slot,
d.

The rooms, p, can be considered to be available for every time-
slot, (k, ¢), i.e., m,, = 1. We had access to the president’s availabil-
ity, but not for the remaining members. Thus, for the availability
parameter, l;,, three scenarios were randomly generated consider-
ing the time-slot availability percentage of supervisors and other
members: 20% availability, 30% availability, 40% availability.

As for the committee eligibility, e;;;, the supervisors and other
members are already pre-assigned, and the model can only choose
the president of each defence. In the Alameda campus case-study
there are 14 members who can be presidents, and in Taguspark
there are 9.

Since the presidents are the most affected, the remaining mem-
bers were assigned an individual weight, u; =0, in the Alameda
campus. This means that they are not regarded in the computation
of the objectives’ values, but their availability is still taken into ac-
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count. Contrarily, in the Taguspark campus, only members with a
single defence pre-assigned were disregarded.

Considering that the hour slots represent 1.5 hours periods, it
was considered that any free time between defences should be
penalised, i.e., for all members, b; =0, and vy = 1. For the same
reason, the number of hour slots following the end of a defence
in which a committee member,i, would consider changing rooms
problematic, a;, is also O for all members, and h;y = 1.

4.2.3. Results discussion

No time limit was set for each iteration. The objective functions
are fair workload distribution, z;, minimisation of non-consecutive
assignments, z4, minimisation of committee days, zg, and minimi-
sation of room changes z;. Regarding objective z;, for every so-
lution found, its value was 0, which means that no member had
to change rooms within consecutive time slots. The number of
equally spaced bounds between, and including, zzad and z;, and
zg”d and zg, was 5. Thus, at most, 25 solutions can be found for
each scenario.

The results for the case-studies from both campi and consider-
ing the three availability scenarios are presented in Table 2. This
table includes information about the number of solutions, the per-
centage of defences that can be scheduled in each of them, and the
computational time.

Table 2
Department of informatics engineering results .

Campus Availability  Solutions  Scheduled defences  CPU (seconds)
Alameda 20% 7 90% 20

Alameda 30% 4 100% 210

Alameda 40% 5 100% 405
Taguspark  20% 3 84% 6

Taguspark  30% 9 100% 20

Taguspark  40% 5 100% 25

Let us note that for both campi it stopped being possible to
schedule all defences after the availability percentage was dropped
to 20%. Accordingly, we can assume that the real percentage would
have been higher than that and that the other two scenarios can
provide a fair benchmark for analysis of the results which would
be achievable through our methodology.

The performance of the schedules obtained by the decision-
makers and those obtained by our model for the scenarios were
all the defences are scheduled are presented in Fig. 5.
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In DEG’s case study, we found that while the human schedulers
could find workload distributions, z1, that were somewhat compet-
itive with some non-dominated solutions, the same was not true
for the committee days objective, zg. In the Taguspark case study,
the same conclusion can be taken. The values for z; in the non-
dominated solutions vary from 366 to 386, and the solution found
by the schedulers had a performance of 380. Moreover, the value
for the committee days objective, zg, was 130, whereas the solution
which performs the worst in this objective had zg = 106.

However, the same cannot be said for the Alameda case study.
Perhaps due to this being a larger problem than the other two,
with more than double the number of defences to be scheduled,
the human schedulers performed worse in all objectives than the
non-dominated solutions found by the
model.

As for the consecutiveness objective, z4, in both campi, the so-
lution found by the human schedulers performed worse than any
solution found by the model. Let us note that since all the weights
that can influence this objective, u; and v;, are set to 1 or 0, the
differences in the performance of two solutions translate the differ-
ence in the number of times a member had a defence start without
having had another defence scheduled in the previous time-slot.
This objective does not vary too much between the non-dominated
solutions of the same scenario, with the largest difference being
only 3. Nonetheless, for both campi, the human scheduler found
solutions which performed worse than any non-dominated solu-
tion. Specifically, in the Alameda case study, the solution found
by the human schedulers had a difference of 15 to the worst-
performing non-dominated solution. For the smaller campus, the
difference was only 3.

4.3. Huynh et al. (2012)’s case study

This work addresses the thesis scheduling problem at the
School of Information and Communication Technology, Hanoi Uni-
versity of Science and Technology.

4.3.1. Summary of the problem

Following the policy of most Vietnamese universities (Huynh
et al., 2012), the committees are composed of five members. More-
over, while the thesis supervisors cannot be included, they ap-
point two reviewers who must enter the committee. Addition-
ally, two committee members must be external professors and all
committee members must have expertise in the research subject
of the thesis. This problem regards all time slots as available for
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Fig. 5. Performance of each solution found for the department of informatics engineering problem.
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both committee members and rooms. However, some should be
avoided.

Four objectives are considered. Specifically, minimising commit-
tee member assignments in time-slots which should be avoided,
maximising committee member suitability regarding the research
subject of the thesis, maximising consecutive assignments for com-
mittee members, and minimising room changes.

4.3.2. Model parameterisation

The definition of parameters such as the number of defences,
n;, number of members, n;, duration of the defences, d, research
subjects of a committee member, rg, etc., is simple and we will
not explain it here. Moreover, we will not analyse the definition
of parameters that reflect the decision-maker’s preferences, such
as the weight assigned to different members, u;, or the hour slots
after the end of a defence that would be considered inconvenient
for a room change, g;. In fact, only three parameters require some
level of attention in this specific case study.

There is no reference to a limit to the number of committees a
committee member can be a part of. Hence, the maximum number
of defences to be assigned to a committee member, c;, should be
equal to the number of thesis defences, n;.

Since all time-slots are considered as available, the committee
member, l,, and room, m,,, availability parameters cannot take
the value 0, as this represents unavailability.

The last parameter, e;j;, represents committee member eligibil-
ity. It takes the value 1 if a committee member, i, is eligible to per-
form a role, ¢, in a certain defence, j, and 0 otherwise. For the two
committee members that are appointed by the supervisor there
must be two fixed roles, i.e., two roles with only one eligible mem-
ber. For example, if committee member i =1 is appointed by the
supervisor for thesis defence j =2 to perform role t = 3, then it
follows that ep3 =1 and Zi";'] eip3 = 1. Regardless of which roles
are fixed, there are two roles that are reserved for external mem-
bers, meaning that all internal members would be ineligible, i.e.,
for these roles if a committee member, i, is part of the university
staff and a role, t, is reserved for external members, then e;;; = 0.
And vice-versa for the three internal roles.

As for the objective functions, while we do not follow the same
formulation, a comparable version of each of them is present in
our model. Thus, to adapt our approach to this problem, one could
just disregard the objectives that are not considered in this specific
case study.

4.4. Tawakkal & Suyanto (2020)’s case study

This work addresses the thesis scheduling problem at the Fac-
ulty of Informatics, Telkom University.

4.4.1. Summary of the problem

The committees are composed of three members. Moreover,
they include the supervisor and two examiners, who are lecturers
at the Faculty of Informatics. To avoid conflicts with their lectures,
the committee members must be regarded as unavailable for cer-
tain time-slots. However, the rooms are available at all times.

A single objective is considered. Specifically, students who will
defend their theses can state their own preferences regarding the
time-slots in which they would prefer to do so.

4.4.2. Model parameterisation

Similarly to the previous case study, we will not analyse param-
eters whose definition is straightforward. Moreover, there is also
no limit to the number of committees a committee member can
be a part of. Therefore, the definition of the parameter, c;, follows
the same rule as the previous case study.
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While the committees are composed of three members, the stu-
dents must also be considered as part of the committee, so that
their preferences can be included as an objective. Thus, the num-
ber of committee roles, n, is 4. Accordingly, the number of com-
mittee members, n;, must also include the students.

The definition of the committee member time-slot availabil-
ity and preference parameter, I, is different between lecturers
and students. For a lecturer, i, the parameter can take the value
0, if they are not available, or 1 if they are. For students, i, who
are available for all time-slots, the parameter must never take the
value 0. Moreover, their preference requests are to be considered.
Hence, the parameter should take the value 1, for their preferred
time-slots, and a larger value for their non-preferred ones. This dif-
ferentiation impacts the penalty of choosing a certain time-slot for
a defence.

Out of the four roles, t, in these committees, the supervisor and
student roles are fixed. Suitably, the committee eligibility parame-
ter, e;j;, follows the rules explained for fixed roles in the previous
case study. For the examiner roles, any lecturer that is not the su-
pervisor can be selected. Thus, the parameter takes the value 1 for
these lecturers, and 0 for the supervisor and the students.

For the objective function, the time-slot preference objective is
the only one which should be regarded.

5. Designing an instance generator for thesis defence
scheduling

This section addresses the design of the instance generator for
thesis defence scheduling problems that we propose. It starts by
presenting the different types of instances that were considered
and references the different additional necessary inputs. Moreover,
the specific procedures for the random instance generation are
also presented, with a focus on the availability parameters, defined
based on conditional probabilities.

5.1. Types of instances and other inputs

To test the proposed method (see Section 6), a set of 96 in-
stances, denoted by p(n;.nj.n;.ni.ne.np.ng), was generated. Let us
point out that the following parameters are identical for all of
these instances:

1. n; = 3, which is the defined number of roles;

2. n, = 15, which is the defined number of days;

3. n, = 16, which is the defined number of hour slots in a day. In
these instances each hour slot represents 30 minutes;

. ng = 15, which is the defined number of research subjects.

Moreover, the instances were divided into six different types by
varying the number of committee members, n;, the number of de-
fences, n;, and the number of rooms, np:

1. Instances of type, p(25.20.3.15.16.3.15): These instances con-
sider 25 committee members (n; = 25), 20 defences (n; = 20)
and 3 rooms (np = 3), instances (1)-(16).

. Instances of type, p(25.20.3.15.16.4.15): These instances con-
sider 25 committee members (n; = 25), 20 defences (n; = 20)
and 4 rooms (n, = 4), instances (17)-(32).

3. Instances of type, p(38.30.3.15.16.3.15): These instances con-
sider 38 committee members (n; = 38), 30 defences (n; = 30)
and 3 rooms (n, = 3), instances (33)-(48).

. Instances of type, p(38.30.3.15.16.4.15): These instances con-
sider 38 committee members (n; = 38), 30 defences (n; = 30)
and 4 rooms (n, = 4), instances (49)-(64).

5. Instances of type, p(50.40.3.15.16.3.15): These instances con-

sider 50 committee members (n; = 50), 40 defences (n; = 40)
and 3 rooms (np = 3), instances (65)-(80).
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6. Instances of type, p(50.40.3.15.16.4.15): These instances con-
sider 50 committee members (n; = 50), 40 defences (n; = 40)
and 4 rooms (np = 4), instances (81)-(96).

As for the remaining parameters, some were considered the
same for every instance, specifically:

1. d = 2, which is the duration of a thesis defence, in the number
of time slots;
p(u; =1)=0.7, p(u; =2) = 0.3, which are the probabilities of
a committee member i to be assigned to a certain individual
weight u;;
. ¢; = 0.5n;, which is the maximum number of allowed defences
per committee member i;
;q=1 riq =3, which is the number of research subjects g for
committee members i;
. quzl tjg = 3, which is the number of research subjects g for de-
fences j.

2.

Additionally, for each type of instance, we generated sixteen
different randomised instances while varying some data inputs cor-
responding to the remaining parameters of our model:

1. t=1and t =2, or t =2: These are the fixed roles in e;;. If a
role, t, is fixed, it means that, for each defence, j, there is only
one eligible committee member, i, it can be assigned to. Regard-
less of a role being fixed, there is an overall set of committee
members that can be assigned to that role.

. p(lik(’. = 0) =0.78, p(’ik{ = 0) =0.82, or p(lik(’, = 0) =0.86:
These are the unavailability percentages, p(ly, =0), for the
committee member time slot preference and availability pa-
rameter, ly,, which are defined as the percentage of I, = 0.
The percentages for the instances with 2 fixed roles were
0.78 or 0.82. Conversely, for the instances with a single fixed
role, they were 0.82 or 0.86. This differentiation between in-
stances with 1 or 2 fixed roles was necessary due to increased
computational complexity.

. p(my,, =0) =08 or p(my,, =0)=0.86, for my,: These are
the unavailability percentages, p(imy,, = 0), for the room avail-
ability parameter, my,,, which are defined as the percentage of
mklp =0.

- P =[1D) =07, pvy =[2,1) =03  or  p(=[1]) =
0.8, p(vy; =[2,1]) =0.2: These are the probabilities of a
committee member, i, being assigned values [1] or [2,1] for the
compactness preference parameter, v;,, which will affect the
big-M upper bounds, ny,.

. pthy =[1) =07, p(hyy =1[2,1]) =03  or  p(h=[1]) =
0.8, p(hj; =[2,1]) =0.2: These are the probabilities of a
committee member, i, being assigned values [1] or [2,1] for
the room change penalty parameter, h;,, which will affect the
big-M upper bounds, Ny,

A diagram summarising this instance generation procedure is
presented in Fig. 6.

The generation of most parameters is done through simple
probability-based random choices. Thus, we do not explain them
in detail. However, the availability parameters follow some addi-
tional rules, which are explained in the next subsection.

5.2. Availability parameters generation for committee members and
rooms

In real-world thesis defence scheduling applications, the avail-
ability periods for committee members and rooms usually occur in
blocks, between lectures, before the first lecture of a given day, or
after all the daily assignments. Algorithm 6 was designed to repli-
cate such behaviour. The algorithm can be described as a Markov
chain, which will help estimate the probability distributions of the
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Fig. 6. Generated instances diagram.

Algorithm 6. Generate availability parameters.

1: input: n;,ng, ne, plaja),Ad;

2: output: lige, i=1,...,n,, k=1,....n, £=1,... 0y
3: for (i=1,...,n;) do

4: for (k:1,...771,k) do

5: lLiro < 0;

6: for ({=1,...,n,+A) do

7: if (1,7 = 0.); then

8: Like < 0;

9: else

10: like < random(c), p(a) = p(ala), 1,,; =@
11: end if

12: end for

13: for ({=0,...,A) do

14: delete(liu);

15: return(lipe, 1 =1,...,n,, k=1,...,n, £ =1,...,n0);

different possible values for the availability parameters, [, and
My,p. For simplification, when we refer to an individual 7, it can
represent a committee member or a room.

To generate the availability parameters in a manner which rep-
resents their real-world behaviour, we defined the probability of
an individual, 7, to have a certain availability status, «, at any day,
k, and hour, ¢, (time slot (k, ¢)), as conditional on its status, @, in
a previous time slot, (k, £), for £ = ¢ — 1. Let us note that, when we
mention a conditional probability, p(«|a), what we are referring to
is the probability of having Iy, = & or my,, = «, given that l;; = o
or myz, = .

Algorithm 6 receives the following notable inputs:

1. A: This is the duration of the initial warm-up period for each
day, k, within which the generated parameters will be disre-
garded. This is important as it will allow the Markov chain to
reach a steady state.

. p(r|er): These are the probabilities of an ly, = o or my,, = a to
remain unchanged between ¢ and ¢, ¢ =¢ + 1.

. p(af@): These are the probabilities of an Iy, =& or my,, =
o changing from a state, &, to another, o, between ¢ and
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€, £ =1¢+ 1. This is not an input per se, but computed through
Eq. (46), based on the input values, p(o|a).

Computing the remaining probabilities, p(a|x), through
Eq. (46) promotes the proportionality between p(«|er) and all
other p(&|o), based on their conditional probabilities, p(o|a).
Moreover, this equation also guarantees that the sum of these
probabilities is always equal to 1.

-1
p(al@) = pala)| > p@l@)] (1-p@@)), a.@+a (46)
a=0

For the committee member availability parameter, [;,, three
values were considered for assignment, I, = 0, representing un-
availability, l;, = 1, representing preferred time slots, and, I, = 2,
representing less preferred time slots. The room availability pa-
rameter, my,,, was defined as binary, hence, the possible values
are, my,, = 0, representing unavailability, and, my,, = 1, represent-
ing availability. The inputs, p(«|a), per each defined unavailabil-
ity percentage, are presented in Table 3 for the committee mem-
ber availability parameter, p(ly, = 0), and in Table 4 for the room
availability parameter, p(my,, = 0).

The first step of the algorithm is to define how the values for
the first hour slot, ¢ =1, for an individual, 7, and day, k, l;; and
Myqp, are generated. We determined that, for each parameter re-
garding ¢ = 1, the conditional probabilities of it being assigned a
status «, p(x|a), are to consider lyo =0 or myy, =0, ie, @ =0.
Nonetheless, this creates a biased availability distribution for the
first hour slots for each day. However, we want to ensure that the
probability, p(c), of an hour slot, ¢, being assigned availability sta-
tus, «, is independent of the hour slot, ¢. Thus, for every committee
member or room, and day, we generate an excess of parameter val-
ues to uniformise their distribution. Then we disregard the initial
excess values, i.e., we consider a warm-up period, A. In our exper-
iments, we used a A =40 per committee member or room, and
day, which proved sufficient to eliminate the initial value’s effect.

Then, we generate each availability parameter value in sequen-
tial order, based on the presented conditional probabilities.

Nonetheless, there is an exception where these input probabili-
ties do not apply. It occurs after an individual, t, which was avail-

Table 3
Conditional probabilities p(c|a)per generated unavailability percentage p(ly, = 0)
for parameter Iy,.

p(lie = 0)
plo|a) 0.78 0.82 0.86
p(0]|0) 0.95 0.95 0.95
p(11) 0.7 0.63 0.55
p(2]2) 0.7 0.63 0.55
Table 4

Conditional probabilities p(«|a) per generated unavailability percentage p(my,, =
0) for parameter my,,.
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able to start an assignment in a time slot, (k, £), stops being avail-
able to do so at the next time slot, (k, ¢), for ¢ = ¢+ 1. Let us note
that for an individual T to be able to start an assignment at time
slot (k, €), its effective available time must extend up until (k, £), for
£ =1t +d, as, otherwise, the individual, T, could not be present for
the whole duration, d, of a defence. Thus, we defined that when
a change from availability to unavailability occurs, the individual,
T, must be unavailable for at least a long enough time, such that
if they were scheduled for their last available time slot before the
unavailability block, and for the first available one after its occur-
rence, the individual, T, would have at least one time slot of effec-
tively unassigned time. Therefore, whenever such a change occurs,
d — 1 unavailable time slots are automatically added, ensuring the
rule above is respected.

An illustrative example of the time slot preference and avail-
ability generated by this method is presented in Fig. 7. Let us note
that, since we considered d = 2, the exceptional addition was of
a single time slot (i.e., d — 1). For example, if we had used d =4
instead, 3 time slots would have been added.

For additional theoretical background on the concept of Markov
chains and an explanation of how they can be used to predict the
availability percentages the reader is directed to Appendix B.

6. Computational experiments, results, and some comments

This section addresses the computational experiments made on
the generated instances. It starts by specifying some essential prac-
tical aspects, and then the analysis of the results of the computa-
tional experiments is presented.

6.1. Practical aspects

There are several practical aspects we need to consider regard-
ing hardware and software, iteration time limits, parameters of the
augmented e-constraint method, and the display of the computa-
tional experiments.

6.1.1. Hardware and software

Regarding both hardware and software characteristics: (1)
CPU: 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40 gigahertz
2.42 gigahertz; (2) RAM: 15.8 gigabyte;(3) Implementation of the
algorithms: Python 3.10; (4) Solver: Gurobi 9.5.0.

6.1.2. Time limits

Regarding the time limits set for each step of the procedure: (1)
Finding parameter g: 30 minutes; (2) Algorithm 1: 2 hours, equally
divided between the seven objectives; (3) Algorithm 5: For each
iteration, 12 hours minus the time used for the previous steps and
iterations in the procedure, divided by the remaining number of
iterations.

6.1.3. Parameters of the algorithms

Regarding the parameters of the augmented e-constraint
method and other algorithms: (1) Objective to be fully considered
in z¢: zy; (2) Bounded objectives: z3, z4; (3) Number of equally

P(myy = 0) spaced bounds between, and including, z?“d and zf: 10; (4) Con-
p(a|o) 08 0.86 tinuous objective z,: While z, is defined as continuous, it was
5 E?:?; 8135 8::5 rounded up to the nearest integer, as, otherwise, Algorithm 1 could

not be used to assess its optimum accurately.
no change | no change change e)‘ccep.tllonal no change change no change
likl — 2 l,jkg — 2 lzkg «~— 0 e lik5 ~— 0 ll,k() — 1 lik? — 1
lik4 0

Fig. 7. Committee member time slot preference and availability parameter [;, generation illustrative diagram.
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6.1.4. Computational experiments display

Regarding the computational experiments, displayed in the Ap-
pendix, in Tables C.1, C2 and C3, for small (n; =20), medium
(n; = 30) and large (n; = 40) instances, respectively:

1. Table row: Presents the number of the instance, the identifica-
tion of the type of instance, the corresponding input data and
the outputs.

. Types of output: Presents the number of non-dominated so-
lutions found, |N|, the number of infeasible iterations, |I|, the
number of skipped non-dominated solutions, skip", the number
of skipped infeasible solutions, skip!, the number of solutions
found that were not proven as non-dominated due to a time
limit being reached, timeN, the number of iterations that were
stopped before a solution was found due to a time limit being
reached, time!, the number of defences that can be scheduled,
g, and the CPU time required.

6.2. Computational experiments

This subsection addresses the analysis of the computational ex-
periments. For such a purpose, several aspects must be taken into
account. Specifically, the computational performance, number of
schedulable defences, and the type of iteration distribution. More-
over, some concluding comments are also made.

6.2.1. Computational performance

Regarding computational performance, which can be assessed
by the time an instance takes to solve and the number of iterations
that were stopped due to time limit conditions being reached, the
following remarks can be made:

1. Increases in the size of the instance, for the considered instance
types p(n;.nj.ng.ny.ng.np.ng), invariably lead to an increase in
computational complexity;

. For the considered ranges, a decrease in the number of fixed
roles in e;; or in the unavailability percentages for the avail-
ability parameters, [y, and my,,, also lead to notable increases
in the CPU times;

. Conversely, the variation on the percentages for each big-M
upper bound, v;, and h;, did not produce such a unidimen-
sional variation in computational complexity, with some in-
stance types being solved more efficiently when the smaller
upper bound is more frequent, and other instances seemingly
showing the opposite trend.

For the first two points, the mentioned parameter variations in-
crease the number of possible feasible variable combinations. Thus,
making the instances more challenging to solve. For the irregu-
lar behaviour presented in the last remark, the explanation might
be that, occasionally, the increase in the number of committee
members that are assigned the parameter values v;, = [2, 1] and
hi, = [2,1], instead of v;, =[1] and h;, = [1], is potentially reduc-
ing solution symmetries. This effect surpasses the impact of the
weaker linear relaxations induced by larger big-M upper bounds.

6.2.2. Number of schedulable defences

Regarding the number of schedulable defences, logically, in-
creasing the number of committee members and defences leads
to more defences being scheduled. Additionally, the following re-
marks on the percentage of schedulable defences can be made:

1. Increasing the number of available rooms improves the number
of schedulable defences;

2. Reducing the number of fixed roles in e;; or the unavailability
percentages for the availability parameters, ly, and my,,, pro-
moted higher schedulability percentages.
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These points show that these parameters, which are involved in
the model, affect the probability that there is a suitable time slot
for the scheduling of a given defence. Moreover, an increase in this
probability improves the number of schedulable defences. Let us
note that the same parameters that positively affect the number
of schedulable defences also negatively impact the time it takes to
solve the respective instance. This is explained by the increase in
the number of possible assignment combinations promoted by the
variation of these parameters. Conversely, the big-M upper bound
distribution variation does not impact the number of schedulable
defences, which might indicate why its effect on the computational
efficiency is not as streamlined as it is for the other considered
parameters.

6.2.3. Type of iteration distribution

Regarding the type of iteration distribution, while it is harder
to take conclusions considering the more computationally com-
plex instances, which had iterations stop due to the set CPU time
limit being reached, the following remarks can be made for the
instances where these time-related stop conditions were not met:

1. The distribution of feasible and infeasible iterations, |N| + skip"
and |I| + skip!, respectively, shows a slight variation, with most
instances having between 75 and 85 feasible iterations out of
100;

. Instances that had more effective iterations took longer to solve
when compared to similarly-sized instances, which had more
skipped iterations. Nonetheless, their time per effective itera-
tion is not considerably different;

. The number of different non-dominated solutions shows a
slight positive correlation with the percentage of schedulable
defences.

When looking at the results of the computational experiments,
some outlier instances occasionally pop out, which take longer to
solve when compared to the instances that are most similar to
them. Nonetheless, these usually occur due to, for some reason,
the outlier instances having a relatively high number of different
non-dominated solutions. This leads to fewer skipped iterations
and, thus, longer CPU times. Nonetheless, this does not mean that
each iteration is harder to solve, just that there are more effec-
tive iterations. Moreover, besides these occasional outlier instances,
the apparent rule is that there are more different solutions in in-
stances with a higher schedulability percentage. Accordingly, when
there are more assignments, more committee members are in-
volved. This seems to promote more possible trade-offs between
the different considered objectives.

6.2.4. Concluding comments

The proposed method showed a remarkable capacity for finding
the number of schedulable defences, g, always reaching optimality
in the first stage. This is a helpful step for real-world problems
where the decision-makers are not a priori certain that all defences
are schedulable. Furthermore, finding this parameter means that at
least one feasible solution is always found.

Moreover, for almost every instance with two fixed roles, the
method could map the desired subset of the Pareto front without
reaching any of the defined time limits. Conversely, the same can-
not be said for instances with a single fixed role, specifically for
the medium and large instances, which had several iterations be-
ing stopped due to time limits. Still, we must note that, even for
these instances, the method still returns several feasible solutions
and some non-dominated different ones. Thus, if applied to larger
real-world instances, several different options would still be pre-
sented to the decision-maker, even if their optimality could not be
proven.
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The number of fixed roles was the parameter whose variation
had the highest impact on the computational performance and
the number of schedulable defences. While there is no certainty
that this remark will hold for different parameter ranges, it can
be seen as an indicator of the effect this scheduling decision can
have on the best thesis defence scheduling method to be employed
by universities with different policies. For organisations where the
scheduling process occurs synchronously with the assignment of
the committees, hence having less fixed roles, it might be eas-
ier to schedule all the defences, but using deterministic methods
might not be suitable due to the increased computational com-
plexity. Conversely, for organisations where the scheduling process
occurs separately from the assignment of the committees, hence
having more fixed roles, finding an available time slot for each de-
fence might be more challenging. Still, it is easier for a determinis-
tic solution to their instance to be found within a reasonable time
frame.

7. Conclusions

In this paper, we propose a MOMILP model for the single de-
fence assignment class of the thesis defence scheduling problems.
This problem consists of assigning a committee, time slot, and
room to each thesis defence. Moreover, it is subject to a set of con-
straints that define the feasible region. Each of these constraints
can be placed in one of three groups of constraints, specifically,
scheduling complete committees, committee composition, or com-
mittee member and room availability. Moreover, the quality of the
schedules can be assessed under two points of view, rendered op-
erational through several criteria, specifically, committee assign-
ment and schedule quality. To tackle the multi-objective nature of
the problem, we implement an adaptation of the augmented e-
constraint method, which allows for the mapping of a subset of
the Pareto front, presenting the decision-makers with a variable
number of different non-dominated solutions, while employing it-
eration skipping mechanisms to improve the overall computational
efficiency.

The thesis defence scheduling literature has primarily been fo-
cused on solving the problem at the authors’ universities. Con-
versely, one of the main contributions of our work is that we for-
malise the problem in a manner that is easier to adapt to insti-
tutions with different regulations. Furthermore, besides offering a
new take on the formulation of the most common objectives in
thesis defence scheduling, we also regard some additional ones not
previously considered. We also account for the possibility that, in
instances where not all defences are schedulable, it can be valu-
able for the decision-makers to be presented with an “incomplete”
schedule so that they have access to more information and may
better assess how to proceed in solving the problem.

With this work, we aim to promote the study of a fundamen-
tal academic scheduling problem, which is remarkably underrepre-
sented in the literature for how impactful and time-consuming it
can be. Thus, we also present a novel random instance generator
that can help to provide instances for future research.

Two case studies based on instances from different departments
within our university are presented. The model finds solutions
which dominate the solutions obtained by the human schedulers
in every objective. Two case studies illustrating how our model can
be parameterised for solving instances from literature are also ex-
plored.

The computational experiments proved that the first stage in-
troduces a critical step for solving thesis defence scheduling in-
stances where it is not known that every defence is schedula-
ble. Moreover, even for larger instances, the method was always
returned several solutions. Furthermore, for smaller instances or
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those with two fixed roles, the optimality of each returned solu-
tion is practically always proven.

While we attempt to include most concerns and policies ad-
dressed in the literature and inclusively consider new ones, it is
entirely possible and expected that some additional regulations
and preferences not yet discussed but present in other universities
might not have been covered by our work. Moreover, unlike other
academic scheduling problems, the development and improvement
of novel solution methods and algorithms are lacking for the thesis
scheduling problem. Thus, we believe this to be a promising new
field for future research, and that new findings can help not only
the optimisation of thesis scheduling in universities but also apply
to other scheduling problems, such as course timetabling or exam
scheduling.
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Appendix A. Mathematical model detailed description
Al. Constraints

The necessary constraints to model the feasible region of the
problem are presented in this subsection. They fall under four cat-
egories. The first concerns the scheduling of complete committees
or thesis defences. The second regards the respect for committee
member assignment rules. The third guarantees that committee
members and rooms are available for their corresponding assign-
ments. Finally, the fourth defines the values for several auxiliary
variables present in the objective functions.

1. Scheduling complete committees. These constraints define a com-
plete committee and ensure that every schedulable defence is
assigned one.

(a) Complete committee definition. A complete committee is a set
of n; assignments for a defence, j, all with a different ap-
pointed role, t, in the same slot, (day k, hour ¢, and room p).
Moreover, for a defence to occur, it must have such a com-
mittee assigned to it. Conversely, no assignment that is not
incorporated into one can exist, as it would occupy a slot
that is not being used. Likewise, this constraint defines the
auxiliary variable y i, which takes the value 1 if a defence,
Jj, has a complete committee assigned to it and 0 otherwise.
Thus, the left-hand-side of the equation can also only take
binary values. The sum on the mentioned side represents
the number of committee members, i, assigned to a defence,
j, to perform a role, t, on a given slot, (k, ¢, p). Consequently,
since this sum can be at most 1, each role, t, can only be
filled once in a complete committee. Moreover, evidently,
Yijkep €an only take one value for a given defence, j, and slot,
(k, ¢, p), ergo, the left-hand-side of the equality can also only
take one value for the same defence, j, slot, (k, ¢, p) and for
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every role, t = 1, ..., n;, meaning that for t # t, the following
equality must be verified: 317 Xjjerep = >4 Xijfep Accord-
ingly, if a role, t, is assigned to a defence, j, any other role, t,
must also be assigned. Interchangeably, if any role, t, is not
assigned, any other role, t, must also not be assigned. There-
fore, either a defence is assigned to a complete committee
or no assignments for such a defence can occur.

n;
injtklp = Yjkeps j= 1,...,nj, t=1,...,n
i=1

k=1,....,n, ¢=1,...,n,, p=1,...,1 (A1)

(b) Single committee assignment. If a defence, j, can be sched-

~—

uled, it should only be assigned one committee and ap-
pointed one slot, (day k, hour ¢, and room p). Thus, in this
constraint, we state that for a defence, j, the number of
complete committees assigned to it is less or equal to 1.

ne ng Mp

200 Vi <1

k=1 ¢=1 p=1

1,... (A2)

N

Complete committees (thesis defences) to be scheduled. In each
instance of the thesis defence scheduling problem, a defined
number of committees (thesis defences) can be assigned
and scheduled, denoted by g. If one knows that all the de-
fences can be scheduled, then this number is the number
of defences, ie., g=n;. However, some defences may not
be schedulable due to conflicting committee member avail-
abilities, lack of enough eligible committee members, lack
of rooms, or others. In such cases, finding the value for g
becomes an indispensable part of the problem. In this con-
straint, assuming the value of g is already known, we en-
force the number of assigned complete committees (thesis
defences) as the number of schedulable complete commit-
tees, g

nj me ng Mp

220 Vikp=8

j=1 k=1 ¢=1 p=1

(A3)

2. Committee Composition. These constraints ensure the eligibility
of the committee members to perform their assignments.
(a) Committee member eligibility. Different universities and their

departments have distinct regulations for the eligibility of
committee members, i, to perform specific roles, t, within
each committee for a defence, j. Thus, we do not attempt
to include such rules within our model. Conversely, we ag-
gregate them in a parameter, e;j;, which takes the value 1 if
a committee member, i, is eligible to perform a role, ¢, in a
defence, j, and 0 otherwise. In this constraint, we state that
if a given committee member, i, is non-eligible to perform a
role, t, in the committee of a defence, j, that is, if e; =0,
then no assignment that involves such a combination can
occur, that is, the left-hand-side of the equation must also
be 0. Contrarily, if such a combination is possible, that is,
if e;j =1, then the equality still holds, as, logically, a com-
mittee member, i, can be assigned at most once to a given
defence, j.

N ng Mp

Z Z injtkfp < €jjt,

k=1 ¢=1 p=1

i=1,....m j=1,....n;, t=1,....m (A4)

(b) Maximum number of committees assigned to a committee

member. This committee member eligibility requirement
cannot be represented by the eligibility parameter, e;j;. Thus,
we included it as another constraint. In cases where there
is no such regulation, the value for the maximum number
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of committees assigned to a committee member, i, repre-
sented by c;, is equal to the number of thesis defences, that
is, ¢; = nj. In this constraint, we ensure that the sum of the
assignments, which occur when X;jy,, = 1, for a committee
member, i, does not exceed the maximum allowed number
of committees, c;, for that committee member.

N ne M ong Np

ZZZZZXWW«,-, i=1,...

j=1 t=1 k=1 ¢=1 p=1

s 1y (A.5)

3. Committee member and room availability. These constraints guar-
antee that committee members and rooms are available for
each assignment.

(a) Committee member time slot availability. Committee mem-

=

N

bers have different obligations other than attending thesis
defences. Consequently, they are not available to be assigned
to every time slot. The committee member availability pa-
rameter, l;,, takes a value greater than or equal to 1 if a
committee member, i, is available to be assigned at a day,
k, and an hour, ¢, and 0 if they are not. In this, we state
that if a given committee member, i, is not available at a
day, k, and an hour, ¢, that is, if I, = 0, then no assignment
that involves such a combination can occur, that is, the left-
hand-side of the equation must also be 0. Contrarily, if such
a combination is possible, that is, if I;, > 1, then the equal-
ity still holds, as, logically, a committee member, i, can only
be given at most one assignment at a particular time slot,
(k, 2).

N ne MNp
DU Xijekep < lives
=1 t=1 p=1

i:l,...,ni,k:l,...,nk,le,.,.,ng (AG)

Committee member assignment juxtaposition. A committee
member, i, cannot be assigned to more than one defence, j,
starting at a day, k, and an hour, ¢. Moreover, that commit-
tee member is also unavailable to attend any other defence
that begins at any given point before the end of such a de-
fence, j. In other words, until the hour ¢ +d is reached on
the same day, k. Thus, in this constraint, we ensure that if
there is an assignment, Xijep = 1o for a committee member,
i, in a day, k, at an hour, ¢, there cannot be any other as-
signment for the same committee member, in an hour that
occurs before the end of the previous defence, that is, in
any hour between and including ¢ and ¢ + d — 1. Addition-
ally, this constraint also ensures that a committee member
is not assigned more than one role, t, in a defence, j, as that
would mean that said committee member would have two
different assignments in the same time slot, (k, ¢).

nj ng ¢4+d-1 np
ZZ Z in]‘tk@pgl, i:l,...,n,-,
j=1t=1 ¢=¢ p=1
k=1,....n, ¢=1,....np—d+1 (A7)

Room time slot availability. A room’s purpose might not just
be hosting thesis defences. Thus, it is natural that it happens
to be booked for any other event at some point. The room
availability parameter, my,,, takes the value 1 if a room,
p, is available to host a defence at a day, k, and an hour,
¢, and 0 otherwise. In this constraint, we state that, for a
given slot, (k, ¢, p), the sum of its assigned complete com-
mittees, ¥, = 1, always takes a value lower or equal to
that of my,,. Accordingly, whenever a room is unavailable,
that is, my,, =0, it cannot host any defence, and this sum
is correctly set to 0. Moreover, if the room is available, that
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is, my,, = 1, then, at most, one defence, j, can be assigned
such a slot, (k, ¢, p).

nj
Zyjkép <
=

e=1,...,

mk(p, k:l,...,nk,

n, p=1...,n (A.8)

(d) Room capacity. In our formulation, we considered that a

room could not hold more than one defence at a time. Vari-
able yj,, takes the value 1 if a defence, j, is assigned to a
day, k, an hour, ¢, and a room, p. Consequently, for the same
day, room and between the start of defence j, at hour ¢, and
its end, at hour ¢ +d, the point at which the room can be
scheduled again, there cannot be more than one yji,, = 1. In
this constraint, this is achieved by stating that, for any day,
k, hours between, and including, ¢ to ¢ +d — 1, and a room,
p, the sum of the values of the variable yj.,, must be less
or equal to 1.

nj 7+d-1

Z Z Yijkep <1
j=1 =t

—-d+1,p=1,....n

k=1,....n, £=1,...,n

(A.9)

4, Objective functions measures. These constraints define the values
for the auxiliary variables necessary for some of the objective
functions.

(a) Research subject coverage definition. For a defence, j, research

Nt

subject coverage is the percentage of its studied research
subject covered by the areas of expertise of its committee
members. To implement such an objective, we first need
to define an auxiliary binary variable, s;j;, which takes the
value 1 if a defence, j, which studies a research subject, g,
that is, tj; = 1, has a number, i, of committee members as-
signed to its committee, who have said subject as one of
their areas of expertise. Let us note that, whenever a com-
mittee member, i, studies a research subject, g, then rj; = 1.
The value for such a variable is defined in Constraint (10) by
stating that the product of s;j; by the number, i, of commit-
tee members assigned to that defence is equal to the sum
of the assignments, x;j,, = 1, where the research subject,
g, is in both the studied subjects of the defence and the ar-
eas of expertise of the committee member, that is riquq =1.
Furthermore, a defence, j, cannot be assigned to more than
one number of committee members with a research subject,
g, in common with it. Thus, with Constraint (11), we ensure
that this value is unique for each combination of defence, j,
and research subject, q.

ng n. ng Mp
Z’Suq—ZZZZﬂq jaXijtkeps

i=1 t=1 ¢=1 p=1
J:l,..l,nj, q=1,....n (A.10)
n;
Y sijg=1, j=1....n,q=1..n4 (A11)
i=0

Compactness value definition. We defined a compact assign-
ment of a committee member, i, to a day, k, at an hour, ¢,
as one that occurs within a specific time frame, b;, after the
end of a different assignment for such a committee member.
That is, if a committee member, i, is assigned to a defence,
j, at a day, k, and an hour, ¢, this assignment is considered
compact on the condition that the same committee mem-
ber is assigned to a different defence, j, in the same day, k,
between hours ¢ —d and ¢ — d — b;. Moreover, the parameter
vy, distinguishes the hour slots within such a time frame, as

m

~
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they might have different perceived values for a committee
member, i. Thus, the compactness value for an assignment,
Sike» 1s 0 if @ committee member, i, does not have a different
assignment ending between hours ¢ and ¢ — b;, or v;; if he
does have such an assignment ending at ¢ hour slots before
the start of the new assignment a different hour slot, ¢.
Before we define the compactness variable, S;,,, we define a
different variable, y;,,, which takes the value 1 if a com-
mittee member, i, is assigned to any defence at a day, k,
an hour, ¢ and a room, p, and 0 otherwise. This is done in
Constraint (12). Moreover, we denote that the right-hand-
side of the equality in the constraint above never takes a
value greater than 1, as a committee member, i, cannot be
assigned more than one defence or role in the same slot,
(k, ¢, p).

With this new variable, we can define the compactness
variable, S;,, as the product between the sums, ng: 1 Yikeps

and, Z?:O Z;L VigVixip With £ = ¢ —d — . Nonetheless, this
would impair the linearity of the model. Thus, to linearise
the aforementioned product, we opted for a big-M formula-
tion, with M = n,;, which is the highest value the compact-
ness variable, 5;,,, can take for a committee member, i. This
formulation is represented in the following constraints.

Tl]' ne
j=1t=1
e=1,....n, p=1,....np (A12)
S 200 i=Tomy k=Tome €=1..om (A13)
np
Sie <My Y Viep i=Tooom, k=1,.m £=1,..., n (A14)
p=1
_ i
Sike S szu}’wp i=1,....m
=0 p:
k=1,....n, ¢=d,....n, f=0—-d-7 (A]S)
b np p
Sike = ) ) Vitiep — o [ 1= D Tieep |-
7=0 p=1 p=1
i:],...,ni, k:‘l’“_’nk7
¢=d,....n, t=¢—d—7 (A16)

Workload definition. The workload for a committee member,
i, is defined as the number, j, of committees they are as-
signed to. It would be possible to represent it as an inte-
ger variable. Still, in such a case, it would not be possible to
consider its square in the objective function while keeping
its linearity. However, the exponential penalty in the objec-
tive function can be linearised by representing it through a
variable, w;;, which takes the value 1 if a committee mem-
ber, i, is assigned to a number, j, of committees, and 0 oth-
erwise. The value for such a variable is defined in Constraint
(17) by stating that the product of w;; by the number, j, of
defences assigned to a committee member, i, is equal to the
sum of the assignments, X;ji,, = 1, for that same commit-
tee member. Furthermore, a committee member, i, cannot
be assigned to more than one number of defences, j. Thus,
with Constraint (18), we ensure that this value is unique for
each one.

i n M ng My

ZJWIJ—ZZZZZXWP, i=1....

j=1 t=1 k=1 ¢=1 p=1

, N (A17)
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Ci
dowi=1, i=1,....n (A18)
j=0

Committee days definition. A committee day is defined as a
day when a committee member has a defence scheduled. To
represent this concept, we introduce a variable, y;j, which
takes value 1 if a committee member, i, is assigned to a
number, j, of committees in a day, k, and 0 otherwise. To
define such a variable, in Constraint (19), we define its value
and in (20) we ensure its uniqueness for each combination
of committee member, i, and day, k, similarly to the defini-
tions of variables s;j;, in Constraints (10) and (11), and w;j,
in Constraints (17) and (18). To institute fairness in the dis-
tribution of committee days, an exponential penalty on the
number for each committee member is included in their
respective objective function. However, to keep the model
linear, we still need another variable, wy,, which takes the
value 1 if a committee member, i, has defences scheduled
on a number, k, of days, and 0 otherwise. The value for such
a variable is defined in Constraint (21), and, in Constraint
(22), we ensure that this value is unique for each commit-
tee member. Moreover, let us note that, while similar, the
latter two constraints have a noteworthy difference when
compared to the other constraints referenced in this point.
Specifically, the right-hand-side of Constraint (21), does not
include a variation of the sum of the assignments, X;ji,, = 1,
involving instead another variable, ;;, moreover, while this
variable, J;ji, is defined for a j=0,...,n;, the sum must
start in j = 1, as we do not want to count the days, k, where
a committee member, i, has 0 defences assigned.

Y =S K =T k=1, (A19)
j=0 j=1t=1 ¢=1 p=1
nj
Y V=1 i=1....m k=1,....m (A.20)
j=0
ny G Mg
D kW= P i=1...m (A21)
k=0 j=1 k=1
ny

(A.22)

ZW”(ZL i:l,...,ni
k=0

(e) Room change penalty definition. A room change is consid-
ered problematic if a committee member, i, is not given a
certain amount of time, g;, between the end of an assign-
ment, j, and the beginning of another, j, which is scheduled
for a different room, p, than the first one, p. Moreover, pa-
rameter h;, distinguishes the hour slots within such a time-
frame, as they might have different perceived penalties for
a committee member, i. The room change variable, $j,, is
the variable that represents the room change penalty that
the assignment of a committee member, i, to a day, k, an
hour, ¢ and a room, p, would incur. This variable can be
defined as the product between the variable yj,, which
takes the value 1 if a committee member, i, is assigned to
any defence at a day, k, an hour, ¢, and a room, p, and the
sum Y0 0P higVugp with £= ¢ —d — 7, which will take
the value of parameter h;; if a committee member, i, is as-
signed to a different defence, j, in the same day, k, in hour
¢ —d —¢, which is allocated a different room, p. However,
this product would not be linear. Thus, we opted for a big-
M formulation, with the big-M being bounded by the high-
est value parameter h;, can take, that is, M = ny, to linearise
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said product. This formulation is represented in the follow-
ing constraints.

§,Mp>O, i=1,...,n,~,k=l,...,nk,
¢e=1,...,n,, p=1,...,1p (A.23)
Sikep S MpYigep 1=1,....m k=1,....m,
¢=1,...,n,, p=1,...,1p (A.24)
a; nP
§1kep < Z hi??iklﬁ’
=0 p=1
i=1,...,n, k=1,....,m, £=d, ..., n,
i=t—d—7¢, p=1,....,np, p#D (A.25)
a; Mp
Sikep < D Y hi¥iuep — M (1 = Vi)
7=0 p=1
i:l,...,ni, k:l,...,nk,
t=d,....n, i=t—-d-¢,
p=1,....np, p#D (A.26)

Appendix B. Markov chains and availability estimation
B1. Some fundamental concepts regarding Markov chains

Our availability generation algorithm can be defined as a
Markov chain. Nonetheless, some fundamental concepts must be
clarified before this representation can be addressed.

A Markov chain is a type of stochastic process, with the distin-
guishing characteristic that each of its states, «, is part of a set of
discrete events and that the probability of each state, &, to occur
at time ¢, depends only on the previous state, &, occurring at time
¢—1.

A square transition matrix T i x j can also represent such a sys-
tem. Each entry of transition matrix T represents the probability
p(ajley) of the next state being o given that the previous state
was «;. Moreover, each entry must be within 0 and 1, as they rep-
resent probabilities, and the sum of each row must be 1, to cor-
rectly represent the total probability of a given set. An example of
such a matrix T is displayed in Fig. B.1.

Accordingly, the power T¢ computes the probability of each
state, «;, to occur after ¢ repetitions, given that the initial state
was «;. Moreover, a transition matrix, T, is said to be regular if, af-
ter a certain number of repetitions, each of its columns stabilises
at a certain value. Thus, if a transition matrix, T, is regular, there
is a vector, V, such that, after a sufficiently large number of exper-
iments, ¢, and for any probability vector, p, the following condition
is verified,

p-T V.

This suggests that after a certain number of experiments, re-
gardless of the initial conditions, a regular Markov chain converges

plai|ar) ‘ ‘ p(aj|041) ‘ ‘ p(anj\al)
plaafes) |- | plajleq) [ ... | plan;lai)
plaian,) ‘ ‘ p(a]i\.o'zm) ‘ ‘p(an]|am)

Fig. B.1. An example of a transition matrix T.
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to a steady-state, with each possible state, o, occurring at a certain
probability V. Furthermore, a transition matrix, T, is known to be
regular, if, after any number of repetitions, ¢, there is a T¢ such
that p(ajla;) >0, forall j=1,...,n;, i=1....m

B2. Representation of algorithm 6 as a Markov chain and probability
distribution estimation

Our availability generation algorithm can be described as a
Markov chain with n, + d possible states, where n, is the number
of different availability states and d is the duration of the defences.

For an availability state, « =1,...,ny, occurring at time ¢ —
1, the following state, i.e., the one occurring at time ¢, can re-
main unchanged, with a probability p(«|a), it can change to

another availability state, @ =1,...,ny, @ # «, with probability
p(@|a) or it can start an unavailability block, with probability
p(Oler).

When an unavailability block starts, we know that at least
d zeros are to be added. Nonetheless, in a Markov chain, the
probabilities must only depend on the previous state. Thus, be-
fore we have the unavailability state, o =0, there must be
d — 1 different states, Oef, i=1,...,d—1, that lead to the gen-

eration of a 0, with probability 1, ie, for i=1,....,d -2,
the only probability is p(Oem |Oe?) =1 and for i=d—1 it is
p(0[0e, ) =1.

Finally, when the last exceptional 0 is added, the state ¢ =0
functions similarly to the availability states. Specifically, it can re-
peat itself, with probability p(0|0), or it can generate an availabil-
ity state, @ =1,...,n,, with probability p(x|0). Let us note that,
unlike the availability states, the unavailability state, o = 0, cannot
be followed by a state O, .

The Markov chain that represents the availability generation al-
gorithm is displayed in Fig. B.2.

Accordingly, we can use the properties of each corresponding
transition matrix, T, to estimate the probability distribution of the
parameters generated through this method, l, and my,p,.

Considering the warm-up period, A =40, and, as an example,
the generation of [, with an unavailability percentage p(ly, =
0) =0.78:

The transition matrix, T, is:
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p(2[2)

p(1[1) P(nalna)

p(0la), a #0 p(0), a #0

p(0]0)

Fig. B.2. Markov chain representation of the availability generation algorithm.

The transition matrix, following 39 repetitions, T3, is:

plajlog) 0, 0 1 2

O, 0.0373 0.7466 0.1080 0.1080
0 0.0373 0.7466 0.1080 0.1080
1 0.0373 0.7466 0.1080 0.1080
2 0.0373 0.7466 0.1080 0.1080

And the transition matrix, following 40 repetitions, T40, is:

plajlog) Oe, 0 1 2

O, 0.0373 0.7466 0.1080 0.1080
0 0.0373 0.7466 0.1080 0.1080
1 0.0373 0.7466 0.1080 0.1080
2 0.0373 0.7466 0.1080 0.1080

plojlag) Oe, 0 1 2

0, 0 1 0 0

0 0 0.95 0.025 0.025
1 0.1728 0 0.7 0.1272
2 0.1728 0 0.1272 0.7
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Consequently, p(ly, = 0) = 0.0373 + 0.7466 ~ 0.78 and p(ly, =
1) = p(lg, = 2) = 0.11. Let us note that, at a £ = A =40, the ma-
trixes were not yet fully stationary, with differences between T3
and T* of order 10~3. Nonetheless, we considered these to be
small enough to conduct our computational experiments.
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Appendix C. Computational results

Table C.1

Computational experiments - small instances (n; = 25, n; = 20).

Instance Data Output

N p(n.njn.menenyng) d u e G liee Myep Vi h;, Tig tq INI |1l skipN skip' timeN time! g  CPU(seconds)
1 p(25.203.15.16.3.15) 2 [0.7,03] 2 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 21 3 65 11 O 0 10 230
2 p(25.203.15.16.3.15) 2 [0.7,03] 2 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 26 5 53 16 0 0 18 289
3 p(25.203.15.163.15) 2 [0.7,03] 2 13 [0.82,0.09, 0.09] [0.8,0.2] [08,0.2] [08,02] 3 3 25 4 64 7 O 0 17 550
4  p(25.203.15.163.15) 2 [0.7,03] 2 13 [0.82, 0.09, 0.09] [0.8,02] [0.7,03] [0.7,03] 3 3 11 1 8 2 0 0 14 267
5 p(25.20.3.15.16.3.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.86,0.14] [0.8,0.2] [0.8,02] 3 3 48 5 30 17 O 0 20 542
6 p(25.203.15.163.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.86,0.14] [0.7,0.3] [0.7,03] 3 3 51 5 27 17 0O 0 18 1067
7 p(25203.15.163.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.8,02] [0.8,02] [08,02] 3 3 59 5 22 14 O 0 17 590
8 p(25.20.3.15.16.3.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.8,0.2] [0.7,03] [0.7,03] 3 3 38 5 44 13 0 0 19 1135
9 p(25.203.15.163.15) 2 [0.7,03] 1 13 [0.86, 0.07, 0.07] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 47 5 32 16 O 0 18 513
10 p(25.203.15.16.3.15) 2 [0.7,03] 1 13 [0.86, 0.07, 0.07] [0.86,0.14] [0.7,03] [0.7,03] 3 3 25 6 49 20 O 0 14 298
11 p(25.20.3.15.16.3.15) 2 [0.7,03] 1 13 [0.86, 0.07, 0.07] [0.8,0.2] [0.8,02] [08,02] 3 3 44 5 33 18 O 0 20 1418
12 p(25.203.15.16.3.15) 2 [0.7,03] 1 13 [0.86, 0.07, 0.07] [0.8,0.2] [0.7,03] [0.7,03] 3 3 38 5 36 21 O 0 20 417
13 p(25.203.15.163.15) 2 [0.7,03] 1 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 42 6 34 18 O 0 20 485
14 p(25.20.3.15.16.3.15) 2 [0.7,03] 1 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 50 5 29 16 O 0 20 777
15 p(25.20.3.15.16.3.15) 2 [0.7,0.3] 1 13 [0.82, 0.09, 0.09] [0.8,0.2] [0.8,0.2] [08,02] 3 3 57 7 12 24 O 0 19 1140
16 p(25.20.3.15.163.15) 2 [0.7,03] 1 13 [0.82,0.09, 0.09] [0.8,02] [0.7,03] [0.7,03] 3 3 47 6 27 20 O 0 20 10246
17 p(25.20.3.15.16.4.15) 2 [0.7,03] 2 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 33 5 41 21 O 0 16 488
18 p(25.20.3.15.16.4.15) 2 [0.7,03] 2 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 25 3 56 16 O 0 15 384
19 p(25.20.3.15.16.4.15) 2 [0.7,03] 2 13 [0.82, 0.09, 0.09] [0.8,0.2] [0.8,02] [0.8,02] 3 3 52 4 32 12 0 0 17 818
20 p(25.20.3.15.16.4.15) 2 [0.7,03] 2 13 [0.82, 0.09, 0.09] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 60 6 13 21 0 0 20 1053
21 p(25.203.15.16.4.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.86,0.14] [0.8,0.2] [0.8,02] 3 3 51 6 21 22 O 0 20 750
22 p(25.20.3.15.164.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.86,0.14] [0.7,0.3] [0.7,03] 3 3 24 5 55 16 O 0 13 369
23 p(25.20.3.15.164.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.8,0.2] [0.8,02] [08,02] 3 3 61 5 21 13 O 0 20 991
24 p(25.203.15.16.4.15) 2 [0.7,03] 2 13 [0.78,0.11,0.11] [0.8,02] [0.7,03] [0.7,03] 3 3 60 4 24 12 0 0 20 2631
25 p(25.20.3.15.16.4.15) 2 [0.7,03] 1 13 [0.86, 0.07, 0.07] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 38 6 35 21 O 0 19 1217
26 p(25.20.3.15.164.15) 2 [0.7,03] 1 13 [0.86, 0.07, 0.07] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 45 5 32 18 O 0 20 1004
27 p(25.203.15.16.4.15) 2 [0.7,03] 1 13 [0.86, 0.07, 0.07] [0.8,02] [0.8,02] [0.8,02] 3 3 47 5 31 17 0 0 20 4364
28 p(25.203.15.16.4.15) 2 [0.7,03] 1 13 [0.86, 0.07,0.07] [0.8,0.2] [0.7,03] [0.7,03] 3 3 53 6 19 22 O 0 20 1522
29 p(25.20.3.15.164.15) 2 [0.7,03] 1 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 42 5 37 16 O 0 20 1221
30 p(25.20.3.15.16.4.15) 2 [0.7,03] 1 13 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 38 6 37 19 0 0 20 709
31 p(25.203.15.16.4.15) 2 [0.7,03] 1 13 [0.82, 0.09, 0.09] [0.8,0.2] [0.8,0.2] [0.8,02] 3 3 40 6 32 22 0O 0 20 12951
32 p(25.20.3.15.164.15) 2 [0.7,03] 1 13 [0.82, 0.09, 0.09] [0.8,0.2] [0.7,03] [07,03] 3 3 41 5 37 15 0 2 20 21175
Table C.2

Computational experiments - medium instances (n; = 38, n; = 30).

Instance Data Output

N p(.njn.mnenpng) d u; eije Gl Myep Vi hy, Tig tiq INI |l skip" skip' timeN time! g  CPU(seconds)
33 p(38.30.3.15.16.3.15) 2 [0.7,03] 2 19 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 37 6 37 20 O 0 26 973
34 p(38.30.3.15.16.3.15) 2 [0.7,03] 2 19 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 29 2 68 1 0 0 20 698
35 p(38.30.3.15.16.3.15) 2 [0.7,03] 2 19 [0.82, 0.09, 0.09] [0.8,0.2] [0.8,0.2] [08,02] 3 3 39 5 41 15 0 0 24 1003
36 p(38.30.3.15.163.15) 2 [0.7,03] 2 19 [0.82,0.09,0.09] [0.8,02] [0.7,03] [07,03] 3 3 60 4 24 12 0 0 26 1484
37 p(38.30.3.15.16.3.15) 2 [0.7,03] 2 19 [0.78,0.11,0.11] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 30 5 48 17 O 0 22 788
38 p(38.30.3.15.16.3.15) 2 [0.7,03] 2 19 [0.78,0.11,0.11] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 51 5 28 16 O 0 22 1593
39 p(38.30.3.15.163.15) 2 [0.7,03] 2 19 [0.78,0.11,0.11] [0.8,02] [0.8,02] [08,02] 3 3 43 4 41 12 0 0 26 1169
40 p(38.30.3.15.163.15) 2 [0.7,03] 2 19 [0.78,0.11,0.11] [0.8,02] [0.7,03] [0.7,03] 3 3 41 5 38 16 O 0 28 10129
41 p(38.30.3.15.16.3.15) 2 [0.7,03] 1 19 [0.86, 0.07, 0.07] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 59 6 16 19 O 0 30 1951
42 p(38.30.3.15.16.3.15) 2 [0.7,03] 1 19 [0.86, 0.07, 0.07] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 39 5 38 18 0 0 29 1215
43 p(38.30.3.15.163.15) 2 [0.7,03] 1 19 [0.86, 0.07, 0.07] [0.8,02] [0.8,02] [08,02] 3 3 26 5 31 18 16 4 30 35358
44 p(38.30.3.15.16.3.15) 2 [0.7,03] 1 19 [0.86, 0.07, 0.07] [0.8,0.2] [0.7,03] [0.7,03] 3 3 39 5 38 18 O 0 30 20317
45 p(38.30.3.15.16.3.15) 2 [0.7,03] 1 19 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 44 6 28 22 O 0 30 6579
46 p(38.30.3.15.16.3.15) 2 [0.7,03] 1 19 [0.82,0.09, 0.09] [0.86,0.14] [0.7,03] [0.7,03] 3 3 42 4 25 12 13 4 30 34954
47 p(38.30.3.15.16.3.15) 2 [0.7,03] 1 19 [0.82, 0.09, 0.09] [0.8,0.2] [0.8,02] [0.8,02] 3 3 14 4 37 11 20 14 30 38044
48 p(38.30.3.15.16.3.15) 2 [0.7,03] 1 19 [0.82, 0.09, 0.09] [0.8,0.2] [0.7,03] [0.7,03] 3 3 46 5 27 17 2 3 30 21212
49 p(38.30.3.15.16.4.15) 2 [0.7,03] 2 19 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,02] 3 3 40 5 40 15 O 0 23 1589
50 p(38.30.3.15.16.4.15) 2 [0.7,03] 2 19 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 40 3 47 10 O 0 28 1351
51 p(38.30.3.15.16.4.15) 2 [0.7,03] 2 19 [0.82,0.09,0.09] [0.8,02] [0.8,02] [08,02] 3 3 38 6 37 19 0 0 30 2984
52 p(38.30.3.15.16.4.15) 2 [0.7,03] 2 19 [0.82, 0.09, 0.09] [0.8,0.2] [0.7,03] [0.7,03] 3 3 32 3 58 7 0 0 23 1248
53 p(38.30.3.15.16.4.15) 2 [0.7,0.3] 2 19 [0.78,0.11, 0.11] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 53 6 25 16 0 0 25 1862
54 p(38.30.3.15.16.4.15) 2 [0.7,03] 2 19 [0.78,0.11,0.11] [0.86,0.14] [0.7,03] [07,03] 3 3 51 5 32 12 0 0 24 1883
55 p(38.30.3.15.16.4.15) 2 [0.7,03] 2 19 [0.78,0.11,0.11] [0.8,0.2] [0.8,02] [08,02] 3 3 40 5 41 14 0 0 26 2218
56 p(38.30.3.15.16.4.15) 2 [0.7,03] 2 19 [0.78,0.11,0.11] [0.8,0.2] [0.7,03] [07,03] 3 3 32 5 49 14 0 0 24 2382
57 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.86, 0.07, 0.07] [0.86, 0.14] [0.8,0.2] [08,02] 3 3 54 5 26 15 0 0 26 2028
58 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.86, 0.07, 0.07] [0.86, 0.14] [0.7,03] [0.7,03] 3 3 57 5 26 12 0 0 30 2493
59 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.86, 0.07, 0.07] [0.8,0.2] [0.8,02] [08,02] 3 3 53 5 29 13 0 0 30 18086
60 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.86, 0.07,0.07] [0.8,0.2] [0.7,03] [0.7,03] 3 3 15 4 31 14 22 14 30 37324
61 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.82,0.09, 0.09] [0.86,0.14] [0.8,02] [0.8,02] 3 3 22 5 36 18 11 8 30 31803
62 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,03] [0.7,03] 3 3 15 4 30 10 24 17 30 39081
63 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.82, 0.09, 0.09] [0.8, 0.2] [0.8,02] [08,02] 3 3 8 4 23 11 31 23 30 39821
64 p(38.30.3.15.16.4.15) 2 [0.7,03] 1 19 [0.82,0.09,0.09] [0.8,02] [0.7,03] [07,03] 3 3 11 4 19 14 36 16 30 38628
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Table C.3

Computational experiments - large instances (n; = 50, n; = 40).
Instance Data Output
N p(ninjn.men.npng) d u eije G ik Myep Vi hy riq tiq IN| [I| skipN skip' timeN time! g CPU (seconds)
65 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 2 25 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 28 5 52 15 0 0 28 1366
66 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 2 25 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 51 4 36 9 0 0 32 2633
67 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 2 25 [0.82,0.09, 0.09] [0.8, 0.2] [0.8,0.2] [0.8,02] 3 3 40 4 43 13 0 0 34 2744
68 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 2 25 [0.82, 0.09, 0.09] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 36 5 42 17 0 0 35 6862
69 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 2 25 [0.78,0.11,0.11] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 39 5 43 1 1 1 35 22050
70 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 2 25 [0.78,0.11, 0.11] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 49 5 30 16 0 0 32 2719
71 p(50.40.3.15.16.3.15) 2 [0.7,03] 2 25 [0.78, 0.11, 0.11] [0.8, 0.2] [0.8,02] [0.8,0.2] 3 3 40 3 45 9 0 3 33 29643
72 p(50.40.3.15.16.3.15) 2 [0.7,03] 2 25 [0.78, 0.11, 0.11] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 40 5 39 15 1 0 37 21446
73 p(50.40.3.15.16.3.15) 2 [0.7,03] 1 25 [0.86, 0.07, 0.07] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 48 5 24 19 4 0 40 18000
74 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 1 25 [0.86, 0.07, 0.07] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 39 5 39 17 0 0 36 13145
75 p(50.40.3.15.16.3.15) 2 [0.7,03] 1 25 [0.86, 0.07, 0.07] [0.8, 0.2] [0.8,02] [0.8,02] 3 3 17 5 42 14 14 8 40 34408
76 p(50.40.3.15.16.3.15) 2 [0.7,03] 1 25 [0.86, 0.07, 0.07] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 42 5 35 16 0 2 40 20341
77 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 1 25 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 21 4 40 13 16 6 40 35309
78 p(50.40.3.15.16.3.15) 2 [0.7,03] 1 25 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 34 5 32 14 9 6 40 31078
79 p(50.40.3.15.16.3.15) 2 [0.7,03] 1 25 [0.82, 0.09, 0.09] [0.8, 0.2] [0.8,02] [0.8,02] 3 3 15 5 20 15 21 24 39 37261
80 p(50.40.3.15.16.3.15) 2 [0.7,0.3] 1 25 [0.82,0.09, 0.09] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 3 3 0 1 39 44 40 41412
81 p(50.40.3.15.16.4.15) 2 [0.7,0.3] 2 25 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 44 5 37 14 0 0 31 2840
82 p(50.40.3.15.16.4.15) 2 [0.7,0.3] 2 25 [0.82,0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 39 6 34 21 0 0 26 2726
83 p(50.40.3.15.16.4.15) 2 [0.7,03] 2 25 [0.82, 0.09, 0.09] [0.8, 0.2] [0.8,02] [0.8,02] 3 3 38 4 48 10 0 0 34 9626
84 p(50.40.3.15.16.4.15) 2 [0.7,03] 2 25 [0.82, 0.09, 0.09] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 44 5 35 16 0 0 32 3543
85 p(50.40.3.15.16.4.15) 2 [0.7,0.3] 2 25 [0.78,0.11, 0.11] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 43 4 42 1 0 0 35 8356
86 p(50.40.3.15.16.4.15) 2 [0.7,03] 2 25 [0.78,0.11, 0.11] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 32 5 50 13 0 0 32 2459
87 p(50.40.3.15.16.4.15) 2 [0.7,03] 2 25 [0.78, 0.11, 0.11] [0.8, 0.2] [0.8,02] [0.8,02] 3 3 49 5 31 15 0 0 34 20443
88 p(50.40.3.15.16.4.15) 2 [0.7,03] 2 25 [0.78, 0.11, 0.11] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 40 4 41 1 2 2 39 31311
89 p(50.40.3.15.16.4.15) 2 [0.7,03] 1 25 [0.86,0.07, 0.07] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 12 4 12 14 33 25 40 39083
90 p(50.40.3.15.16.4.15) 2 [0.7,03] 1 25 [0.86, 0.07, 0.07] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 34 5 29 16 10 6 36 30877
91 p(50.40.3.15.16.4.15) 2 [0.7,03] 1 25 [0.86, 0.07, 0.07] [0.8, 0.2] [0.8,02] [0.8,02] 3 3 10 4 18 10 17 41 40 40127
92 p(50.40.3.15.16.4.15) 2 [0.7,03] 1 25 [0.86, 0.07, 0.07] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 16 4 37 1 10 22 39 38514
93 p(50.40.3.15.16.4.15) 2 [0.7,03] 1 25 [0.82, 0.09, 0.09] [0.86, 0.14] [0.8,0.2] [0.8,0.2] 3 3 11 5 22 14 16 32 40 38139
94 p(50.40.3.15.16.4.15) 2 [0.7,03] 1 25 [0.82, 0.09, 0.09] [0.86, 0.14] [0.7,0.3] [0.7,03] 3 3 19 5 40 13 13 10 40 35060
95 p(50.40.3.15.16.4.15) 2 [0.7,0.3] 1 25 [0.82,0.09, 0.09] [0.8, 0.2] [0.8,0.2] [08,02] 3 3 7 3 17 9 31 33 40 41043
96 p(50.40.3.15.16.4.15) 2 [0.7,03] 1 25 [0.82, 0.09, 0.09] [0.8, 0.2] [0.7,03] [0.7,03] 3 3 6 3 16 10 23 42 40 40999
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