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Doctor José António Couto Teixeira, Escola de Engenharia, Universidade do Minho;

Doctor João Pedro Estrela Rodrigues Conde, Instituto Superior Técnico, Universidade de
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Resumo

Esta dissertação de doutoramento visa demonstrar o potêncial da técnologia microfluı́dica no campo da

biotécnologia. O objectivo passa por demonstrar a possibilidade de aplicar a técnologia microfluı́dica

nos campos de: i) reacções enzimáticas de múltiplos passos; ii) ensaios ópticos de biodetecção; iii) e

capacidade de cultivar e manipular células animais.

Na primeira parte, foi desenvolvida uma plataforma microfluı́dica para a optimização de condições

para a sintese de L-DOPA e dopamina. Para além dos factores tipicos como o caudal e a concentração

do substrato, diferentes geometrias do reactor foram comparadas. O processo de produção de L-

DOPA sofreu também um aumento de escala de 780x, mantendo as mesmas condições de trans-

porte de massa, registando-se um rendimento de 0.81 mgL−DOPA/(L.h) para a microescala e de 0.79

mgL−DOPA/(L.h) para a escala maior.

A segunda parte desta dissertação, continua a explorar o uso de enzimas em sistemas microfluı́dicos,

para aplicações de biosensores em plantas. Inicialmente, foi desenvolvido uma plataforma microfluı́dica

para a detecção de ácido azeláico (LOD= 10 µM). Este dispositivo evoluiu posteriormente para ser ca-

paz de detectar também ácido salicilico (LOD= 15 µM) e ácido jasmónico (LOD= 4.4 nM). Foi desen-

volvido um leitor portátil para este dispositivo e este foi usado para distinguir uvas infectadas de uvas

saudáveis.

A ultima porção desta dissertação foi acerca do uso de tecnologia microfluı́dica como ferramenta no

estudo do cancro. Este trabalho teve três abordagens: i) o desenvolvimento de um biosensor para a

detecção d adenilato quinase como forma de monotorização de saúde celular durante o rastreamento

de drogas; ii) um sistema de phage display para o desenvolvimento de novos agentes terapêuticos;

iii) um sistema de co-cultura de células do microambiente tumoral e do baço para o rastreamento de

possiveı́s combinações terapêuticas.

Palavras-chave: Microfluı́dica, Point-of-need, Bioprocessos, Biosensing, High-throughput
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Abstract

In this doctoral thesis, I aim to demonstrate the potential of microfluidics technology for the field of

biotechnology. I aim to demonstrate the possibility of integrating, with microfluidic technology: i) multi-

stage enzymatic reactions; ii) optically transduced biosensing assays; iii) mammalian cell culture capa-

bility and manipulation.

In the first part, a microfluidic platform for the screening of process conditions for the production of

L-DOPA and dopamine is presented. In addition to the typical process conditions such as substrate

concentration and flowrate, different geometries were also compared. The L-DOPA producing reaction

was up-scaled, with an increase of 780-fold, by maintaining similar mass transport properties, resulting

in a space-time yield of 0.81 mgL−DOPA/(L.h) for the microfluidic system and 0.79 mgL−DOPA/(L.h) for

the larger scale.

The second portion of this thesis, was a continuation of the use of enzymes in microfluidic systems,

but this time for biosensing applications in plants. Initially a microfluidic platform for the detection of

azelaic acid was developed (LOD= 10 µM). This device later evolved into a multiplexed platform through

the inclusion of assays for salicylic acid (LOD= 15 µM) and jasmonic acid (LOD= 4.4 nM). A portable

prototype for the readout of this microfluidic device was developed and used to distinguish between

infected and healthy grapes.

The final portion of this work revolved around the use of microfluidics for cancer research. This was

done in three directions: i) a biosensor for adenylate kinase to monitor cell health during drug screening

assays; ii) a phage display system for the development of novel therapeutic agents; iii) a co-culture

device containing primary tumor microenvironment cells as well as spleenocytes to assess potential

therapeutic combinations.

Keywords: Microfluidics, Point-of-need, Bioprocess, Biosensing, High-throughput
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Chapter 1

Thesis Outline

Typically, a dissertation will be comprised of an introduction of the topic followed by a succession of

the contributions towards the scientific understanding of said topic. However that will not be exactly the

case here in this doctoral dissertation. Due to my interest in a broad range of topics, which has been

exasperated in these years due to the undying enthusiasm and interest of my advisors, this disserta-

tion will be split into three different branches of work, with the common point amongst them being the

use of microfluidic platforms to achieve a certain end-goal. These end-goals were the development of

enzymatic synthesis platform, a portable device for plant health assessment and platforms to contribute

towards the development of colon cancer treatments.

A large portion of the training I underwent to conduct my doctoral thesis was an extensive look

into microfabrication technology. All devices, both microfluidic, optical and electronic were fabricated in

house by myself (with help on the electronic part). With this in mind, before delving into the different

work packages, there will be an introduction to core concepts necessary to develop fully integrated

microfluidic platforms, such as microfabrication principles, photosensor characterization, computational

fluid dynamics (CFD) modeling, amongst others.

Within each line of work there will be introductions to the topic in order to guide the reader of this

thesis, followed by reports of what was achieved during this doctoral thesis. At the end of each part,

there will be an assessment of the results achieved and input concerning what direction the project

should follow. the dissertation ends with an assessment of the work performed and outlook towards the

future.

Initially, my PhD thesis was supposed to revolve around the use of microfluidics technology for two

branches of enzymatic applications. The first topic would concern the use of microfluidics as a vehicle

for process development at larger scales, while the second topic would be the use of enzymes for

biosensing in microfluidic devices. Both the objectives were achieved, however the thesis evolved into

something more.
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1.1 Microfluidic technology for biocatalysis applications

As seen in Part III of this doctoral thesis, I aimed to the development of a microfluidic platform capa-

ble of expediting bioprocess development, namely, enzymatic reactions. The main goal was to develop

a system where the optimization of a continuous process was possible. This in itself presents an ar-

ray of challenges even through conventional means. It is necessary to guarantee that the enzyme is

not washed out of the system, not it is rendered inactive throughout the duration of the process. The

microfluidic approach allowed for the optimization of three reactions, the conversion of L-tyrosine to

levodopa, levodopa to dopamine and the combined reaction to generate dopamine from L-tyrosine.

In addition to the traditional challenges of enzymes stability, there is also the issue of monitoring

product output. while this is also a challenge in conventional process development, when following a

microfluidic based approach, conventional analytical techniques such as chromatography are no longer

possible. Even something as trivial, at the bench-top scale, as oxygen content determination or pH

monitoring, becomes a complex development issue for microfluidic systems. Sample volumes will be

extremely as well as reduced and optical paths, for light based measurements. The initial challenge was

being able to detect the product of reaction in order to monitor the microreactor output.

Another interesting challenge was designing the most appropriate geometry for the microreactors

used and observe their impact on the final result. This is also relevant for the upscale process, as the

generic shape between scales should be more or less similar. Designs that are two exotic may not be

feasible to construct at a larger scale.

The most challenging portion of the work were the upscale experiments, as the characterization

of the mass transport properties seen at the microscale needed to be very accurate for a successful

transition to the bench-top scale.

1.2 Microfluidic based, biosensing in plant systems

Part IV of this doctoral project focused on the development of microfluidic biosensors for plant health.

Through our collaboration with Professor Margarida Fortes from the Faculty of Sciences of the University

of Lisbon, three metabolites of interest were determined. This enabled us to develop a quick, portable

prototype capable of detecting fungal infections in two different type of vine trees at the point-of-need.

This portion of the doctoral thesis was the most complex in my opinion, this is due to the fact, that the

metabolites of interest, azelaic acid (AzA), salicylic acid and jasmonic acid are not particularly unique

in their composition, nor do they have interesting properties in comparison to the rest of the molecules

present in grape juice, to build a detection device around them.

By far the most challenging of these molecules was AzA. The development of an inhibitory, enzymatic

assay was very challenging, the choice of substrate was important, as AzA is capable of inhibiting the

oxidation of tyrosine but doesn’t inhibit the oxidation of catechol for example. Once the base of the assay

was determined the it was very important to remove any interferents from the grape juice, as by simply

mixing the enzyme with the grape juice and MBTH produced a very drastic pigment generation.
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The development of the detection assays for the other two metabolites was more straightforward, as

it was more a process of miniaturizing a known assay than developing one from scratch. In the end it

was possible to develop a microfluidic device capable of a multiplexed detection of the 3 metabolites,

which gives us an indication of the plant health.

The development of the electronic prototype would simply not be possible without the input and

collaboration of Dr. Rui Pinto. Going into the development of the necessary electronics, I had no previous

knowledge of electronic circuits or how to weld. The code development for the interactive menus was an

interesting challenge to revisit some old coding capabilities.

1.3 Expediting cancer research through microfluidic technology

In addition to my initial work plan, I became heavily involved in a collaboration with the Faculty of Phar-

macy of the University of Lisbon, which will be discussed in more detail in Part V of this doctoral thesis.

Briefly, the aim of this project was to use microfluidic devices to expedite the development of potential

therapeutic agents to help in the fight against colorectal cancer.

There were 3 components to this project, two of them which were developed in parallel. By collabo-

rating with the groups of Professor Cecı́lia Rodrigues and Professor João Gonçalves we worked on two

microfluidic platforms. The first one was a cell chip to allow the culturing of HCT116 cells to perform

a phage display assay to identify possible affinity ligands against the cancer cells. This project was

extremely difficult as the know-how of growing mammalian cells was close to none from my side, while

adapting to the idea of using unconventional equipment such as the microfluidic chips and pumps was

also difficult for the team at FFUL.

Countless iterations of the device which took into consideration the material chosen for the fabrica-

tion, the sealing method, culture conditions, etc all seemed to have some typeof flaw or short coming

Eventually, through persistence on both parts, we were able to create an effective protocol for the growth

of these cells and optimized the conditions for the capture of the phages.

At a slower pace, but never forgotten I also accepted the challenge to develop a microfluidic module

capable of detecting a specific biomarker that relates to the stability of the cell membrane, adenylate

kinase I. Initially an enzymatic approach was attempted, to no real success so an immunoassay was

developed which will be discussed in Chapter 19.

A third application was also developed through a collaboration with Dr. Ana Matos and Professor

Helena Florindo, also from FFUL. Here the goal was to create a microfluidic ex vivo model to test com-

binatorial therapeutic strategies of the nanovaccine developed by Dr. Ana Matos with different inhibitors

of the tumor microenvironment.

This portion of the doctoral thesis benefited greatly from the knowledge generated by the previous

experiments and was much more quick and streamlined. Due to the facto that we were using primary

cell lines, cooperation and coordination were key as these cells deteriorate fairly quickly once extracted

from the animal. In the end we confirmed the efficiency of her proposed vaccine.
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Chapter 2

Microfluidics

2.1 The Microscale

Microfluidics is a field of engineering where fluids are handled in sub-millimeter dimensions, which has

showed promise in diverse applications within the fields of chemistry and biology in applications ranging

from process optimization to synthesis. [1, 2] However before delving into these diverse applications it

is important to understand the physical implications of working at this scale.

2.1.1 Surface to Volume Ratio

When working in microfluidics one has to first realize how certain geometrical aspects will change with

the reduction of size. As an example, take the case of a stirred tank reactor and simplify its geometry

to a cylinder. The surface to volume ratio is given by Equation 2.1, where r is the radius and h is the

height.

Surface

V olume
=

2π
(
r × h+ r2

)
πr2 × h

= 2
(1

r
+

1

h

)
(2.1)

By analyzing Equation 2.1 it is possible to conclude that as we go down in scale the surface to

volume ratio will rapidly increase, this allows for surface phenomena such as capillary flow (which

will be addressed further down in this text) and molecular adsorption to be much more efficient. This

increased ratio also allows for surface chemistry processes to be much more controllable. [3]

2.1.2 The Reynolds Number

One of the most important aspect of fluid flow in any system is the existence of turbulence, which is

translated by the Reynolds Number (Re). The Re is a dimensionless number which relates the inertial

forces to the viscous forces in a fluid flow and is defined by Equation 2.2 . [4]

Re =
Density × V elocity ×Dimension

V iscosity
(2.2)
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For fluids flowing through a pipe, when the Re assumes values higher then 2000, it is considered

that there is a state of Turbulent flow and when the Re is lower than 1000 Laminar flow is assumed,

the region between these boundaries is known as the transitional region. [5]

In microfluidics, we are always in a situation of laminar flow, with the exception of cases where turbu-

lence is purposely induced,[6, 7]. This characteristic of the microfluidic systems allow for the parallel flow

of different solutions without them mixing immediately, allowing for diffusion and hydrodynamic based

events to take place, such as sample preparation/purification through the use of aqueous two-phase sys-

tems (ATPS) [8, 9] or passive cell sorting systems through hydrodynamic focusing and spreading events

[10, 11]. The lack of turbulence also allows for applications regarding digital microfluidics, which are

essentially systems that rely on droplet formation within the microchannel, these systems have recently

seen an increase of applications since cell isolation and sorting [12, 13] to reaction optimization, where

the droplet itself is used as a miniaturized vessel [14, 15].

2.1.3 The Péclet Number

The Péclet number (Pe) is another dimensionless number which represents the ratio between the ad-

vection rate of a physical quantity (such as mass or heat) caused by the flow of the fluid and the rate

of diffusion based on the existence of a gradient of this physical quantity and can be determined by

Equation 2.3. [16]

Pe =
Dimension× V elocity

Diffusion
(2.3)

In the case of mass transport, the diffusion parameter will be the mass diffusion coefficient while for

heat transport this will be the thermal diffusivity.

By analyzing the Pe, it is possible to have a better understanding of the system at hand and thus

increase the control over the system at hand. [17, 18].

2.1.4 Heat Transfer

Heat transfer within microfluidic devices tends to be more uniform and faster due to the increased surface

to volume ratio discussed previously, however there is an issue with external heating of microfluidic

devices. This is due to the fact that the bulk of the device is much larger than the fluidic section itself

which leads to a slower diffusion of heat. [19]

2.2 Instrumentation

2.2.1 Pumping

From here on out I will focus more on microfluidic systems that uses liquids as these are the most com-

mon amongst those used for biological applications. In order to use liquids in the microchannels, there

is a need for pumping, this can be divided into two categories, passive pumping and active pumping.
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Passive Pumping Systems

Passive pumping systems are those which don’t rely on an external driving force or actuation, but rely on

the characteristics of the microchannel itself, capillary and gravity driven pumps are examples of these

types of pumping systems.

Capillary pumps take advantage of the capillary force produced by the microchannel, this is achieved

by patterning the channels with arrays of posts or ducts. Another important aspect for capillary pumps

to work is the contact angle between the liquid and the surface of the channel, in some cases the mi-

crochannel may have to be functionalized in order to obtain the adequate hydrophobicity for the solutions

to flow properly. The lack of of an external pump make these types of pumps very desirable for point-

of-care (POC) applications, such as biosensing. However since the flow rate depends directly on the

channel dimensions so the fabrication process has to be flawless, also there is an issue of air bubble

formation which will interrupt the flow of the liquid and stop the flow all together. [20–23]

Figure 2.1: Illustration of the operation of a capillary pump, adapted from [20]

Gravity driven pumps have also been successfully used, mostly for cell culture and particle separation

applications where very low flow rates and shear stresses are desirable. These pumps work by creating

a pressure difference between the inlet and the outlet and the liquid will naturally flow from the point of

highest pressure to the lowest, despite their success these pumps are very limited in terms of the flow

rates produced. [24–26]

Active Pumping Systems

These systems refer to pumping induced by an external force, these can be divided into two categories,

off-chip and on-chip pumping systems.
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Off-chip pumps refer to external systems such as syringe, peristaltic pumps and electro-osmotic flow

modules [27, 28], as of today these are the most commonly used pumps for microfluidic applications,

while ideal for a laboratory setting they can be very cumbersome when the application intended is POC.

On-chip pumping refers to pumps that are built into the microfluidic devices but unlike the aforemen-

tioned capillary pumps, these require an external actuation, examples of this type of pumping are built

in peristaltic pumps, and electro wetting-on-dielectric (EWOD) amongst others. [29, 30]

Centrifugal Force

Some microfluidic devices are built into circular modules which are then spun in an appropriate equip-

ment, using the produced centrifugal force as the driving force to move the liquids, these devices are the

so called labs-on-a-disk, these devices tend to be built in harder substrates and are usually discarded

after one use. [31–33]

2.2.2 Valves

Microfluidic structures are usually built in a vertical fashion which can make the construction of three

dimensional features such as valves somewhat complex, however complex does not mean impossible

as seen in multiple reported cases in the literature despite the different ways to actuate and control these

micro valves the working principal is the same, a thin layer of a flexible material, located above or bellow

the channel of interest, is deformed in order to block the channel, as seen in Figure 2.2.

Figure 2.2: Example of a thermally actuated micro-valve, adapted from [34]

These micro-valves maybe classified according to their actuation method, dividing themselves into

mechanical, which includes thermal [35], magnetic [36], piezoelectric [37] and electrically actuated

valves [38]; non-mechanical which usually are induced by a chemical change of the environment or

through light actuation [39–41]. These types of valves are the basis of the aforementioned peristaltic

pumps.
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2.2.3 Heaters and Coolers

Many biotechnological and chemical applications require a good control over the temperature of the

system at hand otherwise cells or enzymes may not behave as intended. Due to this need, the devel-

opment of micro-heaters is the object of focus of several research groups throughout the world. These

usually are composed if a resistance coupled with a thermocouple in order to measure and control the

temperature of the system. Coolers are a bit more tricky with limited capabilities to lower below room

temperature without an external system, this is achieved by having a second channel in contact with

the channel of interest, flowing a cooler liquid, essentially creating a heat exchanger. However the use

of microfluidic structures as coolers for electronic systems has gained the interest of several groups in

recent years.[42–44]

2.2.4 Sensors

Optical Sensors

Many biotechnological applications require optical monitoring to understand what is happening to the

system or to quantify certain aspects, an example is measuring the fluorescence emitted by an ELISA

experiment, the same is true for microfluidic systems. With that being said different types of optical sen-

sors have been developed and integrated into microfluidic systems, I myself have fabricated amorphous

silicon photodiodes for integration in my work in the same fashion as Novo et. al [45]. Other types of

sensors may include photoconductors [46], optical fiber based sensors [47], lens free microscopy [48]

and add ons for smart phone image acquisition [49].

Electrochemical Sensors

Sometimes optical sensors may not be capable of giving us the information needed in a specific type

of experiment, this is especially true in cases where label free detection is preferred. With that in mind

different type of electrical systems have been coupled to microfluidic platforms, with the most common

being electrodes capable of detecting redox reactions in solution [50, 51] and also impedance sensors

[52, 53] which allow to control parameters like cell growth through changes in the conductivity of the

solutions running in the microfluidic system.

Magnetic Sensors

The recent use of magnetic particles in biological assays in microfluidic structures has caused a need

to integrate ways to manipulate and transduce this magnetic signal. Fortunately due to the development

of hard drives and other magnetically based electronics this technology already existed and just had to

be adapted to the current needs. Mostly these sensors are comprised of spin-valves made of magneto-

resistive material that is sensitive to changes in the magnetic field. This can be used for biomolecular

recognition purposes. [54–56]

9



2.3 Bioreactors

2.3.1 Micro Bioreactors

Some microfluidic devices have a more industrial application and serve as bioreactors or fermenters,

these types of devices typically have two types of applications. The first being used to produce a

biomolecule of interest with much higher productivity then using typical macroscale equipment, as

demonstrated in my previous work [57] and also by Garza-Garcia’s group [58]. However despite the

high productivity, there is still a logistical challenge due to the shear number of chips that would be

required to achieve industrial levels of production. However there is still a very useful application for

this type of system, which is for optimization of production conditions, however, these are not always

accurate due to the fact that, as discussed before, aspects such like the Re are very different. [59]

2.4 Enzyme and other Protein Based Applications

In this section I will be addressing several applications where enzymes and other proteins play the major

role, which is the main focus of my PhD thesis.

2.4.1 Biochemical Micro-reactors

The development of biochemical micro-reactors is somewhat similar to that of bioreactors, however

instead of immobilizing cells inside the channel there is a need to immobilize enzymes or other catalysts.

Several extensive reviews have been written on the subject recently. [60–62] As the case with enzymatic

reactors at the macroscale, there are several strategies to do this at the microscale. [63]

As in the macroscale, the simplest method of immobilization is adsorption, this can be done on the

surface of the microchannel itself, as is the case of PDMS or glass based chips, to glass micro-beads

with functionalized surfaces containing specific chemical groups [63, 64] or certain polymer meshes

such as the case of the methacrylate based denpol (dendronized polymer) reported by Küchler et. al

[65]. Following the trend used at the macroscale immobilization in microfluidic channels have moved on

to the use of hydrogels containing the enzymes [66] and also the use of porous micro-beads

Some novel methods to immobilize enzymes in microfluidic systems which aren’t used at the macroscale

have also emerged, one is the use of organic, inorganic or even hybrid nanoflowers and springs [67–

69]; another is the use of DNA origami to produce scaffolds out of the nucleic acid in order to bind the

enzymes, these can be useful in order to control the distance and placement when trying to perform

reactions which require multiple different enzymes [70, 71].

These microreactors, which can be in the form of microfluidic chips or immobilized capillary tubes,

have been used successfully in order to produce gluconic acid from cross-linked GOD (glucose oxidase)

and catalase [72]; waxy esters from oleic acid [73], and also have been used in conjunction with chemical

reactions to produce 2-Aminophenol [74]. However these types of chips often fail to include some type

of downstream processing to eliminate any side products that may have formed or even substrate that
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didn’t react. Also these chips tend to lack the necessary instrumentation in order to have an online

assessment of the reaction conditions.

One of the objectives of my PhD is the development of a microfluidic biochemical reactor capable of

producing L-DOPA, which is a drug used in the treatment of Parkinson’s disease.

2.4.2 BioFuel Cells

Fuel cells present them as an alternative to fossil fuels and nuclear fission as an energy source and

are composed of an anode that oxidizes the fuel and a cathode which in turn reduces the oxidant, thus

generating a current.[75] Over recent years people have tested the effectiveness of using enzymes in

these types of cells, since enzymes have higher turn-over numbers, highly selective, renewable and

also present the capability of working with biological fluids as a fuel source, which opens the door to self

powered wearable electronics and biomedical devices.

The most studied enzymes used in these types of cells are very common and somewhat cheap and

are summarized in Table 2.1.

Table 2.1: Typical enzymes used for microfluidic biofuel cells [75]
Anodes Cathodes

Glucose Oxidase Biliburin Oxidase
Glucose Dehydrogenase Laccase
Alcohol Dehydrogenase Ascorbate Oxidase

Usually these devices have a power output less then 1 V [76] which may be discouraging, however

Desmaele et. al devised a strategy that led to an electric output that was enough to power a wireless

temperature sensor, which sent measurement information every 2 min. This work shows that it maybe

possible to use these devices to power small electronics in the future! [77]

2.5 Sample Preparation and Downstream Processing

We discussed previously that the modular nature of microfluidic structures allow for the integration of

different operations within the same chip, this allows for the inclusion of purification steps which could

be used as either sample preparation steps or even downstream processing units. [78]

2.5.1 Cell Sorting Chips

Due to the increase interest in developing cell chips for different applications their is a need to be able

to separate different cells from a given experiment, whether this be to prepare the sample such as in

the case of blood where we want to separate the blood cells from the rest [79]; or to isolate cells with a

specific mutation, similar to how a fluorescence-activated cell sorter (FACS) would work, the separation

can be done acoustically [80], mechanically [81] or even optically. [10]
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2.5.2 Chromatography Based Chips

Chromatography is one of the most established purification methods used today with applications in both

analytical science and in full blown industrial settings as the core of the purification process. Naturally

researchers have tried to scale down thee systems in order to take advantage of them at the microscale.

These devices generally take the form of a micro-column or channel packed with beads similar to those

used to pack large scale columns, however there is also the possibility to build monoliths at this scale[82,

83].

These types of structures have been employed in several different strategies to isolate different

types of molecules such as the use o size exclusion to isolate different nucleic acid strands[84]; hy-

drophobic interaction to isolate human genomic DNA [85]; ion-exchange for bovine serum albumin

[86]. Multi-modal approaches have also been used by Pinto et. al to purify antibodies from a cel-

lular supernatant.[87] More exotic techniques such as affinity chromatography [88] and microchip

electrophoresis [89] have also been employed successfully.

2.5.3 Other Separation Methods

Due to the laminar nature of fluid flow in microfluidic systems it is possible to flow 2 or more liquids side

by side without mixing or any dispersion in the opposite phase. This allows for liquid-liquid extraction

techniques such as aqueous two-phase systems to shine. This technology has been employed mul-

tiple times successfully in recent years, which includes my own work, for the purification of antibodies

using affinity tags, which is still under revision at the Journal of Chromatography A.[90–92]

Another technique is continuous electrophoresis on a chip. In this case a electrical field is applied

to the sample, perpendicular to the flow of the liquid, this will move the molecules along the electrical

filed according to some of their physical properties such as their isoelectric point.[93, 94]

2.6 Biosensing Chips

2.6.1 Proteomics Chips

Proteomics is the field that produces qualitative and quantitative information regarding the protein ex-

pression of a given sample, this is particularly useful to understand the physiology of certain organisms

and also for biomedical research through the discovery of markers that allow for disease diagnosis and

prognosis. [95] Standard protocols for proteome analysis are multi-step, long and tedious procedures,

reasons that motivated researchers in recent years to look at microfluidics as a possible alternative.

LOC devices allow for the integration of several steps of this analysis, as seen in Figure 2.3, and also

the coupling to high resolution equipment for the final detection such as mass spectroscopy or HPLC.

In these microfluidic chips several types of reactors have been designed including capillary tubes

and microchips (Open-Channel devices); filters and membranes (Membrane-based devices) and also

hydrogel disks(Miscellany formed devices). [96] However one common feature between them is the

12



Figure 2.3: Comparison between proteome analysis performed in macro (A) and microscale (B), adapted
from [95]

enzyme used for digestion, which for most cases, as with macroscale proteome analysis, trypsin is the

enzyme of choice. [97–99]

2.6.2 Biosensors

A biosensor is defined as an analytical device capable of recognizing an analyte in a quantitative or

qualitative fashion which uses a biological component as its recognition element and is coupled to a

transducer. [100]

Due to the portability and possibility of instrumentation presented by microfluidic structures academic

groups and companies around the world have been focusing their attention to the development of mi-

crofluidic biosensing devices, with the most successful applications being lateral flow pregnancy tests

and blood glucose monitors. Other success stories include Abbott’s i-STAT and FreeStyle precision

monitors which provide a large selection of possible tests to be performed at the POC.

These biosensors can be broken into different categories according to their biorecognition element,

we will separate the sensors into four different categories, Cell based; Nucleic Acid based; Antibody

based and Enzymatic sensors.

2.6.3 Nucleic Acid Based Sensors

Nucleic acid sensors can be further divided into two groups those which rely on the complementary

nature of these organic acids in order to detect specific strands of the molecule in a given sample or

those who fold them to obtain Aptamers that allow for the detection of different types of molecules.

Nucleic Acid Hybridization Sensors

As mentioned before these sensors server the purpose of detecting specific strands of interest through

the use of the complementary strand. Theses sensors can be used in order to detect the existence of
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Figure 2.4: Abbot i-STAT hand-held analyzer, a drop of blood is retrieved from the patient, inserted into
the microfluidic chip and then read on the device, adapted from [101]

pathogens in a sample (i.e. food borne pathogens)[102] or to detect biomarkers in circulation for patient

diagnosis [103].

These hybridizations are often detected through the use of electrodes by electrochemical impedance

spectroscopy [104, 105], however other methods have been employed such as the use of fluorophores

and quantum dots by using a capture strand that shorter than the target strand and using a second

strand labeled with one of these molecules that will hybridize with the other portion of the target molecule

[106, 107]. These detection strategies are often complemented by on-chip amplification of the strand of

interest through real time PCR techniques.[108, 109]

Apatamer Based Sensors

Aptamers are synthetic DNA oligomers which have a high affinity for non DNA targets such as proteins

or other organic molecules. When an aptamer binds a analyte its configuration suffers a change which

can be detected.[110]

Aptamer based detection has been successfully used in microfluidic systems for the detection of

cardiac biomarkers [111, 112], allergens[113] and pathogens[114].

2.6.4 Antibody Based Sensors

Antibody based sensors rely on knowledge developed for standardized ELISA assays and can either

work as a sandwich or a competitive assay.

Several applications have been developed such as the detection of toxins such as ochratoxin A

[115, 116] in food products and cancer biomarkers such as prostate specific antigen [117]. Other disease
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detection systems have been developed such as the one by Viswanathan et al for the detection of

cholera toxins [118, 119]. Even sensors with potential military applications have been developed for

example to detect the use of biochemical weapons such as anthrax [120] or ricin [121].

The transduction of these sensors are typically done by having a secondary antibody labeled with

a light emitter such as a quantum dot or a fluorophore or even something that will generate light in a

secondary reaction such as horse radish peroxidase.

These sensors suffer from the limitation of requiring an antibody capable of recognizing the required

analyte without any cross contamination, this might be impossible all together or make the sensor very

expensive depending on the molecule of interest.

2.6.5 Enzymatic Sensors

These sensors depend on the occurrence and kinetic nature of enzymatic reactions, they can be used

by using the analyte as a substrate for the reaction or using the analyte as an inhibitor for the enzyme.

The most common use of these types of sensors is for the detection of glucose in a sample through

the use of glucose oxidase or glucose dehydrogenase, which upon reaction generates hydrogen per-

oxide that is used during the transduction, either through reduction on an electrode or by using the

peroxide in a second reaction.[122–124] The most successful case is personal glucose meters, they

function, by possessing a capillary that sucks a small amount of blood into a chamber. This chamber

contains glucose oxidase which then allows for electrochemical quantification of the amount of glucose

in the patients blood stream by measuring the amount of oxygen consumed during the reaction. [125]

Other cases of microfluidic enzyme sensors include the detection of Adenosine- 5-triphosphate to

assess fish freshness [126] through the use of glycerol kinase; phenol by using immobilized tyrosinase

[127]; Epstein-Barr Virus[128] and many more [129–133]. The case of phenol detection, in my case,

is very relevant because part of my PhD thesis is to develop a microfluidic biosensor for the detection

of azelaic acid, which happens to be an inhibitor of the same reaction between tyrosinase and phenol

compounds such as catechol. The idea will be to have tyrosinase immobilized in a microfluidic channel

where a colorimetric reaction will take place, then if azelaic acid is present in my sample, the color

generated will be less intense, thus enabling detection.

2.7 Cell Chips

Microfluidic chips have seen a great increase of cell based applications, mainly due to the high degree

of control over culture conditions; the possibility of using bio-friendly substrates such as PDMS and the

high degree of parallelization that comes with the reduced sizes of the devices.[1, 134]

2.7.1 Cell Culture Chips

Despite all the devices approached throughout this section allow for cell culture, I will first focus on those

more dedicated to fundamental research concerning cellular behavior. With that being said, the first
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types of structures to discuss are the simplest ones such as the chips presented by Tazawa et. al [135]

which allows for the culture of adherent cells in a mono-layer fashion, while allowing to see differences

caused by changes in culture temperature; or for example the device presented by Giulitti et. al [136]

which allows for the culture of cells for 6 days, but still consists in a simple straight channel, which is only

adequate for the culture of adherent cells that grow in mono-layers

An advancement from these types of devices are the ones presented by Fernandes et. al which

allow for the parallel culture of cells under different culture conditions or even to screen the effect of

a drug at different concentrations;[137] or the work presented by Junkin et. al which allows for single

cell capture and culture in order to understand the immune response at the cellular level;[138]; and also

devices similar to the work Fischer et. al which allow for the growth and viral infection of cells in a droplet

culture system.[139]

2.7.2 3D Cell Culture Chips

As the aforementioned types of structures became limited for their needs, researchers moved on to

more complex structures often comprised of multiple layers which allow for the cell culture to obtain a

3D conformation. This paved the way for one of the most exciting research topics in microfluidic cell

chips to date, which is the development of organs-on-a-chip. As the name indicates these types of

device are intended to mimic the conditions in which a organ grows and functions. The success of these

devices will allow for an easier way to model diseases and for drug screening. The ultimate goal of this

technology is a platform with several organ-on-a-chips assembled in a way to make a human-on-a-chip,

this will be extremely useful in further pharmaceutical development to understand how drugs impact

different body parts and also aid in the development of personalized medicine where one’s cells could

be grown and differentiated on chip to find what is the most suitable treatment.[140–142] Currently there

are still issues with the devices in order to accurately mimic the whole micro-environment of a organ,

however there have been quite the number of success such as a heart on the chip [143]; liver on a chip

[144] and also kidneys on a chip [145].

In the next chapter, I will discuss in depth the concepts of microfabrication necessary to produce the

microfluidic devices as well as the photosensors used throughout this work.
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Part II

Microfabrication - Theory and

Application
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Chapter 3

Microfabrication Techniques

3.1 General Concepts

Microfabrication can be split into two different categories: bulk micromachining and surface micro-

machining.

Bulk micromachining consists on the selective removal (etching) of material within a substrate (i.e.

a silicon wafer) in order to produce features such as cantilever that can then be used for diverse appli-

cations such as mass sensors or accelerometers. Since this was not a technique used throughout my

work I will be focusing on the more versatile surface micromachining. [146]

An extremely simple manner of describing surface micromachining processes is the deposition of

a thin layer of the desired material, pattern said material and remove the unwanted sections. This

however is easier said then done, as one has to be mindful of the different interactions between the

materials being used and the processes used for the removal of the excess material. This procedure is

depicted in Figure 3.1.

Figure 3.1: Example of a surface micromachining process for the fabrication of a cantilever. Adapted
from [147]

First I will go through common techniques for material deposition, followed by the different etching

options and finally discussing the patterning methods.
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3.2 Spin Coating

Spin coating is the simplest and oldest method for material deposition, with the only requirement being

the material has to be soluble in a solvent compatible with the rest of the process.

When spin coating, the material solution will distribute itself from the rotation center of the substrate to

the edges. The final thickness of the film is dependent on multiple parameters such as the rotation speed,

fluid viscosity and the time of rotation. Once the solution has been spread on the substrate, the solvent

is then evaporated, allowing for the deposition of a thin layer of the dissolved material. Spin coating

plays a crucial role in all the fabrication steps used throughout this work as it is the deposition method

used for the photoresists used for patterning. A depiction of this process is presented in Figure 3.2.

Figure 3.2: Schematic representation of the spin coating process. The first step is the placement of
the desired material, which is then rotated, forcing the liquid to spread. Once the substrate has been
covered, the solvent is then evaporated and the solid material is deposited. Adapted from [148]

.

Despite not being typically used for very thin films, there are reports for spin coating being able to

achieve film thicknesses bellow 200nm. [149]

3.3 Physical Vapor Deposition - PVD

Physical Vapor deposition is the collective name that refers to a group of deposition processes for the

creation of thin-films in the range of a few nm up to micrometer range. Despite the different natures

within this process group, 3 steps can be identified throughout all of them: i) vaporization of the material

from a solid target or a gaseous source (forming a plasm); ii) transportation of the vaporized material
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in a vacuum (or partial vacuum) to the substrate surface; iii) condensation and film generation on the

substrate surface. [150]

Throughout the rest of this section I will touch upon the different forms of PVD with a focus on

sputtering since it was the only form of PVD used in this work.

3.3.1 Vacuum Evaporation

In vacuum evaporation the target material is evaporated through thermal evaporation in complete vac-

uum. The produced vapor will be rich in single atoms of the desired material as well as some clustered

atoms which will have a very large free path due to the low pressure inside the chamber. This will al-

low the atoms to travel directly to the substrate and prevents the deposition of the material around the

corners of the substrate. Typically the substrate will be grounded and can be heated or cooled down

according to the properties of the desired material.

The main application of vacuum evaporation is the deposition of single metals such as Al, Ag and

Cr which can be used for example in the fabrication of mirrors and reflectors or even in anti-reflection

coatings in the case of MgF2. [151] [152]

3.3.2 Ion Plating

In ion plating, instead of having a high vacuum as a sputtering environment, an inert gas such as argon

is ionized. This ionized gas will bombard the surface of both the substrate and the target material. In

the case of the substrate, this will act as a cleaning procedure, while the evaporated atoms of the target

material will gain kinetic energy by colliding with the ionized gas. The resulting films from this technique

tend to be very dense and well adhered to the substrate surface.

Typical applications for this method include the deposition of similar metals as mentioned in vacuum

evaporation used in aerospace engineering.[153] [154]

3.3.3 Ion Implantation

Instead of creating a coating layer, ion implantation will insert atoms of the desired material into the

bulk of the material. This is achieved by creating very energetic ionic beam capable of penetrating the

material.

This technique is particularly useful in the creation of nitrites which can increase the mechanical

resistance of the substrate material. [155]

3.3.4 Gas Sputtering

Sputtering differs from the aforementioned PVD techniques in the fact that the ejection of the atoms

from the target material is not achieved through evaporation, but instead is due to the bombardment of

the target with ionized atoms of an inert gas. This bombardment induces the release of material from

the target, which is then accelerated in the direction of the substrate. Sputtering systems are contained
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between two electrodes, where the target material is located on the cathode and the substrate is located

on the anode. Figure 3.3 represents a schematic illustration of the sputtering process.

Figure 3.3: Schematic representation of the PVD sputtering process. The inert gas is ionized and
accelerated towards the cathode, where the target material is located, forcing the injection of the target
material upon collision. The ejected material is then directed to the anode where the substrate is resting,
causing the deposition of the film. Adapted from: [156]

There are several types of sputtering, such as ion beam, reactive sputtering and ion-assisted sput-

tering, however here I will only discuss magnetron sputtering as it was the method used in this project.

Here the plasma is contained and directed using a powerful magnetron. A typical work flow for a mag-

netron sputtering device is the heating up of the vacuum chamber, cathode cleaning by bombarding the

surface of the target with ionized atoms of an inert gas, the actual film coating and cool down. [157]

Throughout these years I used two different magnetron sputtering machines, the Nordiko 7000 (Fig-

ure 3.4-A) for aluminum deposition and the Alcatel (Figure 3.4-B) for films of indium tin oxide (ITO),

chromium and silicon dioxide.
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Figure 3.4: PVD machines used during my time at INESC-MN, Nordiko 7000 (A) and Alcatel SCM 450
(B).

3.4 Chemical Vapor Deposition - CVD

Chemical vapor deposition is a thin-film fabrication process that relies on the deposition of material orig-

inating from a precursor gas mixture that breaks down through chemical reactions close to the surface

of a heated substrate. [158]

Figure 3.5: Schematic representation of the CVD process. The mixture of precursor gases are injected
into the reaction chamber, where the chemical breakdown occurs. The reaction product diffuses in the
direction of the heated substrate, where surface adsorption and diffusion occurs. At the surface of the
substrate, additional reactions may occur and a cohesive, continuous film is created. Adapted from
[159].

CVD processes can be performed at different pressure ranges depending on type of material, ranging

from atmospheric pressure to ultra low vacuum (10−8Pa). One other defining trait of CVD processes is

how the precursor gases are broken down as in the case of plasma enhanced (PECVD) vs hot wire

(HWCVD). Throughout this work the CVD process used was radio-frequency PECVD. [160]
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A CVD system will be comprised by 3 essential elements: i) a gas dispensing system, ii) a reactor

where the deposition takes place and iii) an exhaust system. [160]

The gas dispenser will be comprised of the gas sources and mass flow controllers in order to create

the desired mixture for the process at hand. The reactor is the most complex part in the system and will

house several components. In the case of our rf-PECVD system, we have 2 reaction chambers, one for

the deposition of doped films of silicon and a separate chamber for intrinsic depositions. Each deposition

chamber houses a heater where the substrate is placed and two electrodes for plasma generation.

The exhaust system is comprised of the vacuum pumps which maintain the pressure as well as the

respective valves for pressure control. The reactive gases are pumped out of the system and typically

go through a scrubber before being released to the atmosphere.

Figure 3.6: rf-PECVD machine, custom built by Professor João Pedro Conde and Dr. Virginia Chu, used
for the deposition of silicon based films. The mass flow, temperature and pressure controllers are located
on a electronic rack for easy access (A). The system has 2 deposition reactors (B), one for doped films
(on the left) and the other for intrinsic films (on the right).

Throughout this work, CVD was used for all the silicon based films, which include both doped and

intrinsic films of hydrogenated amorphous silicon which act as the functional layers in the photosensors,

the silicon nitride, which acts as a passivation layer for the sensors and the silicon carbide layers used

as fluorescence filters.

3.5 Wet Etching

Up until now the techniques discussed were for the addition of material, however microfabrication pro-

cess also require the selective removal of the unnecessary materials, the first technique to be discussed

is wet etching.

Etching in general, is an engraving process, in the case of wet etching this typically consists in

dipping the sample into a solution of a selective etchant. This process is widely used in the patterning of

the metallic layers of microfabrication procedures, but can also be applied to other materials. Common

etchants typically are a mixture of strong acids or bases that are selective to a material or groups of

materials in its etch rate.[161]
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There are two different types of etching, anisotropic etching and isotropic etching, these are depicted

in Figure 3.7. The first (anisotropic) will etch the material at the same rate in all directions, increasing

Figure 3.7: Depiction of the profile difference obtained when using anisotropic etching (left) and isotropic
etching (right).

the difficulty in obtaining well defined walls when the thickness to be etched is very large. The second

(isotropic) etch type is preferential to a specific direction, for example a specific crystal plane in the case

of crystalline silicon.

The application of wet etching was necessary throughout this work for the fabrication of all the hard

masks used for the microfluidic fabrication as well as certain steps in the photosensor fabrication.

3.6 Dry Etching

Dry etching processes rely on the use of gases or reactive plasmas as opposed to reactive liquids in

order to remove the excess materials. Dry etching can be divided into physical etching, chemical etching

and physical-chemical etching.[161]

In physical dry etching, focused ion or electron beams in order to eject material from the substrate

surface using the kinetic energy of the beam. In theory any material can be etched using this type of

process, however the material selectivity is low and the etch rates achieved are extremely low for most

materials.[161]

Chemical dry etching uses reactive gases that will selectively attack the substrate material. This

process is mainly isotropic and is typically plasma enhanced using, for example a RF field.[161]

There are different categories of physical-chemical etching such as anodic plasma etching, triode

reactive ion etching and magnetically enhanced reactive ion etching. However here we will focus on deep

reactive ion etching (DRIE) as this was the technique used throughout this work. In DRIE, the substrate

is cooled which allows for the reactive gas to condense at the top of the etched cavity decreasing the

exposure to the reactive plasma, minimizing the trench effects typically seen in reactive ion etching.

These trench effects lead to poor definition of the etched region as the top section will be wider than the

bottom section due to a longer exposure to the reactive plasma.[161]
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In this work a DRIE machine from LAM technologies was used to selectively etch the silicon mesas

used for the photosensors.

3.7 Lift-off

When fabricating devices comprised of multiple materials it may be hard to find a suitable etchant that

will be selective enough and not destroy the layers of materials bellow the current active layer. Due

to this, a secondary method was developed in order to successfully remove more layers of materials

increasing the complexity and diversity of possible fabrication processes, this process is called lift-off.

When using lift-off, a sacrificial layer of material, often this material will be photoresist, is deposited

and patterned in order to protect certain regions of the device. The active material is then deposited

and will contact the surface of the substrate only in regions lacking the sacrificial layer as shown in

Figure 3.8 . By then dissolving the sacrificial layer, the excess material that was located on top is lifted-

off and removed from the device.

Figure 3.8: Step by step of a lift-off process. The substrate is coated with a photoresist, which is then
patterned and a metallic layer is deposited through PVD. Then the photoresist is dissolved away leaving
behind the remaining metal patch. Adapted from: [162]

Despite its use, lift-off has several drawbacks when compared to etching, such as the difficulty in

achieving well defined lateral walls as well as having much longer process times.
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3.8 Lithography

Up until now, I have discussed the techniques used to deposit the thin layers of materials and how to

selectively remove them, however I have yet to discuss how one actually patterns the layer of material

in order to obtain the desired features. This is done through what is called lithography.

3.8.1 Optical Lithography

Optical lithography, also known as photolithography, requires 3 elements to be performed: i) photoresist,

ii) photomask and iii) light source.

Photoresists are photo-activated materials that will experience a change in physical properties when

exposed to a light source, photoresists can be either positive or negative. A negative photoresist such

as the SU-8 used for the microfluidic mold fabrication in this work, will become resistant to the developer

solution when exposed to light. In contrast, a positive photoresist, such as the PFR7790G used for the

photosensor fabrication will become soluble in the developer solution in the regions that were exposed

by the light. An example of this is presented in Figure 3.9. The photoresist is typically spin-coated on to

the substrate material and may have different thicknesses depending on if it will be used as a sacrificial

layer or a structural layer for the final device (such as in the case of the microfluidic molds).[163]

Figure 3.9: Results obtained using the same photolithography pattern using a positive photoresist (Left)
and a negative photoresist (Right). Adapted from [164]
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In order to create a pattern, one needs a photomask, represented by the black lines in Figure 3.9.

These photomasks are typically composed by a film of an opaque material (Al i.e.) deposited and

patterned on top of a transparent substrate such as glass or quartz. When using a photomask, the

entirety of the substrate is exposed at once and new designs will require the fabrication of new masks.

An alternative to these photomasks is direct write lithography (DWL). By using DWL one has free control

on the design options (within in the limitations of the equipment), as the user will create a computer

assisted design file (CAD) which will then be used by the machine to create the final design.[163]

The light source will depend on the type of mask used. In the case of a hard mask based lithography,

it is possible to use a lamp with a wide exposure area to pattern large surfaces at once, however in

the case of DWL, the light source will be some form of a computer guided laser which allows for higher

precision and more design space but is a more time consuming process. In order to reveal the desired

pattern, after the exposure step, the photoresist has to be baked, in order to accelerate the structural

change of the photoresist and developed. The developing solution is specific for the type of photoresist

that is being used.[163]

3.8.2 Soft Lithography

Soft lithography is based on the use of elastomer materials to achieve the desired pattern transfer,

the most common use of this technique is the casting of PDMS on molds for microfluidic fabrication.

Besides this application other have emerged such as solvent assisted micro-molding of polymers and

micro-contact printing as depicted in Figure 3.10. [165]
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Figure 3.10: Different applications within soft-lithography techniques. Adapted from: [165].
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3.9 CNC milling

Computer numerical control milling or CNC milling for short, is the use of a computer controlled milling

machine in order to follow a certain pattern which is programmed by the end-user. Milling in general is

a method for material removal using a sharp cutting tool, in the context of this work, I will be referring to

the use of milling using plastics as a substrate.

The use of CNC milling is particularly useful for the production of structures (microfluidic or not) out

of biocompatible polymers such as polystyrene (PS) and Poly(methyl methacrylate) (PMMA) or to use

these devices as molds or auxiliary structures for microfluidic fabrication.

The working parameters of higher interest is the spindle speed, feed rate and overlap. The spindle

speed is the revolutions per time unit at which the tool will rotate, the feed rate is the speed at which

the material is pushed into the milling tool. The overlap, as the name suggests is the % of overlapping

between consecutive passes in the same region. [166]

Figure 3.11: Process parameters relevant for machine milling. Adapted from: [167]

To successfully machine plastics there are some considerations to be taken into account. Most of the

commonly used plastic will have relatively low glass transition temperatures, hence cooling the milling

tool is extremely important, not only due to the possibility of melting, but also due to material expansion

which will compromise the required tolerances. [166]

Another important consideration is to use tools with a low number of cutting edges as this will increase

the final smoothness of the substrate as well as minimizing the vibrations along the milling process. [166]

In this work, CNC milling was used to fabricate a plethora of support structures within the context of

microfluidic chip fabrication as well as some attempts at fabricating some microfluidic devices made of

PS.
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Chapter 4

Thin-film Hydrogenated Amorphous

Silicon Photosensors

Throughout the work presented in this doctoral dissertation, thin-film hydrogenated amorphous silicon

(a-Si:H) photosensors were used for different types of light based assays. These sensors were heavily

deployed by previous PhD students from our groups such as Dr. Pedro Novo and Dr. Denis Santos, thus

a well established fabrication method was given to me to start from.

In this chapter I will briefly go over the working principle behind these sensors, typical characterization

scheme as well as some of the structural differences attempted in order to facilitate their fabrication

process as well as improve their efficiency, namely in the detection of UV light.

4.1 Energy Bands Theory

Before delving into the details concerning the properties of a-Si:H as an active material for photosensors,

one has to understand a bit about how semiconductors in general work. One important aspect is the

notion of energy bands.

If one reads into the Paulli exclusion principle, it states that electrons cannot occupy the same energy

level, however it is possible to group together electrons with similar energy levels to form what is called

an energy band. The valence band of a material is the energy band that corresponds to the outermost

electron orbital occupied by electrons in a material, where the valence states are also called as bonding

states. [168]

Electrons in the valence band can be excited to what is called the conduction band. Electrons in

this state possess the necessary energy to move free within the material, the energy difference between

the latest, occupied valence band and the first unoccupied conduction band is called the band gap.

Conductive materials, such as metals will have overlapping bands while insulators will have very large

band gaps as seen in Figure 4.1. [168]

The distribution of electrons amongst energy bands is given by Fermi-Dirac distribution, presented in

Equation 4.1.[168]
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f(E) =
1

1 + e
E−EF

kT

(4.1)

In Equation 4.1, E represents the energy of a given particle state, k is the Boltzmann constant, T is

the absolute temperature and EF is the Fermi level. [168]

The Fermi level represents a theoretical energy level, where all energy states bellow it are occupied

and all of the above states are empty as demonstrated in Figure 4.1. In a semiconductor material, the

Fermi level will typically be placed in the middle of the gap except in the case of doped materials, which

will be explored in further sections.[168]

Figure 4.1: Band gap representation of different types of materials: i) metals, ii) semiconductors and iii)
insulators. The location of the Fermi level of a semiconductor material will be located in the center of the
gap. Adapted from: [169]

In the following sections I will address the specific properties of amorphous silicon and its doped

versions as these are used in the fabrication of the photosensors used in this work.

4.2 Hydrogenated Amorphous Silicon and Other Material Proper-

ties

4.2.1 Intrinsic Amorphous Silicon

In the previous section, the notion of band gap was briefly explored, in crystalline materials, there are

no energy states within the band gap. However, in amorphous materials there is a continuum of energy

states called localized states as seen in Figure 4.2.

This continuum of energy states are due to the existence of dangling bonds within the disorganized

material. These dangling bonds, in the case of amorphous silicon, are the result of the Si atom not

creating the 4 bonds it is capable with the adjacent atoms, leaving a defect in the material. When
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Figure 4.2: Distribution of energy states within the band gap for hydrogenated amorphous silicon.
Adapted from: [170]

hydrogen is included into the material these dangling bonds are passivated, reducing the number of

localized states and increasing the band gap, which for a-Si:H is 1.7 eV.

Due to it’s high absorptivity in the visible region, a-Si:H is widely used in the fabrication of photosen-

sors and solar cells for energy production. In the context of this work intrinsic a-Si:H is the main active

layer of the photosensors produced.

4.2.2 Doped Amorphous Silicon

p+ and n+ Doping

One may want to alter the amount of charge carriers within a material, this is done by adding a foreign

atom to the material through a process called doping. When the desired change is to increase the

amount of available electrons, the material is doped with a Group V element such as phosphorous in

what is called n+ doping. When an excess of holes is wanted, an element from group III such as Boron

is included, this process is called p+ doping.

The inclusion of these atoms into the materials will induce changes in the Fermi level and also, in

the case of an amorphous material, in the amount of localized states within the gap. This is due to the

dangling bonds recombining with the included atoms. The changes in the band gap induced via doping

are presented in Figure 4.3.

Doped films are more conductive than their intrinsic counter parts due to a higher concentration of
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Figure 4.3: Difference registered in the band diagram for p-type (left), intrinsic (center) and n-type mate-
rials.

charge carriers (either electrons or holes) in the bulk material.

When a p-type and a n-type semiconductor are placed together, a PN junction is created. When

in contact, the charge carriers at the junction will travel to the opposite material, in a process called

diffusion. Once the an equilibrium is reached, there will be a region within the p-type material that is

rich in negative charges and another within the n-type material which is rich in positive charges. when

considered as a whole these regions are called the depletion layer of the junction.[171]

The differences in charge create a potential difference across the thickness of the depletion layer,

as seen in Figure 4.4. This effect is one of the corner stones of modern electronics and is the basis of

the PN diode.[171] The use of diodes will be further explored in the section referring to the fabrication of

photodiodes.

Carbon Doping

Besides inducing changes in material conductivity, doping can be used in order to induce a change in

the optical properties of the materials. Previously it was mentioned that the band gap of a-Si:H is 1.7 eV,

if one converts this energy to the wavelength of a photon, the result obtained is approximately λ= 730

nm. This means that the film will be capable of absorbing light starting at this wavelength and moving

into shorter wavelengths.

Through doping, it is possible to change the band gap of the material, thus changing the wavelengths

where the film transitions from opaque to transparent. This is the case of carbon doping to form silicon

carbide films. These films are extremely useful for the fabrication of high pass filters. In Figure 4.5 the

change of the film transmission can be seen as a function of the carbon content. By tuning the carbon

content of the film it is possible to use the fabricated photosensors for fluorescence based assays,
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by making the film opaque at the excitation wavelength and transparent at the emission wavelength.

However these filters demand the use of fluorophores with a Stokes shift of at least 50-100 nm.

Figure 4.4: Depiction of the depletion region in a PN junction due to the different charges. This creates
a built in electric field and voltage within the junction. Adapted from: [171]

Figure 4.5: Silicon carbide high pass filters transmission curves as a function of the carbon content of
the film, deposited in the in-house built PECVD machine at INESC-MN. [172]
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4.3 Photosensors

In this section I will discuss the two types of photosensors used in this work, the simpler photoconductor

and the more complex photodiode.

4.3.1 Parallel Contact Sensors - Photoconductors

Working Principle

The photoconductor, also called a photoresistor, is the simplest type of photosensor, composed of a

slab of the photoresponsive material, in this case i-a-Si:H, capped on two opposite ends with an ohmic

contact. An example of this device is presented in Figure 4.6.

Figure 4.6: Representation of a photoconductor. Adapted from: [168]

When light with enough energy to excite electrons from the valence band to the conduction band

hits the sensor, there will be a change of the resistance of the material and electron-hole pairs will be

generated, producing a photocurrent (Iph).

The photocurrent produced will not only be dependent on the incident photon flux (φ), but will also

be a function of the external voltage (VBias) applied to the sensor.

The dark current is the basal current produced by the film in the absence of light. The dark current

is an indication of the quality of the active layer film and will dictate the limit of detection of the sensor

and will also depend on the applied voltage.

Fabrication Process

The fabrication process is summarized in work presented by Santos et al [173] and is depicted in Fig-

ure 4.7, while a more detailed run sheet is presented in the Supplementary Information. To fabricate a

photoconductor, an insulating substrate such as glass is washed and a 200 nm thick layer of aluminum

is deposited through PVD. This layer is then patterned via DWL to produce the geometry of the contacts,
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which will need to have some degree of overlap with the sensor region and be large enough to allow for

wire bonding on the other end for electronic addressing.

The aluminum layer is then wet etched using a commercial aluminum etchant and a 500 nm thick

layer of i-a-Si:H is deposited through CVD. The a-Si:H layer is then patterned via DWL and undergoes a

deep reactive ion etching step to produce the desired sensor geometry.

The whole sensor is then passivated with a 100 nm thick layer of SiNx in order to passivate the whole

device.

Figure 4.7: Representative diagram of the fabrication process for the thin film photoconductors. (A)
The glass substrate is washed, (B) followed by the deposition of a 200 nm thick layer of aluminum.
(C) After patterning, the 500 nm thick a-Si:H mesa is deposited and defined through etching. (D) The
whole sensor is passivated with a 100 nm thick layer of SiNx. (E) In the case of the sensors used for
fluorescence measurements, a 1.5 µm thick layer of Si:C is deposited through CVD. Dimensions are not
to scale.

Characterization

There are several figures of merit to evaluate the efficiency of the photosensors. As mentioned before,

the dark current is an indication of the limit of detection of the photosensor when something like a

chemiluminescence or fluorescent measurement is considered, where the control level will be darkness.

In the case of an absorbance measurement, the limit of detection of the sensor is given by the noise

of the measurement with incident light. To acquire the dark current, a Keithly 237 electrometer set to
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measure current and apply a known voltage is used.

Figure 4.8: Comparison of the limits of detection in conditions of darkness (black) and with incident light
(cyan). The sensors used here were 200 µm x 200 µm in area and operated at a 20 V bias. The dotted
lines represent the LOD, calculated as the mean +/-3.29 the standard deviation of the measurement.

As seen in Figure 4.8, the photoconductors have different stabilities when used for low light or high

light applications. As an example. for the sensor presented in Figure 4.8, the LOD for a transmission

measurement would be around 98.7%, this value is obtained by determining the average of the curve

presented and subtracting to it the value of 3.29x the standard deviation (σ). For the low level measure-

ments, we should be able to detect a photon flux that causes a shift in current (I) higher than 1.4x10−11

A.

The current obtained both in the dark as well as, in a state of incident light will depend on the VBias

applied to the photoconductor. Being essentially a variable resistor, which is affected by the incident

light, one can expect that the relation between the current generated and the VBias will be linear.

By measuring the dark current for different applied voltages, as well as with a strong incident light,

I-V curves can be obtained, as seen in Figure 4.9.

The shape of the I-V curve shows that within this range there is a linear response of the dark current

with the applied voltage.

Another important aspect is the photoresponse of the sensor. The photoresponse is the change of

current registered for a given change of the incident photon flux. The photoresponse of the sensor will

also depend on the applied voltage, as a rule of thumb, it is recommended an applied voltage of 1 V for

every 10 µm of sensor width.
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Figure 4.9: Current vs voltage (I-V ) in the dark and with an incident light (λ= 480 nm) for a 200 µm x
200 µm photoconductor.

The setup used to acquire the photoresponse curve is depicted in and consists of an optical table,

where a light source (Oriel) is connected to a monochromator (Oriel) and is aligned with neutral den-

sity filters. Once the light source is focused and the desired wavelength is chosen, the photon flux of

the setup is determined using a commercially calibrated crystalline silicon photodiode (Hammamatsu,

S1226-5BQ). By changing the neutral density filter place in front of the beam it is possible to have a

controlled variation of the photon flux, thus obtaining the photoresponse curve. An example of the curve

obtained for these photoconductors is presented in Figure 4.11.

Figure 4.10: Optical setup used for the photosensor characterization. The setup is comprised of a halo-
gen lamp light source (Oriel), which is fed to a monochromator (Oriel). Light intensity is adjusted using
Neutral Density (ND) filters (Melles Griot) and focused to a final spot size of 1 mm on the photosensor
plane. The sensor output is read by a Keithley 237 picoammeter and a personal computer. The PDMS
slab is 3 mm thick.
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Figure 4.11: Photoresponses obtained for a 200 µm x 200 µm photoconductor at two different wave-
lengths of interest, λ= 480 nm and λ= 405 nm at a VBias= 20 V. The slope of the curves, γ is proportional
to the carrier generation rate.

Figure 4.11 demonstrates that the sensors used in this work have a linear response towards light, in

multiple wavelengths. The slope of the curves obtained, γ, is closely related to the generation rate of

the sensors. The generation rate is the amount of charge carriers that are generated by the sensor per

absorbed photon. An ideal sensor will have a γ= 1. By using the value of the minimal current detectable

obtained from Figure 4.8, one can calculate that the minimum φ detectable for λ= 405 nm would be

around 6x1011 cm−2.s−1 and 1011 cm−2.s−1 for λ= 480 nm.

Si:C Filters for Fluorescence Measurements

In this work, there was only one instance where a filter was needed due to the fluorescent nature of the

measurement. This will be discussed in more detail in Chapter 13.

As demonstrated in Figure 4.5, the ”cut-off” region of the silicon carbide filters is dependent on the

carbon content of the film. In order to determine how much carbon one needs to introduce into the filter

composition, first it is necessary to observe the fluorophore spectra. Both the emission and excitation

spectra for the commercial fluorescent label Alexa 430 are presented in Figure 4.12.

For this experiment it was decided that a laser at λ= 405 nm was going to be used as the excitation

source, so the filter used could be very generous in terms of the sharpness of the cut-off region, as long

as, most of the light above λ = 500 nm went through the filter.

The Si:C filter composition was tuned based off the previous work of Santos et al.. [173] The filter

characterization is presented in Figure 4.13.
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Figure 4.12: Excitation and emission spectra for the commercial fluorescent tag Alexa 430.

Figure 4.13: Transmission curve obtained for the Si:C filter deposited on 0.7 mm thick Eagle glass,
Corning (Black) and the emission spectrum of the Alexa 430 fluorescent tag (Green).
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The film presented in Figure 4.13, was then deposited on top of the 200 µm x 200 µm photocon-

ductors and the photoresponse at both λ= 540 nm and λ= 405 nm was determined, with the later being

non-detectable.

Figure 4.14: Photoresponse for the Si:C filter covered photoconductor at a VBias = 20 V at the peak
emission of the Alexa 430 fluorescent tag λ= 540 nm.

By comparing Figure 4.14 to Figure 4.11 it is possible to observe that the generation rate of the pho-

tosensor, nor it’s sensitivity are significantly impacted by the presence of the Si:C filter at the wavelength

of interest, making it suitable to use as an optical transducer for the fluorescence based assays.

4.3.2 p-i-n Junctions - Photodiodes

Working Principle

A more complicated approach to building a photosensor is to fabricate a p-i-n junction. As mentioned

before, when a p+ layer and a n− layer are placed together, a PN junction is created which possesses

an intrinsic potential difference called the built-in voltage. The built-in voltage will affect the movement

of the charge carriers without the need of an external power supply, thus creating a self sustained

photosensor.

When the desired active material is a-Si:H, just using a PN junction does not produce an effective

photosensor, as the doped materials tend to be extremely defective, promoting the recombination of

the charge carriers within the material. In order to by-pass this issue, an intrinsic layer of a-Si:H is

placed between the doped layers. It is in the intrinsic layer that the photons will be absorbed leading
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to the creation of the electron-holes pairs which will then travel to the doped layers, generating the

photocurrent.

Previously it was mentioned that these photodiodes are capable of functioning without the use of an

external power supply, due to the presence of the built-in voltage. However there are some advantages

in applying an external voltage to the diode. When the voltage applied is in the same direction of the built-

in voltage, we are working in what is called forward bias, here the energy barrier between the doped

layers is decreased, facilitating electron movement throughout the material. If the voltage applied is in

the opposite direction, it is considered to be a reverse bias, which leads to a larger potential difference

between the doped layers. A visual representation of this effect can be seen in Figure 4.15.

Figure 4.15: Effect on the application of a voltage bias on the band diagram of a PN junction. [174]

By applying a negative bias, theres is a slight increase in the dark current (as will be seen in the

characterization section), however it may be beneficial for larger bandwidth applications. In the context

of this work, there was a need to minimize the dark current in the case of fluorescence measurements,

while not being relevant in the case of transmission based measurements (which comprised the majority

of the work presented) thus the diodes were always used in an unbiased working mode.

Fabrication Process

In Figure 4.16 a schematic representation of the fabrication method is demonstrated and a detailed

run sheet for the fabrication process can be found in the Supplementary Information. Briefly, in order

to fabricate the photodiodes the initial step for the bottom contact definition is the same as for the

photoconductors. Then the a-Si:H stack is deposited through rf-PECVD in the following order: n+ (10

nm); i (500 nm); p+ (10 nm). The p-i-n mesa is then etched via DRIE. The subsequent layers of material

are all removed through lift-off in order to avoid damaging the p-i-n stack.

After the mesa definition it is necessary to immediately passivate the side walls of the stack as

these tend to be very defective and can lead to shorting of the device. This passivation is achieved by

depositing 100 nm of SiNx through rf-PECVD.

The next step is to define the top contact of the device, which will require a transparent material or

some type of a mesh. The typical material of choice is a 50 nm thick layer of indium tin oxide (ITO)

deposited through PVD. ITO is a conductive oxide with a band gap of 4 eV, meaning it is transparent in

the full visible spectrum. There was an attempt to swap this material for an aluminum mesh, which will
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be discussed in the next section.

To finish the device, the ITO top contact is partially covered with aluminum through PVD (200 nm

thick) in order to facilitate the wire bonding of the device and the whole device is then covered with

another layer of 100 nm thick SiNx through PVD for a final passivation.

In the case of being used for fluorescent measurements, a 1.7 µm thick layer of the desired Si:C filter

was deposited through rf-PECVD.

Figure 4.16: Visual diagram of the photodiode fabrication process. (A) Similar to the photoconductors, a
glass substrate is washed, (B) followed by the bottom aluminum contact deposition. (C) The p-i-n stack
of a-Si:H is deposited in the order of n+, i, p+. (D) After etching the active sensor area, the side walls
are passivated with a layer of SiNx to avoid possible short-circuiting through the side wall defects. (E)
The ITO window portion of the top contact is deposited, (F) followed by an aluminum deposition for the
actual contact pad due to the difficulty in wired bonding to ITO directly and to decrease the resistivity of
the overall contact. (E) The whole structure is once more passivated with SiNx for physical protection of
the sensor due to handling. Dimensions are not to scale.

Characterization

Similar to what was done for the photoconductors, the photodiodes used in this work were characterized

in terms of dark current stability, I-V behavior and photoresponse.

In Figure 4.17 the stability of the sensors in dark conditions as well as in a high light scenario is

demonstrated.

On feature that is evident when comparing the results presented here compared to Figure 4.8, is

the difference in currents produced by both of the sensors, with the photodiodes producing much lower

currents, however it is important to remember that the photoconductors were operated by applying 20 V
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Figure 4.17: Comparison of the limits of detection in conditions of darkness (black) and with incident light
(cyan). The sensors used here were 200 µm x 200 µm in area and operated at a 0 V bias. The dotted
lines represent the LOD, calculated as the mean +/-3.29 the standard deviation of the measurement.

of external bias, while the diodes presented here have no external voltage being applied.

The diodes are also much more stable, producing much lower oscillations in the measured current.

I mentioned that using the photoconductors, the minimum transmission shift that would be possible to

observe is 1.3%, in the case of the photodiode presented in Figure 4.17, this minimum shift is 0.5%. This

may seem like a small difference, however if one considers a absorbance measurement to determine

the concentration of a molecule in solution this corresponds to an increase of sensitivity of 2.6 fold.

The dark current produced by the photodiode is also more stable than the aforementioned photocon-

ductor, here the minimal shift in current that can be considered is 1.96x10−13 A.

Similar to the characterization of the photoconductors, the I-V curve for the diode was determined in

the dark. However in this case, the behavior is very different from before as shown in Figure 4.18.
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Figure 4.18: I-V curve determined for the thin-film photodiode. The rectifying behavior of the diode is
visible in the different shapes of the curve when reverse and forward bias are applied.

In Figure 4.18, it is possible to visualize the different response the diode has when forward or reverse

bias, which reveals the rectifying nature of the diode. However, it is possible to notice that when a reverse

bias is applied, the current output changes slightly, this is an indication that the photodiode has some

current leakage. This leakage can be due to several factors such as imperfections or defects which

appear during the fabrication process, or to the poor quality of the films produced, for example, if the

lateral wall passivation is not done properly, this could have a negative effect on the diode performance.

The photoresponse of the diode was determined for λ= 480 nm and is presented in Figure 4.19.

The γ obtained for this type of photosensor is significantly higher than the previously shown photo-

conductors, which implicates a better response of the sensors to light. In fact, using the same calculation

as before, by taking the lowest current detectable with a reasonable significance and calculate the re-

sulting photon flux, a sensitivity of approximately φ= 10−9 cm−2.s−1. This is two orders of magnitude

lower then the photoconductor sensors presented previously.

45



Figure 4.19: Photoresponse curve for λ= 480 nm obtained for the photodiode functioning at VBias= 0 V.
The γ of the photodiode is 0.9

4.3.3 Final Remarks

Having demonstrated the superior performance in several aspects of the photodiode sensor over the

photoconductor, there is still the question of why was part of the work developed using photoconductors

over photodiodes?

It is true that the photodiodes are faster and more sensitive then the photoconductor, however they

have their own disadvantages. The first is the time required to fabricate them. Assuming that I had a

cleanroom all to myself (which is not remotely true), the fabrication process for the photodiodes would

be between 2-3 weeks, while the photoconductor would be 2-3 days of processing. Factoring in the

availability of the equipments and scheduling issues the process time for the photodiodes could be

pushed to a month. The second issue is the life time of the devices. Due to be constantly exposed

to their own built-in voltage, the photodiodes tend to have shorter life-times than the photoconductors.

They also tend to be more sensible to poor handling such as static electricity discharges and excessive

light exposure.

It is important to state that the fabrication methods for the sensors discussed here were developed by

previous PhD candidates working at INESC-MN and not developed by myself. However they are some

of the more complicated devices to microfabricate and were a key factor in a large portion of the work

developed by myself. The fabrication of these sensors, tailored made to my work, allowed me to learn

several aspects of microfabrication and optoelectronics, as well as to operate most of the equipments

available in the cleanroom at INESC-MN, which can be translated into the fabrication of different types

of structures, since the unit operations are similar.
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Chapter 5

Microfluidic Device Fabrication

In this chapter, I will go over the simulation and fabrication processes employed for the creation of the

devices used throughout this work in the following chapters. Some examples of the final output will be

given and detailed run sheets will be provided as Supplementary Information.

When designing a microfluidic device, one has to think about the experiment at hand. Will there be

multiple reaction steps? What is the height of the channel needed? Do I need mixing steps? Do I need

to accommodate sensors or pumps? Once the necessary elements have been established, one can

proceed to the initial designs of the device and the subsequent fabrication process.

5.1 Computational Fluid Dynamics Simulations

5.1.1 Understanding How to Employ CFD

In order to properly design a microfluidic chip, I always relied on the use of computational fluid dynamics

(CFD). These types of software allow for the analysis of fluid flow properties within the device such as

liquid speed and shear stress, as well as, mass transport properties such as diffusion of molecules or

transport and distribution of cells within a device.

There are several softwares available, capable of running CFD simulations such as OpenFoam and

Ansys, however my preferred tool was the use of COMSOL Multiphysics, combined with the use of

AutoCAD for the actual design of the structures. Independently of the software chosen, the approach

to the problem is the same, the correct equations that govern fluid flow have to be used, as well as the

appropriate boundary conditions for the given model.

Navier-Stokes Equations

One can’t start to describe the movement of a viscous liquid without using the Navier-Stokes equations.

These equations are used throughout several fields of engineering, including aerodynamics calculations

in aeronautical engineering,[175] as well as the dispersion of fluids in video games [176]. Even from

a purely mathematical stand-point, there is a great interest in these equations, as there is no certainty
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as to there are always solutions in 3D systems, or weather theses are smooth or not. Determining this

is one of the seven millennium problems, for which the Clay institute will reward the solver with a one

million dollar prize.[177]

The Navier-Stokes equations are the direct result of the application of Newton’s second law to the

movement of a viscous liquid, while assuming that the stress felt by the liquid is due to an viscous term

and a pressure term. I could spend a good deal of time deriving and discussing the Navier-Stokes

equations for the remainder of this thesis, however that would be beyond the point of the presented

work. Below I present the simplified form of the equations, starting with the conservation of momentum

in Equation 5.1, followed by the continuity equation in Equation 5.2.

ρ(
∂v

∂t
+ v.∇v) = −∇p+∇.[µ(∇v + (∇v)T )− 2

3
µ(∇.v)I] + F (5.1)

∂ρ

∂t
+∇.(ρv) = 0 (5.2)

In Equation 5.1, the first term is related to the inertial forces felt by the fluid, where ρ is the fluid

density, and v is the fluid velocity. The inertial forces are equal to the sum of the pressure forces (∇p),

externally applied forces (F ) and the viscous forces, where T is the temperature of the fluid and µ

represents the fluid viscosity, while I is an identity tensor. By using Equation 5.2, it is determined that

there is conservation of mass during the movement of the fluid.

When applying these equations in the context of a microfluidic system there are some simplifications

that can be applied. The first is that the external forces term is neglectable, gravity plays a very small low

on the impact of fluid flow in a microfluidic system and the forces caused by pumping will appear in the

pressure term of the equation, so it is reasonable to assume F= 0. Going back to Equation 2.2, we can

determine the regime of fluid flow in microfluidic systems, which will, in most scenarios, fall under laminar

or even creeping flow (Re < 1). Due to this, the inertial forces are minimized and can be considered to

be null. these assumptions give way to a simplified version of Equation 5.1, presented below.

0 = −∇p+∇.[µ(∇v + (∇v)T )− 2

3
µ(∇.v)I] (5.3)

Now that we understand the equations that are going to be applied by the model to determined the

movement of the fluid in the microfluidic system, it is possible to determine the boundary conditions.

One important aspect is how the liquid will move in relation to the wall of the channel. This movement is

called ”slip”, in a scenario of ”no slip”, the velocity of the fluid in contact with the wall is considered to be

0, while in a ”slip” condition it will hold a different value as depicted in Figure 5.1.
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Figure 5.1: Visual representation of the existence of ”no slip” (A) and ”slip” (B) in a fluid movement. In a
”slip” scenario, the velocity can be determined as shown in (C). Adapted from [178].

In these simulation, it is assumed that the fluid is in a ”no slip” scenario.[179] This is because, in most

cases, the adhesion forces between the first layer of the fluid molecules will have a higher adhesion force

to the material of the wall than the cohesion forces between them and the remainder bulk of the fluid,

leading to a monolayer of static fluid molecules coating the channel walls. One example for the existence

of ”slip” is in high altitude aerodynamics, where the molecules tend to bounce off the surface. [180] Other

assumptions used in order to determine the movement pattern of the fluid in the channel will be case

dependent, and are related to how the fluid driving will be performed.

As for the equations that govern mass transport, these will be specific to the application at hand, and

will be discussed in the next sections. In the following sections I will provide examples of two devices

with very different end goals as an example of the work flow using this type of software. The first will be

a biosensing device that was used in Chapter 14, but was eventually dropped to reasons that are related

to the dynamic range of the assays. The second device is a cell culture platform that is then used in

Chapter 19.

5.1.2 Design of a Multiplexed Biosensing Device

Problem Statement

The first step as mentioned before is to understand what is the requirements of the device that we want

to develop. I will omit the biochemical details of the device as these will be discussed in a further chapter.

Here we needed one inlet for the insertion of the grape juice sample via pipette tip, 3 parallel chambers

to accommodate microbeads, one for each assay and each assay has a liquid reservoir on chip that

would hold a given substrate for the needed reaction. For the first assay dedicated to the detection

of azelaic acid, a second chamber is needed for sample pre-treatment. The sample and the assay

substrate should reach the entry of a passive mixer before entering the detection chamber. All these

liquids are driven using a single pump at the outlet, by applying a negative pressure.

Passive Mixer

To simplify the problem, first I proceeded to design and simulate the appropriate geometry for a passive

mixer. For this element of the chip, a simple T-shaped channel with two inlets and one outlet was used.

This channel is presented in Figure 5.2, as well as the result obtained from the absence of a mixer.
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Figure 5.2: Simulation results for a T-junction channel where a solution of molecule, A, is injected at a
concentration of 2 mM in the top inlet, while just water is injected in the side inlet. The color gradient
represents the concentration gradient between 2mM (Red) and 0 mM (Blue), while the x and y axis are
the coordinates of the system in the x-y plane in µm. The channel height is determined as 20 µm and
the flow rate is defined as 1 µL/min for each inlet.

To obtain the results presented in Figure 5.2, one has to first solve the Navier-Stokes equations as

described in the previous section, which will give us the movement of the liquid. However, in order to

study the mixing of the solutions, one has to add information considering mass transport to the system.

To do this, we will introduce the equations related to mass transport, with the first being a a mass balance

over time as presented in Equation 5.4.

∂C

∂t
+∇.N− R = 0 (5.4)

Since we are only looking at mixing and mass transport, the amount of the analyte consumed through

reactions (R) is equal to 0. This leads to the change in concentration (C) over time equal to the mass

flux of the analyte under analysis (N). The mass flux is a function of both the diffusion of the molecules

as well as movement induced by convection as demonstrated in Equation 5.5.

N = −D∇C + uC (5.5)

Equation 5.5 shows us that the movement of the molecules in the liquid will be dependent on their

intrinsic properties such as the diffusion coefficient (D) and on the movement of the bulk of the liquid

represented as the velocity field (u) calculated previously. Replacing Equation 5.5 in Equation 5.4 we

can obtain the simplified version of the equation presented below.

∂C

∂t
+∇.[−D∇C + uC] = 0 (5.6)

Typical diffusion coefficients for small molecules will be of the order o 1013cm2.s−1 [181], while for

proteins and cells it can easily be estimated using the Einstein-Stokes equation, which depends on the

temperature (T ) and viscosity (µ) of the solvent and the hydraulic radius of the protein/cell (Rh) and are

related through the Stefan-Boltzmann constant (k) as presented below.

D =
kT

6πµRh
(5.7)

Now we can proceed to test different geometries, in the interest of time, I will give and example of an
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inefficient mixer presented in Figure 5.3 and the final design that was chosen, presented in Figure 5.4.

Figure 5.3: Simulation results for a T-junction channel with an inefficient passive mixer, where a solution
of molecule, A, is injected at a concentration of 2 mM in the top inlet, while just water is injected in
the side inlet. The color gradient represents the concentration gradient between 2mM (Red) and 0 mM
(Blue), while the x and y axis are the coordinates of the system in the x-y plane in µm. The channel
height is determined as 20 µm and the flow rate is defined as 1 µL/min for each inlet.

Despite being an improvement over Figure 5.2, by looking at the concentration distribution in Fig-

ure 5.3, it is possible to observe that at the outlet, the concentration of A is still not evenly distributed.

This lack of uniformity may impact the results obtained by the assay due to the liquid entering the detec-

tion chamber as a gradient instead of a homogeneous liquid.

Figure 5.4: Simulation results for a T-junction channel with an efficient passive mixer, where a solution of
molecule, A, is injected at a concentration of 2 mM in the top inlet, while just water is injected in the side
inlet. The color gradient represents the concentration gradient between 2mM (Red) and 0 mM (Blue),
while the x and y axis are the coordinates of the system in the x-y plane in µm. The channel height is
determined as 20 µm and the flow rate is defined as 1 µL/min for each inlet.

In Figure 5.4 it is possible to observe that the output solution of the channel is much more homoge-

neous than in Figure 5.3. This is due to the geometry presented in Figure 5.4 forcing the liquid to change

its free path to a higher degree and colliding head front with itself by going around the obstructions. This

increases the convection term presented in Equation 5.6, thus increasing the overall mass transport of

the system. This design was then employed as the mixer for the three sections of the multiplexed device.

Simulating the Multiplexed Device

Now that we have our passive mixer geometry we can proceed to simulate the actual device itself. As

stated before th device requires the use of chambers to accommodate microbeads. Through microscope
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photography, we determined that the average voidage (ε) of a chamber with a height of 100 µm packed

with beads with an average diameter of 50 µm is around 0.4. With this in mind and in order to reduce the

computational time, the chambers were changed to channel constraints as demonstrated in Figure 5.5.

Another simplification at the moment was the inlet and outlet geometry used as our goal is to get the

liquids stored in the reservoirs to reach the mixers at the same time as the sample by applying a negative

pressure at the outlet.

Figure 5.5: Initial design used for the simulation of the multiplexed detection chip. (A) In green we have
the 4 chambers needed to accommodate the necessary microbeads for the assays as well as the large
circle reservoirs for the substrate inclusion on chip. The sections in green are 100 µm in height while
the purple interconnecting channels are 20 µm tall. (B) These features were replaced to reduce the
computational time.

The initial result produced with this geometry is presented in Figure 5.6 and it is possible to see that

the sample is reaching the detection chambers before the assays substrates.

The initial geometry was then worked upon by adding liquid constraints to slow the sample entrance

and facilitating the substrate entrance by diminishing the hydraulic resistance. Once a final geometry

was obtained (15 iterations later), the simplifications initially used were substituted for the real case

scenario and a final simulation was performed, with the device being fabricated and tested as seen in

Figure 5.7.
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Figure 5.6: Results obtained for the simulation of the initial chip geometry for the multiplexed detection
of grape health indicators.
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Figure 5.7: (A) Results obtained for the simulation of the final chip geometry for the multiplexed detection
of grape health biomarkers. (B) Testing the actual microfluidic chip using food coloring, important to
notice the red a blue liquids meeting at the same time in the chambers.
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As seen in Figure 5.7-B the fabricated microfluidic chip has the predicted behavior, validating the

previous simulations

5.1.3 Designing and Simulation of a Cell Culture Chip

Problem Statement

In this case study, the challenge was different, here the objective was to design a microfluidic cell chip

that would allow for the culture of Human HCT 116 cells in order to perform a phage display assay. More

details on this project will be discussed in Chapter 19.

The microfluidic chip needed to allow for an even cell distribution within the chip followed by an even

medium distribution to maintain the cell culture.

Cell Insertion Simulation

In this case we are not interested in the diffusion of small molecules within the chip. In this scenario

the cells have an average diameter between 7 and 10 µm making them very comparable to some of the

dimensions of the chip itself (chip height was determined to be 20 µm to force the cells to grow as a

monolayer).

Due to the dimension of the cells, their diffusion within the channel will be neglectable during the

injection step. So instead of using the mass transfer equations shown before, we will treat the cells as

particles moving in a liquid bed.

The information regarding the fluid velocity field will be determined in the same fashion as before

through the use of the Navier-Stokes equations, which will yield us the velocity field of the liquid (u).

Now we need to understand the forces affecting the cells, the first factors to consider are Equation 5.8

and Equation 5.9.
dx

dt
= v (5.8)

d(mpv)

dt
=
∑

F (5.9)

Equation 5.8 tells us that the change in the cell position (x) is equal to the velocity of the cell, while

Equation 5.9 tells us that the sum of all forces exerted on the cell are equal to the mass (mp) times the

acceleration of the cell (
dv

dt
), nothing more than Newton’s second law of motion.

In addition to these equations we have to consider the drag force imposed by the movement of the

liquid on the particle, which is a bit more complicated. The drag force (FD) can be calculated using

Equation 5.10, where τp represents the particle velocity response time and is given by Equation 5.11.

FD =
mp

τp
(u− v) (5.10)

τp =
4ρpd

2
p

3µCDRer
(5.11)
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In the calculation of τp, CD represents the drag coefficient, ρp is the cell density (assumed as 1200

kg/m3), while dp is the cell diameter(assumed as 10 µm). The drag coefficient can be simplified to

CD =
24

Rer
, where Rer represents the relative Reynolds number between the cell and the bulk of the

fluid. The simplification of the drag coefficient number stems from the low Reynolds number of the

system (Re < 1). this leads us to the simplified equation for the drag force presented in Equation 5.12

FD =
18mpµ

ρpd2p
(u− v) (5.12)

With these equations I can proceed to determine the cell position upon injection, as in the case of

the mixer, I will demonstrate the results obtained for a inefficient system and for an improved one.

Figure 5.8: Results obtained for the initial geometry simulation. The channel height is defined as 20 µm
and the cell injection was defined as 1000 cells/min using a liquid flow rate of 0.5 µL/min. The red dots
represent the cells in suspension and are enlarged for visualization purposes.

Figure 5.8 shows the 1 cm x 1 cm microfluidic cell chip simulations. The existence of 2 inlets and

2 outlets located perpendicular to each other was to insert the cells in one direction and the phages in

the other as cells could become trapped in the small inlets causing clogging of the device. It is possible

to observe that the cells don’t distribute themselves in an uniform fashion throughout the length of the

microfluidic chip. This poor distribution is related to how they distribute themselves in the initial inlet due

to the profile of the liquid velocity following the typical parabolic shape.

Knowing this a new version was designed and is presented in Figure 5.9. The inlets of this device

were optimized to accommodate the cell distribution in the inlet section of the device. As seen in Fig-

Figure 5.9: Results obtained for the hydrofocusing geometry simulation. The channel height is defined
as 20 µm and the cell injection was defined as 1000 cells/min using a liquid flow rate of 0.5 µL/min. The
red dots represent the cells in suspension and are enlarged for visualization purposes.

ure 5.9 the change in the inlet geometry significantly improved the cell distribution inside the cell culture

area. This design was then tested and the cell distribution obtained is presented in Figure 5.10.
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Figure 5.10: Cell distribution in the microfluidic chip obtained using the HCT116 cells.

As can be seen in Figure 5.10 the cells were evenly distributed within the channel, however the

insertion of the cells was very user and cell culture dependent and not robust enough, for example if the

culture used was more aggregated than usual, caused the clogging of the device in the inlet section.

This lead to a change in the cell insertion protocol that will be discussed in Chapter 19.

5.2 Fabrication Methods

Once the simulations have been performed and the CAD file with the design prepared we can commence

the fabrication of the microfluidic structures. The strategy used to fabricate these structures in this work

was through soft-lithography.

5.2.1 Hard Mask Fabrication

The fabrication of microfluidic structures is partially done inside the clean room, due to the possibility

that we have in fabricating our own hard masks. The hard mask will later be used as a stencil to define

the dimensions in the x − y plane of our device, with a minimum feature size of 2 µm. A schematic of

the process is presented in Figure 5.11. As will be discussed in a future section, the microfluidic mold

used to cast the microfluidic devices is fabricated layer wise, so if more than one height is needed in the

device, for example, in the case of a chamber to trap microbeads, more than one mask will be necessary.

Here we will consider the process for a one layer structure, detailed run sheets will be presented in the

Supplementary Information.

57



Figure 5.11: Schematic representation of the hard mask fabrication process. (A) A clean glass substrate
is used as the base of the hard mask. (B) A 200 nm thick layer of aluminum is deposited through
sputtering. (C) The sample is then coated with a 1.3 µm though spin coating. Once the sample is
patterned though direct write lithography (D), the exposed aluminum is chemically etched (E). After
visual inspection under the microscope, the remaining photoresist is removed.

The photoresist used in this process is a positive one (PFR7790G), meaning that all exposed areas

will be removed after the development step, exposing the aluminum layer below.

The etching process used for this process is a wet, chemical isotropic etch. This will also etch away

at the side walls of the exposed metal, however it is not a issue as the typical feature size will be above

10 µm and the thickness of the metal layer is just 200 nm.

5.2.2 Mold Fabrication

Having the necessary hard masks, one can now proceed to fabricate the actual mold. Depicted here will

be an example for a single layer structure, however to add on layers one needs to repeat the process,

being certain of the alignment between levels using alignment marks in the masks. A schematic of the

fabrication process is presented below.
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Figure 5.12: Schematic description of the mold fabrication process. (A) The first step is to clean a
silicon substrate, followed by (B) a layer of photoresist through spin coating. (C) The photoresist is then
exposed to a UV light source through the previously fabricated hard mask, paying attention to place the
glass layer in contact with the photoresist. (D) After baking and development, the features are revealed
and are ready for a longer hard bake. (E) PDMS is prepared an poured on the mold and (F) is peeled
off after baking.

In this fabrication process a negative process is used, this means that the exposed regions will reticu-

late during the exposure step, making the photoresist insoluble in the developer solution. To fabricate the

different heights needed, several formulations of the negative photoresist SU-8 (Microchem) have been

used throughout this work, with the different process run sheets being presented in the Supplementary

Information.

For the PDMS casting, the monomer form is mixed with the corresponding reticulating agent and

degassed to remove bubbles introduced by the mixing step. The degassed mixture can than be poured

on top of the mold in a container such as a Petri dish.

Despite this being the simplest approach, often I would fabricate a plastic enclosure through CNC

milling to allow for the consistent replication of the structures in both area and PDMS thickness. These

enclosures also had perforated lids, where metallic rods could be placed in the inlet and outlet regions of

the device to allow for consistent inlets which impact the tube fittings as opposed to the typical, manual

punching of the inlets.
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Figure 5.13: Fabrication of a molde enclosure.

5.2.3 Chip Sealing

At this point in the fabrication process we have 3/4 of a functional structure, now the final step is to seal

the structure off. This will depend on the material used for the sealing.

In most cases, the sealing will be PDMS-PDMS or PDMS-glass, which can be done through oxygen

plasma activation of the surfaces, which has been described extensively in the literature. [182, 183]

Briefly, by exposing both the materials to an oxygen rich plasma, one can oxidize the surface of the

material producing reactive hydroxyl (OH) groups. When both materials are brought into contact with

one another and by applying a very light pressure, covalent bonds are formed, with the release of a

water molecule, permanently bonding the two materials together.

In the case of the work discussed in Part V, the cells preferred to adhere and grow on polystyrene (PS)

as opposed to both glass and PDMS. In this case, a silanization process using (3-Aminopropyl)triethoxysilane

(APTES) was used to create the reactive hydroxyl groups on the surface of the PS. [184]

In Figure 5.14 we can see several types of microfluidic structures developed by me and some alumni

from INESC-MN.
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Figure 5.14: Examples of structures used throughout the years at INESC-MN. i) Fermenter [57], ii)
Adherent cell chip, iii) mycotoxin detection device [46] iv) L-L extraction devices [185]

The techniques described here were the basis of all the microfluidic chips developed throughout

this dissertation and are extremely versatile to produce a wide array of different devices, as I hope to

demonstrate throughout this work.
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Part III

Bioprocess Development at the

Microscale - Biocatalysis for

Pharmaceutical Compound

Production
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Highlights

• A microfluidic packed-bed reactor for enzymatic synthesis of L-DOPA and dopamine is presented;

• Single step production schemes for both L-DOPA and dopamine are presented, in addition to the

cascade reaction from L-Tyrosine to dopamine;

• A scale-up strategy to bench-top scale is demonstrated, with matching results between both the

micro and macroscale approaches;

• This type of system can be used to expedite process development in the future.

Roles and Colaborations

• In this part of the work, I planned out the experiment sequence, designed and fabricated the mi-

crofluidic structures used and defined the initial detection method as well as the image processing

method for L-DOPA. I performed all scale-up procedures and bench-top scale experiments as well

as enzyme stability studies presented in this part of the work.

• Cristiana Domingues, MSc. performed her Master’s thesis within the context of this portion of my

dissertation. She performed all the microscale experiments as well as the miniaturization of the

detection protocol from a 96-well plate to a microfluidic based assay.

Scientific Outputs
MSc. Thesis Supervised

• Cristiana Domingues, Enzyme Immobilization in porous micro beads in microfluidics for continuous

production of L-DOPA and dopamine, 2019

Publications

• Brás, Eduardo J.S., et al. ”Microfluidic Bioreactors for Enzymatic Synthesis in Packed-Bed Reac-

tors - Multi-Step Reactions and Upscaling” Under Peer Revision, Journal of Biotechnology.
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Chapter 6

Biocatalysis and Bioreactors

A biocatalytic process is one that uses biological systems to accelerate, or catalyze a given chemical

reaction or sequence of reactions. [186] The most common form of biocatalysis relies on molecules

called enzymes, these maybe isolated and used in their pure form or as part of cell metabolism. [187]

6.1 What are enzymes?

Enzymes are biological catalysts that accelerate chemical reactions. The majority of enzymes are from

the protein family, however there are some from the nucleic acid family, namely certain RNA molecules

[188]. Enzymes are the building blocks of the metabolic pathways presented by the cells and allow for

these to occur at the speed necessary to sustain life. [189]

Enzymes function in the same way that inorganic catalysts do by lowering the activation energy

needed for the reaction to occur, thus increasing the speed of the reaction. In Figure 6.1 the comparison

of the energy balance for a typical reaction with and without the addition of an enzyme is depicted.

Figure 6.1: Depiction of the effect of enzymes on activation energy necessary for a typical chemical
reaction. Adapted from [190]

Typically enzymes possess active centers which may or may not require cofactors in order to function
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properly. As an example let us look at the molecular structure of tyrosinase as presented in Figure 6.2

Tyrosinase plays an important role in the metabolic pathway responsible for melanin synthesis in hu-

mans, to do this it catalyzes the oxidation of phenols such as tyrosine or dopamine, taking one of these

organic molecules and molecular oxygen as substrates for the reaction.

Figure 6.2: Tyrosinase 3D structure obtained from the RCSB Protein Data-Bank as of July 2017. The
molecular weight of tyrosinase distributed by Sigma-Aldrich is approx. 130 kDa.

Tyrosinase is an example of an enzyme that requires the presence of a cofactor to function properly,

in this case it uses copper ions (Cu2+) as an inorganic cofactor. Cofactors may be of organic or inor-

ganic nature, the first are typically smaller non-protein molecules that help carryout reactions that are

impossible for the enzyme to carry out by itself and are referred to as co-enzymes Prominent examples

of these molecules are nicotinamide adenine dinucleotide (NADH), flavin adenine dinucleotide (FADH)

and quinone. The second type of cofactors are typically metallic ions, most common metallic cofactors

include iron, copper, manganese and zinc.

As most biomolecules, enzymes also posses optimal pH and temperature values with their activity

dropping dramatically if the working conditions are out of their optimal range. The reason behind this

loss in activity is due to denaturation of the protein which changes the conformation of the active site

that limits the capability of the enzyme to bind its substrate. These specific requirements make it difficult

to have sequential enzymatic reactions with very different optimal working conditions. [189]

Modeling and quantifying enzymatic reactions

As I referred before, enzyme activity consists on lowering the activation energy required for the reaction

to take place, however to plan out and model complex reaction sequences its important to understand

how to quantify this enzymatic activities.

The main unit of measure are enzymatic units (U), a U is defined as the amount of enzyme that
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catalyzes the conversion of 1 µmole of substrate per minute. Another unit that can be used is the katal

which is the amount of enzyme that converts 1 mole of substrate per second. [189]

To be able to model a enzymatic process it is important to understand the kinetics behind the en-

zymes that are being used. For reactions that possess a single substrate the reaction kinetics fall under

the Michaelis-Menten model (however there are exception such as catalase activity). Under this ki-

netic model there are two steps, a binding step between substrate and enzyme which give origin to a

substrate-enzyme complex, followed by a reaction step where the product is formed. Since the reaction

speed depends on the amount of binding sites available the reaction rate does not scale in a linear fash-

ion with the concentration of available substrate. The reaction rate can be predicted according to the

Michaelis-Menten equation as seen bellow and has a typical profile as the one presented in Figure 6.3.

[189]

v =
dP

dt
= −dS

dt
=
Vmax × [S]

KM × [S]
(6.1)

Figure 6.3: Reaction rate vs substrate concentration under Michaelis-Menten kinetics, adapted from
[191]

In Equation 6.1 v represents the reaction rate, Vmax is the maximum rate achieved when the system

is saturated and KM is the concentration at which half of the maximum reaction rate is achieved. As

seen in Figure 6.3 reactions that follow this kinetic model saturate at high concentrations, this is due to

the existence of more substrate molecules than actual binding sites for said molecules.

In some cases enzymes may need two substrates to function, when this happens the kinetic behavior

will not always fall under the Michaelis-Menten model. Depending on how the substrates bind to the

enzyme the reaction can follow a ternary-complex mechanism or a ping-pong mechanism. [189]

In the first case, both substrates bind to the enzyme simultaneously in order to form a enzymatic

complex, the order at which the substrates bind to the enzyme can be random or sequential. After

binding, the reaction occurs and two products are released from the enzymatic complex. A prominent
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example of a ternary-complex mechanism is the reaction carried out by DNA polymerase. In the case

of the ping-pong mechanism, the enzyme will change its conformation after the first substrate is bound

to it. After the reaction takes place and the product is released, the enzyme will maintain its altered

conformation and now be able to bind the second substrate. When the second reaction is concluded,

the enzyme will be restored to its initial conformation.

Besides the aforementioned kinetic models there are others that will not be discussed here such

as Pre-steady-state kinetics and Non-Michaelis-Menten kinetics, however these are also relevant for

enzymatic analysis and modeling. [189]

Enzyme inhibition

Besides enzyme denaturation that was briefly reported before, enzymes may also be reversibly inhibited

which also leads to a decrease in enzyme activity. This inhibition can be divided into 4 groups, com-

petitive inhibition, non-competitive inhibition, anti-competitive inhibition and substrate induced

inhibition. [189]

Competitive inhibition is the reversal bonding of a substrate to the active center of the enzyme, this

connection blocks the connection between the true substrate and the enzyme. When both substrate

and inhibitor are present in the medium with the enzyme, they will both compete for the active center

of the enzyme, effectively decreasing the activity of the enzyme solution. In contrast, in uncompetitive

enzymatic inhibition, the inhibitor does not bind to the enzyme active center, however it will bind to

another region of the enzyme, compromising its function. In these cases the inhibitor will bind to both

the free enzyme and the enzyme-substrate complex. When the inhibitor binds solely to the enzyme-

substrate complex the inhibition is classified as anti-competitive. The last inhibition mechanism is of a

different nature then the previously described. Typically when the substrate concentration is increased,

enzyme activity is increased due to the shift of the reaction in the direction of the products, however

when the substrate concentration is increased above a certain threshold, a threshold that depends on

the enzyme that is being studied; this activity will decrease instead. This decrease of speed is due to

the formation of enzyme-substrate-substrate complexes which become inactive and thus, decreasing

the overall activity of the solution. [189, 192]

Enzyme immobilization

When considering the production of a biological commodity the first equipment that comes to mind are

bioreactors, these can have different configurations and modes of operations. However the use of en-

zymes in bioreactors present a problem, not only when these equipments are operated in a continuous

regime due to the permanent output of the reaction medium, but also due to their instability when re-

moved from their natural environment. [193]

Enzyme immobilization, as the name indicates, is the binding of the enzyme to a surface. This binding

to a support serves different purposes, such as, preventing wash-out of the enzyme, protection from

denaturation processes, increase of surface area and therefore enzyme concentration in the reaction
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medium, to name a few. Immobilized enzymes can be used in different modes of operation and tend to

be simpler to implement in continuous processes than their free counter parts.

Enzyme immobilization can be achieved through different means with the simplest being the physical

adsorption to a solid substrate such as glass or ceramic, this immobilization is maintained through weak

interactions such as van der Waals or electrostatic forces. This type of immobilization can be improved

by functionalizing the surface with different chemical groups, such as hydrophobic or ionic species, to

the surface of the support and thus increasing the adhesion of the enzymes to the substrate, due to the

creation of covalent and/or ionic bonds. [194]

Aside from this, other methods have emerged which allow for the complete protection of the enzyme,

such as entrapment. As the name suggests, the enzyme is completely trapped in a mesh which is dense

enough to prevent the enzyme from escaping, however is porous enough to allow for the movement of

both the substrate and products of reaction.

Besides theses techniques, there are less used methods such as metal binding where transition

metals such as zirconium and titanium are used to improve the adhesion of the enzymes to the support;

and the formation of disulfide bonds through the very established thiol chemistry which create covalent

bonds which are easily disrupted using a suitable agent such as dithiothreitol (DTT). [195]

6.2 Whole Cell Catalysts

It is well known the ability of exploiting microorganisms such as bacteria and yeast in order to produce a

desired chemical commodity, which has only been expanded upon with the advent of DNA recombination

technology. [196, 197]

Whole cells can be used in fermentation processes such as the production of dopamine using glyc-

erol as a carbon source [198] or insulin production from glucose [199]. In a fermentation process, the

cells will produce the desired product as a consequence of their metabolism using the growth substrates

as the base of the process. [200] A similar approach is whole cell catalysis, where the cell growth and

product synthesis are distinct phases in the process. The cells will be grown in order to produce the

necessary enzymes to then catalyze a precursor to the desired product. [201]

Whole cell catalysis presents several advantages over the use of isolated enzymes, such as the cost

basis of the catalyst. Biomass in general is easy and cheap to obtain when compared to the hassle

behind enzyme production, where the same biomass production step is present in addition to a series

of downstream processing operations. Previous estimates place enzyme production at a 10x higher

price point for the catalyst, then whole cell catalysis. [202] Due to the enzymes being in their natural

environment (inside the cell), longevity tends to be higher in the case of whole cell catalysis, this is due

to the cell providing an environment which prevents protein unfolding and denaturation. [203] The use

of whole cells also allows for unconventional medium to be used as opposed to pure enzymes, such as

organic solvents and ionic liquids. [204, 205]

No process can go without some disadvantages, in the case of whole cell catalysis, I believe that

the two major disadvantages are mass transport restrictions imposed by the presence of the cellular
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membrane and the increased difficulty of the DSP steps,not only due to the presence of cell debris but

also the presence of secondary metabolites that are a result of the cell metabolism. [206–208]

6.3 Optimization of a Biocatalytic Process

Most (bio)chemical commodities today are produced using a biological approach, either by fermentation

or by enzymatic synthesis. These goods range from pharmaceutical compounds to everyday commodi-

ties such as cosmetics, cleaning products and alcoholic beverages. [209–211] Enzymatic synthesis or

biocatalysis is widely used for the production of relevant molecules such as steroids [212] and other

pharmaceutical compounds. [209, 213, 214] This leads to a need to reduce the cost of the production of

these compounds as well as the development of efficient screening systems for process optimization.

Optimization of a biocatalytic process can be split into three main steps catalyst selection, process

conditions optimization and correct scale-up/scale-out of the process. In the following sections I will

discuss the different approaches to these steps and how microfluidic based systems can play a role in

each one of them.

6.3.1 Catalyst Selection

Catalyst selection is the first step to design a novel biocatalytic production scheme. The three main

methods of performing this selection are i) brute force screening, often using samples of sea water or

soil to identify novel enzymes appropriate for a given reaction [215–217]; ii) directed-evolution where

cells are given random mutations to produce variants of a given target which is then selected through

some form of screening; iii) in silico design, to produce tailored made enzymes with specific features.

Brute Force Screening

The oldest and more commonly used method for catalyst isolation is to truly brute force screen a soil or

sea water sample to attempt to identify useful catalysts.

The work flow of this approach is to initially take a given sample and retrieve the microorganisms

present there such as bacteria and microalgae. These are then placed typically on a solid culture plate

with a general medium. The issue with this approach is the amount of different media that have to be

used to culture all types of organisms presented in the sample, as they will require different carbon

sources, inhibit each other or have different temperature necessities. [218, 219]

Colonies are then separated according to morphology and their ability of performing the desired

transformation of the substrate is tested. This is usually confirmed with some form of chromatography

analysis or by using a colorimetric reaction as the base of the transformation. [220, 221]

At this point the best candidates are chosen and their genome is sequenced and proteomics studies

are performed. This will allow to identify the the organisms species and strain, as well as to identify the

composition of the desired enzyme, making way to an initial isolation process from, for example, the cell
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lysate. During this entire process extreme care has to be given to not denature or inactivate the target

enzyme. [222, 223]

An alternative to this method is the use of metagenomic analysis of the sample as a whole in order

to determine what protein sequences are presented, however these types of analysis tend to be time

consuming. [224]

Microfluidic systems, more specifically droplet microfluidics can and have been used in the context

of this approach towards enzyme identification. By allowing the separation of single cells, placing each

cell in its individual vessel (droplet), one can perform high throughput testing of the catalytic activity of

a given cell, if the reaction is colorimetric in nature for example, followed by the retrieval of said cell, or

performing single-cell sequencing on chip. [225–227]

In Silico Design

A completely opposite approach to the brute force method described previously is the use of compu-

tational power to design new enzymes. These can be completely new or consists of minor tweaks to

improve the stability of a known enzyme. [228, 229]

These methods rely on a very extensive knowledge of protein functional groups as well as 3D folding

patterns and require extremely high computational power to employ. In present times although there is

a substantial amount of work done this way, I believe we are still to see this approach to dominate over

more traditional approaches. Nevertheless, within this strategy, microfluidic systems can still play a role

as an aid of the process. Once the ideal candidate proteins have been designed and produced, one

can use a microfluidic platform to perform the screening for the ideal protein structure as well as the

screening of potential substrates and inhibitors. [230]

Directed Evolution of Enzymes

One of the upcoming methods for protein identification and isolation is directed evolution. This method

can be viewed as a middle ground between the aforementioned methods.

In directed evolution one will generate a random genomic library, translate the library to an enzyme

bank and check the efficiency for each generated enzyme. By using random mutations of DNA, through

error prone PCR or random mutagenesis, one does not need the degree of information concerning

the enzyme structure that is needed for in silico design, nor the ability to culture unknown organisms

required for brute force screening, relying on the best of both worlds. [231–233]

For this approach, the role of microfluidics is very similar to that in the case of screening from environ-

mental samples. Taking advantage of the high throughput capabilities provided by droplet microfluidic

systems, and the ability to create nL sized ”reactors” each containing one version of the enzyme, the

screening of the randomly generated enzymes can be done very quickly. [234, 235]
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6.3.2 Process Optimization

Once the ideal enzyme has been obtained, one now has to optimize the working conditions for said

enzyme. At a glance, parameters such as temperature and pH are obvious as they impact directly

the conformation of the enzyme, thus having an effect on the enzymatic activity. Other less intuitive

parameters include the ratio between enzyme and substrate to avoid inhibitory effects, while maintaining

high enzymatic yield; product removal is an important consideration for the same motives. If the enzyme

requires a co-factor to function properly the process may need co-factor regeneration. The speed of

the enzymatic conversion is also particularly important, in order to feed the system with an appropriate

contact time between enzyme and substrate, this is particularly important in cascade systems where

enzymes have very different kinetic properties. [236, 237]

To properly evaluate and enzymatic process, there are some figures of merit that can be used. The

substrate yield, which is the percentage of substrate consumed is the more obvious one, however this

has to be brought into context taking into consideration the amount of enzyme used. By using the

biocatalyst yield, which is the amount of product per amount of enzyme used, one can take into account

the loading of the system. Another important metric is the space time yield, which corresponds to the

amount of product output per time and volume output. By taking all these numbers into consideration,

one can better evaluate the optimization process for a given reaction.

Microfluidic devices present themselves as prime candidates for high throughput screening of enzy-

matic process conditions due to the high degree of control over the physical state of the reaction mix as

well as, the ease of sensor integration. [194, 238]

Other miniaturized systems such as 96-well plates and capillary tubes are also used in biocatalysis

development and have both advantages (ease of use) and disadvantages (lack of control) over micro-

fabricated chips, however they will not be discussed here, as they are not the focal point of this thesis.

[239, 240]

To Immobilize or Not to Immobilize?

There are extensive reports on the use of microfluidic devices for enzymatic process optimization. Some

of these refer to the use of free enzymes in solution such as the case of soybean oil hydrolysis using

Thermomyces lanuginosus lipase. [241] Another example if the modular system presented by O’Sullivan

et al., where they assess the kinetic parameters of the enzyme in the first module and separate the

catalyst from the product in the second module. [242]

This type of approach suffers from the same drawbacks of its macroscale counter-part, which is the

use of high quantities of the enzymatic catalyst and low enzyme stability, thus the approaches are less

prevalent than the use of immobilized enzyme systems.

As discussed previously, there are several strategies for enzymatic immobilization this holds true and

is expanded upon in the case of microfluidic systems, as the microreactor itself is now a viable target

for an immobilization surface. Examples of this type of work include the integration of glucose-oxidase

functionalized SU-8 micropillars; [243] the inclusion of pL pores in a silicon structure for horse radish
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peroxidase (HRP) based fluorescence generation; [244] or the 3D printed devices presented by Peris et

al.. [245] These approaches are limited to using the surface of the microreactors as an active surface,

this not only reduces the potential volumetric activity of the device, but as well as increasing the average

distance traveled by the substrate to reach the enzyme. The increased distance in addition to the lack of

turbulence presented in microfluidic devices limit the mass transport of theses systems and their overall

output.

One solution to increase the enzyme content within a microbioreactor is the use of solid carriers in a

similar fashion to packed-bed reactors used at the microscale. These are by far the most common type of

microfluidic bioreactors found in the literature, where the solid support is some form of nanoporous bead.

These can be silica [98], polyethylenimine (PEI) [246] or even gold based [247] and are used to place the

enzyme at the surface of the carrier (which includes the pore walls) either through adsorption or through

covalent bonds. When using these types of system, stability of the enzyme is increased however, in the

case of adsorption washout is still a possibility. Care also has to be given to the possibility of the reaction

product being adsorbed to the carrier, which results in misleading results for enzyme productivity.

An alternative method to these types of carriers, as mentioned before is the use of polymers to en-

capsulate the enzymes. While increasing mass transport limitations, the stability of the enzyme tends to

be severely increased, leading to longer production runs. Examples of works performed at the microflu-

idic scale are the the use of silicon based materials [248] and alginate [249] for the encapsulation.

Other examples of immobilization strategies are similar to their macroscale counterparts and include

for instance, polymer based monoliths [250], magnetic particles [251] and membrane reactors [252].

6.3.3 Process Upscale

Once the catalyst has been chosen and the process parameters defined, one can now proceed to

increase the scale of the process to fit the production needs necessary. This poses an issue, as a large

number of pilot scale and industrial scale reactors function differently to bench-top systems both in terms

of mass and heat transport.

Typically the upscale of a bench-top process will revolve on trying to maintain basic parameters

constant between the bench-top scale reactor and the pilot-scale. This is insufficient for a successful

process upscale, where a finer understanding of mass and heat transfer of the system is required, as

will be discussed later in the results section.

Due to their capability of high throughput screening of process conditions and catalysts, in addition

to the excellent control over local conditions within the device, microfluidics have, in my opinion, a huge

opportunity to become staples in bioprocess development.

Although most reports in the literature mention the usefulness of the microfluidic systems for process

screening in enzymatic reactors, very few actually proceed to increase the scale in order to benchmark

the results obtained. [253] Some previous reports exist on the upscale of chemical reactions [254] as

well as some fermentation processes,[57], [255] however there are very few reports on the upscale

from microfluidics to bench-top scales or higher for enzymatic reactions. This lack of demonstrations of
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successful upscaling of microfluidic systems is part of the motivation of the presented work, where we

aim to demonstrate the upscale of packed-bed systems for enzymatic synthesis.
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Chapter 7

Cascade Synthesis of L-DOPA and

Dopamine

Dopamine and its precursor levodopa (L-DOPA) are two important signaling molecules in the human

organism, playing roles as neurotransmitters and, in the case of dopamine, a major signaling molecule

in the brain reward system. An imbalance of these molecules can cause several types of neurological

disorders such as Parkinson’s disease. L-DOPA is used as a drug in order to increase dopamine pro-

duction in Parkinson’s disease. Dopamine is not used in the treatment of these types of diseases due to

its inability to cross the brain-blood barrier, however it is used in the treatment of low blood pressure and

cardiac arrest. Both molecules can be produced enzymatically using tyrosine as a substrate and were

chosen as a model for this work due to their clinical relevance.

Throughout this chapter we will show that is possible to produce not only L-DOPA and dopamine

individually using a microfluidic system, but that it is possible to perform the cascade reaction necessary

to convert tyrosine into dopamine.

7.1 Reagents

Stock solutions of Tyrosine (2 mM), Ascorbic Acid (1 mM), Levodopa (L-DOPA) (1 mM) and Dopamine

(1 mM) were prepared in phosphate buffered saline (PBS), while a stock solution of sodium hydroxide (1

M) was prepared using Milli-Q water. All these reagents were acquired from Sigma-Aldrich. To produce

L-DOPA, Tyrosinase from mushroom was purchased from Sigma-Aldrich, and a stock solution of 2 g/L

was prepared, while the DOPA Decarboxylase used for the Dopamine synthesis was purchased from

Antibodies-Online and kept at a concentration of 1 mg/mL in PBS. Substrate solutions were prepared

fresh for each experiment from the aforementioned stocks, where oxygen content of the solutions was

determined to be 160.5 µM using an oxygen probe (ElectroLab).
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7.2 Reaction Pathway

The use of tyrosinase as a catalyst to produce L-DOPA and as an initial step towards the production of

dopamine poses a challenge. On the one hand, the enzyme is cheap enough to be a viable industrial

catalyst [256], but on the other, the lack of specificity towards phenolic compounds other than tyrosine

limits its own efficiency as can be seen in Figure 7.1.

Figure 7.1: L-DOPA and dopamine reaction pathway using tyrosine as a substrate. Tyrosinase plays
a part in several of the reactions that take place, which eventually culminate with the production of
melanin. Ascorbic acid is added to the reaction as the reducing agent of choice. DOPA-decarboxylase
is than used to convert the produced L-DOPA into dopamine, with the release of CO2.

Tyrosinase participates in several oxidation reactions up until the production of melanin, hence there

is a need to add a reducing agent to the reaction medium to avoid further oxidation of L-DOPA.[257]

Ascorbic acid was chosen as the reducing agent as it does not produce a toxic by-product and does not

appear to interfere with the enzymatic activity of the DOPA-decarboxylase needed for the second step

of the reaction.

The second step of the reaction is the decarboxylation of L-DOPA into dopamine using DOPA-

decarboxylase. Working conditions for these enzymes (pH and temperature) are very similar, thus there

is no need for complex buffer exchanges or heating strategies to keep both reactions functioning in

sequence. [258]

7.3 Product Detection

Detection Protocol

Before proceeding to attempt to produce these molecules, it is necessary to have a robust detection

method for both products of reaction. Hormozi-Nezhad et. al developed a facile method for L-DOPA
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detection based on the synthesis of polylevodopa nanoparticle production. [259]

Under alkaline conditions, L-DOPA is oxidized to quinone and eventually to dopachrome (similar to

Figure 7.1). Dopachrome then has the ability to polymerize with itself forming nanoscale structures

through covalent attachment and aggregation. [260] These nanoparticles display fluorescent properties

as demonstrated in Figure 7.2.

Figure 7.2: Normalized fluorescence spectrum obtained for a mixture of 100 µM of L-DOPA and 1M of
NaOH prepared as a 1:5 mixture (V:V) and a reaction time of 10 min. The excitation light used was at
λ= 340 nm.

The next step was to check the sensitivity of the detection method as described by Hormozi-Nezhad

et. al. [259] To do this, several known concentrations of L-DOPA were prepared in PBS and mixed with a

1 M solution of NaOH. The fluorescence emission of the solution was then measured at λEmission = 419

nm while exciting the solution using λExcitation = 340 nm. These measurements were performed in a

96-well plate using a Cary Eclipse Fluorescence Spectrophotometer, and the subsequent concentration

curve is presented below.
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Figure 7.3: Fluorescent signal obtained using the described detection protocol as a function of the
concentration of L-DOPA in solution. LOD was defined as 3.29xσ of the blank measurement while the
limit of quantification (LOQ) was defined as 10xσ of the blank measurement.

The measurement was performed after 10 and 15 minutes to check if the reaction was completed

in this time frame, as well as to check the stability of the particles within a time frame suitable for a

detection protocol.

With these initial detection experiments the MSc. student I mentored, Cristiana Domingues, was

capable of starting to miniaturize the assay. This miniaturization would allow us to perform the detection

experiments at the INESC-MN facilities as quick as the samples were retrieved, avoiding the degradation

of the product due to contact with oxygen. Although not having concrete data for the oxidation speed,

we know that L-DOPA solutions (C= 100 µM) were completely oxidized when kept overnight in the fridge

(going from transparent to black in color). Besides this, the miniaturization of the assay would make it

an easier transition if we decided to include on-chip detection of L-DOPA.

For the microfluidic assay, we decided to use microbeads typically used in chromatography proce-

dures due to the low signal exhibited by the nanoparticles in solution. By capturing the nanoparticles we

effectively concentrating them in a smaller volume, thus increasing the fluorescent signal per concen-

tration of injected nanoparticles. These microbeads were packed into a microchamber with a length of

1500 µm, width of 1000µm and a height of 100 µm.

In order to choose the appropriate microbeads, the zeta potential of the nanoparticles were mea-

sured, which indicated that the were more likely to be negatively charged. However we had no con-

crete information about the hydrophobicity of the nanoparticles. With this in mind, an assortment of

microbeads were used in an initial screening assay, consisting in flowing a solution of 100 µM of L-

DOPA with NaOH as described previously and measure the fluorescence signal after 10 min. These
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initial screeing results are presented in Figure 7.4.

Figure 7.4: Results obtained for the initial microbead screening for different viable microbead options.
The micrographs labeled autofluorescence are the initial fluorescent signal of the beads prior to any
nanoparticle solution, while the bottom micrographs are the results of 10 min of flowing a solution of
pure L-DOPA which was polymerized using NaOH at a flow rate of 1 µL/min. The micrographs presented
here were acquired using a Leica microscope with a DAPI filter.

From Figure 7.4, the most viable candidates appear to be the Q-Sepharose, which are agarose

beads functionalized with a quaternary amine; HEA HyperCel, which is a cellulose bead functionalized

with a secondary amine and an aliphatic chain for multimodal interaction; and the DEAE Sepharose

beads, which are agarose beads functionalized with diethylaminoethyl (a weak anionic exchange group).

These three microbeads were re-tested, however instead of an end-point measurement, micrographs

were acquired over time, in order to better understand the kinetics of the adsorption. These results are

presented in Figure 7.5. It is important to note that at this point, due to logistical reasons, we had to

move from working with the Leica (DMLM, Leica) to the Olympus microscope (CKX41, Olympus) , which

not only has a weaker fluorescent lamp (50 W vs 100 W) but also has different fluorescent filters.

Figure 7.5: Comparison of fluorescence signal increase between Q-Sepharose, DEAE-Sepharose and
HEA HyperCel beads, using 100 µM of L-DOPA, n=3.

In Figure 7.5, it is possible to observe that the fluorescent signal is the highest for the Q-Sepharose
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microbeads, as well as that the signal plateau is reached after 6 minutes of flowing the nanoparticle

solution. This led us to fix the detection time for the assay to be 6 minutes.

Going back to Figure 7.1, we can recall that ascorbic acid was chosen as the reducing agent for the

production of L-DOPA. Screening assays were performed to check for any interference of the ascorbic

acid on the detection method. This was done by fixing the concentration of L-DOPA at 100 µM and the

concentration of NaOH at 1M while increasing the concentration of ascorbic acid present in the solution.

These results are presented in Figure 7.6.

Figure 7.6: Results obtained for the study of the interference of ascorbic acid on the detection method
for L-DOPA. n=1.

In Figure 7.6, it is possible to see that when ascorbic acid is added to the reaction, the fluorescent

signal for the same concentration of L-DOPA drops immediately. When a concentration above 200 µM

is used, that signal drops close to 0. It is not clear what is happening to the reaction, the initial thought is

that the ascorbic acid is reacting with the NaOH, forming an ascorbate salt, however there is not enough

ascorbic acid to fully consume the NaOH molecules present in the mix. There can be some inhibition

effect by the aforementioned ascorbate, however we decided to proceed to work at a maximum of 200

µM of ascorbic acid in our system.

With these results in mind, calibration curves for known amounts of L-DOPA with 0, 100 and 200 µM

of ascorbic acid were determined. These three curves were used to take into account the consumption

of ascorbic acid in the reaction process, with the results presented in the detection section being an

average of the result obtained with the most reasonable curve. For example in a system where 100

µM of ascorbic acid was used, the results obtained are the average of the 0 muM and 100 µM curves.
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These calibration curves as well as the general detection schematic are presented in Figure 7.7.

Figure 7.7: Schematic representation of the experimental method for L-DOPA quantification (A). The
sample under analysis (S.U.A) is collected in intervals of 10 min and is mixed with NaOH at a 1:5 ratio.
In the microreactors (left on (A)) the functionalized microbeads are packed through the side inlet (Blue
arrow), which is then sealed off. The reaction medium is then injected in the primary inlet (Green arrow)
and retrieved at the outlet (Red Arrow). The resulting solution is then injected into a microfluidic column
packed with Q-Sepharose beads (detection chamber, right on (A)) for nanoparticle capture and flores-
cence monitoring. Here the beads are packed into the chamber through the lateral inlet (Blue arrow),
while the sample is injected at the primary inlet (Green arrow) and collected at the outlet (Red arrow).
Once the polymerization reaction is complete and the nanoparticles captured, L-DOPA is detected us-
ing an excitation in the UV (λ= 365 nm) and detection using a blue filter (λ= 420 nm) (B). The resulting
calibration curve for the detection of L-DOPA is presented, n=3. (C) The contrast of the presented
micrographs have been enhanced for visualization purposes.

Figure 7.7-A, presents the work flow of the production experiments, where the sample is retrieved

from the reactor outlet, mixed with the NaOH solution and injected in a new chamber packed with the

appropriate microbeads for product detection. The fluorescent signal (Figure 7.7-B) in monitored for

6 min. The slope of the increase in signal is the metric used for the detection protocol as seen in

Figure 7.7-C.

For the detection of Dopamine, the same polymerization assay was tested, initially with just pure

Dopamine in solution and also using a mixture of 100 µM of Dopamine and 100 µM of L-DOPA. The

results obtained (data not shown) were very low fluorescent values, which were consistently overshad-

owed by the presence of L-DOPA (for the same concentration of both molecules, Dopamine presented

less than 10% of the signal of L-DOPA). Due to these results, the detection method chosen for Dopamine

was to determine the reduction of L-DOPA.
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Image Analysis

The fluorescent micrographs obtained were than processed using the open software Image J. Figure 7.8

depicts the image treatment method, despite obtaining a very high blue background, by splitting the color

channels of the micrograph and monitoring the Green channel, it is possible to obtain a better signal to

noise ratio then when the full image is considered. This is due to the fact that despite the peak emission

(λmax= 420 nm) corresponding to a RGB code of (106,0,255), which is in its majority blue, the emission

spectrum presented in Figure 7.2 shows us that the nanoparticles formed have a high emission up until

λ= 500 nm, which is a transition from the previous RGB code to (0,255,146). This means that most of

the wavelengths captured by the microscope will have a high G-channel component as demonstrated by

Figure 7.8.

Figure 7.8: Experimental Image analysis method. By splitting the RGB color channels a better sig-
nal to ratio is obtained, especially for low concentrations of L-DOPA. Image contrast was improved for
visualization purposes.

7.4 L-DOPA and Dopamine Production Optimization at the Microscale

Enzyme Immobilization and Stability

Silica beads, with an average diameter of 50 µm (97728-U Supelco Analytical (Bellefonte, PA)), func-

tionalized in-house with a primary amine by silanization, were used to electrostatically bind both the

tyrosinase and the DOPA-decarboxylase. Enzyme stock solutions were left overnight at room tem-

perature with equal parts (v/v) of a suspension of the functionalized beads. The silica beads were

functionalized by exposing them to an oxygen plasma and incubating them in a solution of 2% (v/v) of
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(3-aminopropyl)triethoxysilane (Sigma-Aldrich) in HPLC grade acetone, under constant mixing for 3h.

The beads were than washed and stored in MilliQ-water. [261]

The enzyme immobilization was always performed on the day before the start of the experiment.

Given the immobilization protocol, the enzyme will adsorb to the surface of the microbeads as well as to

the pore walls.

Immobilization of total protein was measured using the Bradford method, producing a yield of 53%

(m/m) in the case of tyrosinase and 100% (m/m) in the case of DOPA-decarboxylase (calibration curves

for both proteins are presented in the Supplementary Information). Immobilization yield based on activity

measurements (Equation 7.1) resulted in an immobilization yield of 69% (U/U) for tyrosinase and 100%

(U/U) for DOPA-decarboxylase. Efficiency of the immobilization (observed activity/immobilized activity,

Equation 7.2) was determined to be 170% for tyrosinase and 33% for DOPA-decarboxylase. Although

uncommon, it is possible to obtain efficiencies of immobilization above 100%, this typically being at-

tributed to the support stabilizing the active center of the enzyme or preventing aggregation which could

impede the enzyme activity in solution. [262, 263]

Immobilization Y ield(%) = 100− ActivitySupernatant

ActivityEnzyme Stock
(7.1)

Immobilization Efficiency(%) =
ActivityImmobilized Enzyme

Immobilization Y ield×ActivityEnzyme Stock
(7.2)

In the case of tyrosine, longer time frames for the experiments were used as will be discussed in

further sections of this thesis. Due to this, the thermal stability of both the free and immobilized enzyme

were monitored for 48 h. This was done by maintaining both the free and the immobilized enzyme

in a hot bath (32.5 ◦C), with periodic samples being retrieved. The results obtained are presented in

Table 7.1.

Table 7.1: Data for thermal stability of immobilized and free tyrosinase.
Time (h) Immobilized Enzyme Activity (U/µL) Free Enzyme Activity (U/µL)

0 0.175 ± 0.078 0.133±0.010
1.5 0.222±0.065 0.131±0.014
3 0.173±0.029 0.118±0.011

4.5 0.180±0.015 0.143±0.014
6 0.175±0.009 0.137±0.012
24 0.191±0.049 0.136±0.015
36 0.121±0.001 0.111±0.013
48 0.076±0.00 0.168±0.012

For the thermal stability of tyrosinase, no activity loss was seen in the initial 24 h, however there was

a drop in activity of 35% in the time frame between 24 and 36 h and an additional drop in activity of

37.5% between 36 and 48 h. In the case of DOPA-decarboxylase this was not attempted as there is no

loss of activity to be registered within the time frame of the microfluidic experiments.
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L-DOPA Process Conditions Optimization

For the optimization of the reaction conditions, the main parameters of interest include temperature, pH,

flowrate, residence time and substrate concentration. For tyrosinase and DOPA-decarboxylase activity,

reported optimal values of temperature is approximately 30◦C and pH between 6 and 8. [264] With

this in mind, temperature and pH were maintained at 32.5◦C and 7, respectively. For the production

of L-DOPA, oxygen is necessary as an oxidant, the oxygen content was determined to be 160.5 µM,

which prevents reaction limitation on this end. Optimization experiments focused on the variables flow

rate, substrate ratio in the reaction medium and reactor geometry. The metric used for the optimization

of the microreactor was the yield (%) defined as the concentration of L-DOPA/dopamine divided by the

concentration of the respective substrate being injected into the system. The results are summarized in

Figure 7.9.

Figure 7.9: Optimization experiments to produce L-DOPA using 100 µM of tyrosine as a substrate.
Flowrate (A, n=3), reducing agent concentration (B, n=3) and reactor geometry (C, n=3) were studied.
For the flowrate studies the concentration of ascorbic acid was kept at 200 µM, while the flowrate (Q)
was kept at 1 µL/min for the reducing agent studies. Using the optimal conditions of 1 µL/min 100 µM of
ascorbic acid, both reactor geometries were checked for long term viability (D, n=4)

For these optimization experiments, two reactor geometries were considered, the “Long Reactor ”,

which has LBead Chamber= 1 cm, H = 100 µm and W= 1 mm, while the “Short Reactor ” differs only by

having a LBead Chamber= 1.5 mm, obtaining volumes of 978.5 nL and 128.5 nL respectively. The average
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voidage of the reactors was determined to be 0.45, resulting in a dry weight of the microbeads of 187

µg and 1426 µg for the Short and the Long reactors, respectively. The amount of tyrosinase per bead

was determined to be 6.03 µgTyrosinase/mgBead, resulting in a volumetric activity of 0.186 U/µL and an

amount of tyrosinase of 1.1 µg in the Short Reactor and 8.6 µg in the Long Reactor.

Figure 7.9-A shows that the working flowrate has a significant impact on the initial moments of the

reaction, but after 30 min the yield reaches a steady state which is independent of the flow rate. This

was not expected, as the lower flowrates increase the residence time inside the reactor, which should

increase the probability of the reaction reaching a post-L-DOPA stage due to the catecholase activity of

the enzyme. [257] However, it is possible that the changes in residence time are not sufficient to cause

a significant difference in the output of the reactor, or that enough of the reaction by-products have

accumulated on the bead surface that introduce some mass transfer limitations to the system. Based

on these results, a flowrate of 1 µL/min was chosen for the subsequent experiments. The impact of the

reducing agent, ascorbic acid, in the medium was studied next (Figure 7.9-B).

Figure 7.9-B shows that in the absence of ascorbic acid, there is nearly no production of L-DOPA.

However, increasing the amount of ascorbic acid from 100 µM to 200 µM did not further improve the

yield. Intrigued by the lack of impact of the residence time on the yield of the microreactor, which was

attributed to there being multiple chances of the substrate encountering the enzyme throughout the

reactor length, we proceeded to test a shorter microreactor.

The yield of the shorter microreactor was compared to that of the longer version, and the results

are shown in Figure 7.9-C. It is possible to observe that the Short Reactor largely outperforms the Long

Reactor. This is attributed to the low residence time inside the Short Reactor and to the fact that each

substrate molecule will encounter less enzymes in the Short Reactor compared to its longer counterpart,

decreasing the possibility of side reactions and further product degradation.

The operational stability over longer periods of time is presented in Figure 7.9-D. It can be seen in

both types of microreactors that there is an initial loss of enzymatic activity in the system which wasn’t

registered in previous experiments which had a shorter time frame. As mentioned before, the thermal

stability was tested by keeping the immobilized and also free tyrosinase incubated at 32.5 ◦C for 48 h,

with no loss of activity registered in the initial 24 h, however with drops of activity after 36 and 48 h.

This loss in activity is most likely the reason for the drop in activity registered after the initial 24 h for

both reactors, however does not explain the loss registered in the initial 24 h time frame. This initial

loss of activity can be due to multiple reasons such as fouling of the reactor, preventing newer substrate

to reach the enzyme, as can be seen in Figure 7.10; the suicide nature of tyrosine as a substrate for

tyrosinase activity; [265, 266] or enzyme wash-out of the system due to poor interaction between the

beads and the enzyme. This last scenario was tested using the Bradford method, and no enzyme was

detected in the reactor outflow, as shown in the Supplementary Information, however there could had

been washout at concentrations not detectable using the Bradford assay.
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Figure 7.10: Byproduct accumulation at different scales. Initial moments when monitoring the experi-
ment using a microscope (A); overall look of the device after a long assay (B); comparison between the
original bead stock and the beads used for 8 h at the macroscale (C). The white substance above the
beads in C is the cotton used to prevent bead washout from the column.

Dopamine Process Conditions Optimization

To facilitate the integration of the dopamine production step with the L-DOPA step, similar conditions to

the ones used for L-DOPA production, namely the flow rate and reactor operation time, were tested. For

these experiments, pure L-DOPA was used as a substrate and the results are presented in Figure 7.11.

Due to the inability of direct detection of dopamine at this scale, the yield of the conversion of L-

DOPA to dopamine was indirectly determined through the consumption of L-DOPA in the system. With

that in mind, a control assay without DOPA-decarboxylase present was performed in order to consider

any L-DOPA loss due to adsorption to the beads or spontaneous oxidation, which was determined to

be between 5 and 10% of the initial amount of L-DOPA, as seen in Figure 7.11 in the “no Enzyme”

condition.

Overall the productivity of this system shows an average yield of 22%. Like in the case of L-DOPA

production in this range, the flowrate doesn’t have a significant impact on the system output. A flow rate

of 1 µL/min was chosen for subsequent experiments.
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Figure 7.11: Flow rate (Q) screening of the dopamine production using SiO2 microbeads functionalized
with DOPA-decarboxylase. A pure L-DOPA solution was used as a substrate and its consumption was
monitored using the described method.

Cascade Production

Once the optimization of the production of L-DOPA and dopamine were performed, the cascade reaction

was tested. The system comprising two sequential chambers is schematically shown in Figure 7.12-A.

The first chamber is packed with tyrosinase-functionalized beads, and the second chamber is packed

with DOPA-decarboxylase- functionalized beads. A small outlet between the two chambers allows re-

trieving samples for L-DOPA production assessment. A total of 4 systems were used simultaneously

for these experiments, where samples from the first column were retrieved from 2 of them, for L-DOPA

assessment (Figure 7.12-A), while the remaining structures, had this outlet sealed and were used for

dopamine determination at the outlet Figure 7.12-B).
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Figure 7.12: Sequential production of both L-DOPA and dopamine in a single integrated microfluidic
system. The reaction medium is injected at 1 µL/min and is composed of 100 µM of tyrosine and 100
µM of ascorbic acid. For the monitoring of L-DOPA production, the outlet is sealed off and the middle
outlet is used for sample retrieval (A). For the detection of dopamine, the middle outlet is sealed off and
the sample is collected at the outlet (B). Productivity for both reaction steps (C). n=2.

Figure 7.12-C shows that the dopamine yield is 70% in relation to the amount of L-DOPA that is

produced by the first stage, which is approximately 45 µM. This productivity is much higher than what

was registered when pure L-DOPA at 100 µM was used (Figure 7.11). This leads the authors to believe

that in the case of the experiments depicted in Figure 4, the DOPA-decarboxylase chamber is being

injected with higher concentrations of L-DOPA than it can convert. One hypothesis to improve the yield

would be to increase the protein content per bead by improving the immobilization protocol. The overall

yield of the combined system is approximately 30%.

The results demonstrate the feasibility of microfluidic packed-bed reactors, not only for single step

reactions but also for multistep reaction sequences. One could argue for the use of these types of mi-

croreactors for large scale production using complex scaling-out methods. However, the authors believe

that the best current use of these microreactors is for the screening of process conditions/enzymes.

However, even for screening applications, it is necessary to perform an adequate upscale of the system.

This topic is further discussed in the next chapter.
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Chapter 8

Scale-up of a Microfluidic Packed-Bed

Reactor

In order to correctly upscale a system, there are certain physical characteristics that should be main-

tained such as the aspect ratio of the system and flow and mass transport behavior. In order to maintain

mass/heat transport consistent in both systems, we first need to characterize the microfluidic system

by calculating the Reynolds number (RePacked Bed) and the Péclet number (Pe). In the case of the Pe,

two variants can be calculated, one that is dependent on the particles that make up the packed bed

(PeP ), the other relates to the axial dispersion throughout the length of the reactor (PeL). The method

of calculating these dimensionless numbers is presented below, where v is the liquid velocity and RP is

the particle radius. [16]

RePacked Bed =
2Rp × v × ρ
µ(1− ε)

(8.1)

1

PeP
=

0.7D

2Rp × v
+

ε

0.18 +Re0.59Packed Bed

(8.2)

PeL = PeP
L

2Rp
(8.3)

As a proof of concept, only the synthesis of L-DOPA was up scaled. Using Equation 8.1 through

Equation 8.3, the properties of the microfluidic system were calculated and the necessary working con-

ditions for the bench-scale system were determined.

Before reaching a viable bench-top system, two failed approaches were tested. The initial attempt

was a direct increase in all dimensions from the microfluidic structure. These devices were fabricated

using CNC milling and PMMA as a substrate and are presented in Figure 8.1.

The structure presented in showed some degree of success, however it wasn’t possible to flow the

liquid across the entirety of the channel due to the huge pressure drop throughout the length of the

packed-bed. This led to leakages both through the inlet and the side of the packed-bed.

The next attempt was to used a previously designed system described elsewhere and is presented

in Figure 8.2. [267] In this system, despite being able to flow liquids through it, it was not possible to
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Figure 8.1: First attempt at an upscale of the original devices. (A) The channel cavity is milled into a
PMMA substrate and screwed tightly to another PMMA substrate, with a 500 µm thick PDMS layer in
between acting as an ”o-ring” to avoid leakage. (B) Initial experiment to test the system by using silica
beads similar to the ones used in the enzymatic experiment to separate two colored components from a
commercial food coloring.

reach the necessary flowrates to replicate the mass transport conditions registered at the microscale

due to leakages at the tube level.

Figure 8.2: Device used for the second attempt at the up-scale of the enzymatic production of L-DOPA.

This led us to the final version of the upscaled device, the working conditions are summarized in

Table 8.1.

Table 8.1: Flow properties and resulting working flow rates for both micro and milliliter scale.
System Hydraulic Diameter (m) Voidage (ε) Flow rate (µL/min) RePacked Bed PeP PeL

Short (micro) 1.8x10−4 0.43 1
1.74x10−3 1.8x10−5

5.4x10−3

Long (micro) 3.6x10−2

Short (milliliter) 10−2 0.44 [268] 780 5.4x10−3

Long (milliliter) 3.6x10−2

As can be seen, it is possible to upscale packed-bed reactors while still maintaining the same flow

characteristics as the microfluidic system in terms of Pe and Re numbers due to the fact that the flow

behavior will be dominated by the bead packing instead of the reactor geometry, as would be the case

for plug flow reactors and tank reactors.
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The milliliter scale version of the bioreactor consists of a chromatography pre-column packed with

the functionalized beads. In order to prevent the washout of the beads through the reactor outlet, a

small piece of cotton was placed at the bottom of the bed, the height of the bed was fixed by using

an appropriate volume of beads. Production experiments were carried out for 8 h and compared to

their microscale counterparts, as shown in Figure 8.3. The yield of the Short reactor (Figure 8.3-C)

Figure 8.3: Milliliter scale production setup, consisting of an AKTA system for pumping, a hot bath,
substrate reservoir which is also in the bath and a collection flask (A). The beads are packed into a
stainless-steel pre-column (B). The experiment lasted for 8 h for both the Short reactor (C) and the Long
Reactor (D). For the milliliter scale experiments, n=2.

shows a good correlation at both scales, with similar losses of enzymatic activity being registered. This

activity loss is probably due to the accumulation of reaction by-products as mentioned previously. As for

the Long version of the reactor (Figure 8.3-D), the results obtained at the microscale match the results

obtained at the larger scale for the entire duration of the experiment. By looking at these results, it is

safe to say that by using a microfluidic system and maintaining similar mass transport conditions, it is

possible to accurately predict process outcome at the milliliter scale for packed-bed reactors.

The microreactor, as well as the milliliter reactor, were then compared in Table 8.2 to other enzy-

matic reactors reported in the literature, using the yield, as well as the space-time yield and biocatalyst

yield as figures of merit. While the system presented in this work has similar yield as other reports in

the literature, it has inferior performance when the space-time yield is accounted for, especially when

compared to a batch system. However, the system presented in this work shows comparable output or

even largely outperforms other continuous systems in terms of biocatalyst yield. It can also be seen in

Table 8.2 that the space-time yield and biocatalyst yield are very similar between the microscale and

milliliter approach within this work, further validating the microfluidic system as a useful screening tool
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for enzymatic reactions.

Table 8.2: Yield for the production of L-DOPA comparison to literature reports. yields marked with “*”
refer to the initial 8 h working period. The systems presented by other authors are all macroscale
systems.

System Yield
(%)

Space-Time Yield
(mgL−DOPA/(L.h))

Biocatalyst Yield
(mgL−DOPA/(mgTyr..h))

Total L-DOPA produced
(mg) Mode of Operation

Microscale
(Short)

12.2
(32.7*)

4.46x10−2

(0.806*)
131.2

(351.7*)
7.80x10−3

(3.10x10−3*)
Packed Bed
54 h (8 h)

Milliliter scale
(Short) 31.9 0.786 340.9 2.36 Packed Bed

8 h
Microscale

(Long)
15.7

(24.9*)
5.73x10−2

(0.606*)
21.6

(33.9*)
1.00x10−2

(2.33x10−3*)
Packed Bed
54 h (8 h)

Milliliter scale
(Long) 24.9 0.614 34.0 1.84 Packed Bed

8 h

Yang et al. [269] 53.0 209 1045 104.5 Batch Reactor
2 h

Yang et al. [269] 28.5 103 515 3.30 CSTR - Continuous
8 h

Yang et al. [269] 13.5 48.9 0.88 7.60 Packed Bed
36 h

Choi et al. [209] 44.1 5.54 0.55 1.99 Batch Reactor
36 h
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Chapter 9

Final Remarks - Bioprocess

Development at the Microscale

With this, we’ve reached the end of the bioprocess portion of my doctoral thesis. In this part of the

dissertation, I demonstrated the use of microfluidic structures to optimize not only production conditions

for enzymatic based processes, but also, if one thinks about it, an initial screening for chromatography

processes, by screening the most adequate microbeads to capture our reaction product.

Throughout this work a microfluidic approach to the optimization of biochemical enzymatic production

was demonstrated. We successfully demonstrated the use of microfluidic bioreactors for 2 single step

reactions, the generation of L-DOPA using tyrosine as a substrate and the production of dopamine using

L-DOPA. In addition, feasibility of using this type of system for a multi-step production scheme was

demonstrated by converting tyrosine into dopamine in a continuous mode in a two-chamber microfluidic

reactor. In all these reactions, the yields obtained were like those obtained by other macroscale works

reported in the literature.

This work also demonstrated the successful upscale of the system, obtaining similar results at both

the microscale and at milliliter scale to produce L-DOPA. Hopefully this demonstrates, once more, the

importance of understanding the process in terms of transport phenomena in order to successfully up-

scale a given process.

In terms of complexity, I believe that the most challenging aspect of this type of work is the correct

assessment of the reaction output, which will be entirely dependent on the detection method chosen,

which will depend on the product of reaction, which brings me to the topic of future work.

If time was infinite, the next step for this work was to develop a more universal detection method,

such as a miniaturized chromatography column coupled to UV detectors (which could be the thin-film

silicon photosensors discussed before). This would allow us to possibly detect not only L-DOPA and

dopamine, but in this case, possible also tyrosine and dopachrome to havea better assessment of the

reaction output.

Another aspect which is relevant is actual process control. In this work, for example, temperature

was maintained using a hotplate, however if integrated sensors were used we would have better knowl-
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edge regarding the state of the reactor, this addition of sensors and controlling units is not limited to

temperature and should be extended to, at least, pH and oxygen content.

Another interesting aspect of these microbioreactors which wasn’t studied is the possibility of using

them for production. As a thought experiment, let us assume that connecting the necessary tubing

to feed all these systems is a trivial matter. One could possibly have an array of several hundreds of

structures which would take up a very small footprint, and use them for instance, to produce necessary

compounds in remote regions.

To conclude, I believe that, even though microbioreactors are not the sole tool to be used in process

optimization, I think that they are a very powerful tool for initial assessment of process conditions such

as temperature and pH, but also aspects such as reactor geometry.
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Part IV

A Truly Portable Microfluidic System

for the Multiplexed Detection of Plant

Health
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Highlights

• This work presents a microfluidic device capable of a multiplexed detection of salicylic, azelaic and

jasmonic acids

• The device is coupled to thin-film photosensors for real time detection under 7 minutes

• The device was used to detect fungal infections caused by two different pathogens, B. cinerea and

E. necator, in two different grape cultivars, Trincadeira and Carignan

• Metabolite expression patterns per disease were identified and confirmed using gold standard

techniques

Roles and Colaborations

• In this portion of the work, I designed all assay geometries and necessary microfluidic chips, as

well as, the photosensors used. I also performed all the experimental procedures related to the

detection assays, as well as, the sample preparation assays. I also developed the electronics for

the initial version of the portable prototype as well as the controller programing for the necessary

operations to run the assays.

• Dr. Ana Margarida Fortes was responsible for providing the biological samples used and main-

taining the grape cultivars, both infected and healthy.

• Dr. Rui Pinto helped in developing the electronics of the final version of the portable prototype, as

well as, the initial programming of the GUI used.

• Dr. Teresa Esteves mentored my use of the HPLC equipment in order to benchmark the biosens-

ing assays developed here, as well as providing solutions to overcome challenges in this field.
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in grape cultivars” Under Peer Revision at Biosensors and Bioelectronics Journal.

• Brás, Eduardo JS, et al. ”A Versatile and Fully Integrated Hand-held Device for Microfluidic Based

Biosensing: A Case Study of Plant Health Biomarkers” Under Peer Revision at IEEE Sensors

Journal.

• Brás, Eduardo JS, et al. ”A Portable Microfluidic System for the Detection of Health Biomark-

ers in Grapes at the Point of Need.” 2019 20th International Conference on Solid-State Sensors,

Actuators and Microsystems & Eurosensors XXXIII. IEEE, 2019.

• Brás, Eduardo JS, et al. ”Microfluidic Device for the Point of Need Detection of a Pathogen Infection

Biomarker in Grapes.” Analyst 144.16 (2019): 4871-4879.
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Chapter 10

Microfluidic Biosensing for Precision

Agriculture Applications

In this section of the dissertation I will be discussing what was the main focus of my PhD, which was

the development of a portable system for the detection of three different plant metabolites which play

roles in plant immune responses. With a growing world population there is a need to provide quality

crops in order to feed the masses, however, even with the increased level of technology employed in the

Agricultural sector, there are still challenges that need to be addressed.

10.1 Climate Change and Fungal Infections

At the time of writing of this thesis, it is no secret that the planet faces a climate change crisis. Some of

the direct impacts, which include the melting of the polar caps, which raise sea water levels [270] as well

as, a diminished biodiversity in the animal kingdom [271] are very visible in social media and are used

as discussion focal points. Other cases is how the rising temperature will lead to increased propagation

of diseases such as Malaria and Ebola. [272] However, what is not as commonly discussed, is how our

entire food supply will be directly impacted with the change in weather patterns worldwide, indeed, the

pandemic which is called climate change does not only mean a reduced amount of beef in an attempt to

reduce carbon emissions, [273] but also that entire crop fields can be wiped out at a moments’ notice.

[274, 275]

Most reports will relate the effects of rising temperature and erratic precipitation patterns to crop

yield, however these two parameters do not show the whole picture. Parameters such as air humidity

and wind velocity are equally important has these impact plant growth and pollination. [276]

Not only will plant growth be affected due to the plant itself, but also there will be different growth

patterns for the microorganisms that live in proximity to the plants, some that are beneficial, such as

nitrogen fixating bacteria, [277] others are pathogenic to the plant such as the fungus Botrytis cinerea.

[278]

There is already an increased number of reports on the rise of atypical fungal infections amongst
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crops, these include higher infection rates caused by typical pathogens, as well as, the appearance of

uncommon fungal species. [279–281] Another cause for worry is the increased resistance to anti-fungal

treatment that these species present. [282]

It is estimated that currently around 30% of the crops worldwide are lost due to fungal infections of

the plants themselves or to post-crop spoilage due to poor storage strategies. [283] One approach to

tackle the issue is to develop quick and easy detection methods to diagnose fungal infections early in

the plant developmental cycle in order to avoid widespread propagation of the infections and allowing

farmers to take appropriate countermeasures. Early detection of the signs of infection are important in

order to allow farmers to act in order to avoid widespread propagation.

10.2 Precision Agriculture

What is Precision Agriculture?

Technological developments had always found their way into the agricultural industry such as the intro-

duction of mechanization and synthetic fertilizers brought by the industrial age and the use og genetic

engineering in the technology age. Now we are in the information age, so what capabilities can we now

introduce into the agricultural industry? The answer is precision agriculture (PA). [284]

A brief description of PA would be the local measurement and tailored action on the state of the

plants. This means the acquisition of information regarding soil nutrients, insect damage and also

pathogen presence. [285]

Ideally every single plant should be assessed, however that is not feasible from a pratical stand-point,

so reasonable sampling strategies have to be employed. [286]

In the following sections I will be discussing the different approaches to PA both for nutrient manage-

ment and pest/pathogen monitoring.

Satellite Based Technologies

The first technology that I will be discussing is the use of satellite imagery in crop evaluation. There

are several ways to implement this resource, with the first bing the monitoring of vegetation density and

color, which allow for the remote sensing of plant growth. [287, 288]

Another interesting application is the use of satellite imagery to determine water needs. [289] This

can be achieved by assessing the soil moisture level [290] or be measuring the water evaporation by the

plants themselves. [291]

Even though this approach is very useful for large area applications it comes at a cost. Satellite

imagery often suffers from a loss in space-time resolution, often having to sacrifice one for the other.

[292] One solution is the use, in tandem, with unmanned aerial vehicles (UAVs).
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Unmanned Aerial Vehicles

With the advent of commercial drones, it has been possible to introduce the use of these small UAVs into

the agricultural sector to different ends. These can be used in similar contexts as the satellite imagery

discussed before for crop growth control and water necessity assessment. [293] Besides this, it is also

possible to determine nitrogen concentrations, [294] as well as other nutrient needs similar to the satellite

technology. [295]

In addition to this, the use of UAVs have been used to determine not only the needs for pesticide/her-

bicide administration, but also the application of said pesticide, proving to be a truly remote controlling

tool and not only useful for monitoring. [296, 297]

Another curious use of drone technology was the use of high resolution imagery for the rapid pheno-

typing in a research farm. [298]

Ground Units

Despite the development of areal systems, most forms of monitoring crops are land based systems.

These range from infra-red sensors to monitor crop growth to soil quality sensors. [299, 300] Other

reports mention the use of unmanned terrestrial robots for soil measurement [301] and building complex

infrastructures based of the Internet of things paradigm. [302]

In this category I would also like to include sensors that require human action to employ at the

point-of-need, more specifically those used in pathogen detection.

For early detection of fungal infections in agricultural crops one must rely on biosensing assays and

efficient sampling strategies. Some groups have attempted to perform this detection based on the re-

lease of organic volatile compounds from plants, however this approach can lack specificity concerning

the type of infection. [303, 304] Other approaches rely on the detection of pathogenic DNA through

PCR or other molecular amplification technologies [305] or using immunoassay based approaches.

[306] These molecular technologies are extremely specific, however they can often fail to recognize

a pathogen that does not have the very precise molecular signature investigated. [307] It is within this

realm of applications where microfluidics may bring several advantages to the table.

Microfluidics Technology in Agriculture

Microfluidic technology holds great potential for point of need applications where there is a limited

amount of equipment available and where a short time of analysis is necessary. Microfluidic platforms

for health and food safety have been presented in the past as well as for some agricultural applica-

tions. [308–310] These agricultural applications range from electronic based sensors to assess soil

quality, [311, 312] to devices that enable more fundamental studies such as phenotyping of agents that

are pathogenic towards plants [313] or the growth of the plant species in early stages of development

[314]. Of particular interest in the application of microfluidics technology in precision agriculture is the

use of portable biosensing devices that can be employed at the point of need for the detection of plant

infections. Reports demonstrate the use of microfluidic based systems for the detection of pathogenic
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DNA [315, 316], however there are very few reports on systems that look at the plant’s metabolites as

biomarkers of infection. [317]
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Chapter 11

Detection of Azelaic Acid

11.1 Introduction

Bacterial and fungal infections can lead to the widespread destruction of crops. [318, 319] Routine

retrieval of samples that are sent for testing tends to be costly, labor-intensive and involve a significant

delay between retrieval and result which could allow the infection to spread, as they often depend on a

variant of an ELISA assay, extraction of the pathogenic DNA/RNA, or on a light-based measurement at a

specific wavelength. [320–322] Another issue with these infections is that, similar to what is happening in

farmed animals, pathogens are continuously gaining resistance to antibiotic and antifungal treatments,

which prompts farmers to increase the dosage of these products thus creating a selective evolution

of drug-resistant microorganisms. [323, 324] These two problems, in addition to the ability that these

pathogens have to be passed on to livestock and humans, provide the motivation for the development of

a quick point-of-use device to detect plant infections at early stages. [325]

Once the plant is infected, there is an immune response called systemic acquired resistance (SAR)

which will culminate with the production of salicylic acid. [326] Salicylic acid is then used by the plant to

fight off the infection. Azelaic acid (AzA) primes plants to accumulate this hormone with the involvement

of AZELAIC ACID INDUCED 1 (AZI1) gene. This makes AzA a prime candidate target molecule for an

early detection of infection in plants. [326, 327] The increased concentration of AzA in infected plants

has been demonstrated in the past, not only for grapes,[328] but also in other plants such as thale

cress [329] and tobacco. [330] In grapes, an induction of AzA synthesis was noticed upon infection with

Botrytis cinerea, a fungal pathogen that affects several fruits such tomato, strawberry and orange11.

Moreover, when mutants lacking the ability to produce AzA are sprayed with the acid, a decrease in

infection progression has been reported. [331] Currently there is a lack of a miniaturizable method for

AzA detection, often relying on different methods of chromatography. [332, 333]

Microfluidics is often applied to Point-of-Need systems due to its portable nature and due to the

possibility of inclusion of sample treatment/concentration on chip, which is not possible using standard

Eppendorf tubes without creating an excess of waste. A frequently used microfluidic biosensing method

is the miniaturization of an ELISA assay, with systems for the detection of food mycotoxins,[334] and
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the Avian Influenza Virus [335], for example, reported in the literature. However, to the best of the

authors’ knowledge, there is no known antibody against unconjugated AzA, making the development

of an ELISA assay for AzA unfeasible. As an alternative to ELISA assays, enzymatic biosensing in

microfluidics has been reported in the literature, [336] taking advantage of the common redox nature

of enzymatic reactions to perform electrochemical assays. [337] The most common applications of

microfluidic-based enzymatic assays are for glucose detection in different biological fluids [338, 339]

however other uses have been reported such as the detection of pesticides [340] and cholesterol.[339]

Other examples of microfluidic biosensing methods include the detection of nucleic acids (both DNA and

RNA) for pathogen detection. [341, 342] This approach however, requires the collection of the pathogen

itself during sampling which may prove difficult for early detection, as the pathogen may present itself in

different parts of the plant.

AzA has been widely used in dermatology for many years as a component in topical ointments to

fight a variety of skin ailments. This is due to its antibacterial properties and for its inhibitory effect on

the enzyme tyrosinase. [343] Tyrosinase is an oxidase which converts phenols into quinones at the

expense of oxygen consumption and is a central part of melanin synthesis in humans. [344] Through

oxidative coupling, it is possible to convert quinones in colored precipitates which can be quantified

through absorbance measurements. [345]

In this portion of the work, a microfluidic device for the detection of infections in grapes through

the quantification of AzA via an enzymatic colorimetric assay based on the inhibitory effect of AzA on

tyrosinase is proposed. The optical detection module is integrated with a sample preparation module

and can produce an answer in less than 10 min.

11.2 Materials and Methods

11.2.1 Reagents

For all assays, stock solutions of Azelaic Acid (AzA, 1 mM), Tyrosine (2 mM) and 3-Methyl-2-benzothiazolinone

hydrazone (MBTH, 100 mM) were prepared in phosphate buffer saline (PBS) and diluted to the required

concentration. Tyrosinase from mushroom was also prepared in PBS at a concentration of 2 g/L. All

reagents were acquired from Sigma-Aldrich. Healthy table Ophelia grapes were acquired from a lo-

cal supermarket, while wine producing Trincadeira grapes were infected and collected according to

Agudelo-Romero et al. 2015. [328]

11.2.2 Microbead Functionalization

Throughout this work silica microbeads, with an average diameter of 50 µm (97728-U Supelco Analytical

(Bellefonte, PA)) were functionalized with different chemical groups in order to provide different types of

molecular interactions. For the functionalization of primary amines on the microbead surface, the silica

beads were oxidized using an oxygen plasma (Harrick Plasma PDC-002-CE) and then immersed in a

2% (v/v) solution of (3-aminopropyl)triethoxysilane (APTES, Acros Organics) in acetone for 3h at room
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temperature. The beads were then washed and stored in Mili-Q water. Alternatively, to functionalize

the beads with carboxyl groups, the first steps of the protocol were the same as the functionalization

using APTES. In this case, the beads were then incubated in a 0.1 M solution of succinic anhydride

(Merck) in dimethylformamide (DMF) overnight and washed and stored in DMF until use. Silica beads

functionalized with a long aliphatic chain (C18) were also purchased from Supelco Analytical (Bellefonte,

PA). Microbeads immobilized with tyrosinase were prepared by incubating a tyrosinase solution at 2 g/L

with an APTES-functionalized bead suspension at a 1:3 volume ratio for 12 h at room temperature.

11.2.3 Phenolic Content Determination

The total phenol content of the samples was determined using an adapted version of the Folin-Ciocalteu

method. In an Eppendorf tube, 10 µL of the desired sample was added to 720 µL of Mili-Q water and

120 µL of the Folin-Ciocalteau reagent (Fluka Biochemika) and incubated at room temperature for 5

min. Then, 136 µL of Na2CO3, 7.5% (m/m), was added and incubated at room temperature for 90

min. Sample absorbance was then measured at λ= 750 nm. Standard solutions of gallic acid (Acros

Organics) were prepared in Mili-Q water and used as calibration to determine the total phenolic content

in gallic acid equivalents (GAE). The calibration curve of the gallic acid standards obtained for this

method can be found in Figure 11.1.

Figure 11.1: Gallic acid standard calibration curve for phenol quantification via the Folin-Ciocalteau
method.
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11.2.4 Grape Juice Sample Preparation

The grape juice used for each sample was obtained by first crushing whole grapes without the seeds,

using a mortar and pestle and centrifuging the pulp for 5 min at 2000 G to separate the fibers from the

juice. When necessary, the supernatant juice was diluted using PBS. The grape samples obtained at

different stages of maturation in the field were frozen at the harvest point in liquid nitrogen, mashed and

then kept at -80 ◦C until needed. To prepare for testing, the grape samples were thawed and centrifuged

for 5 min at 2000 G and the supernatant retrieved.

11.2.5 Microfluidic Assays

The microfluidic structures were packed with the appropriate microbeads by inserting 20 µL of the bead

suspension into the microfluidic channel using a micropipette and then applying a negative pressure at

the outlet using a syringe pump working in the fluid pulling mode (New Era Pump Systems, NE-1002X).

Once the beads were packed, the inlet for bead insertion was sealed using a metal tube (INSTECH).

Samples were then injected by using the pushing mode of the syringe pump. In the case of the experi-

ments involving AzA, the change in transmittance was monitored for 400 s. Transmittance at λ= 480 nm

was measured in real time by focusing light from a Tungsten-Halogen lamp which has passed through

a monochromator (Oriel) onto the microfluidic device, with the detection zone aligned with the a-Si:H

photodiodes. The signal from the a-Si:H photodiode at zero voltage bias, which is proportional to the

transmittance through the microfluidic device, was measured using a picoammeter (Keithley 237).

11.3 Results and Discussion

11.3.1 Biochemical Assay Development and Miniaturization

The proposed reaction mechanism is initialized by the oxidation of tyrosine by tyrosinase in order to

generate a quinone, which will then react, through oxidative coupling with MBTH, to generate a colored

pigment. This type of reaction sequence is well documented at the macroscale for different types of

phenolic compounds and is depicted schematically in Figure 11.2.
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Figure 11.2: (A) Overall reaction schematic for AzA detection. (B) Reaction mechanism in the absence of
AzA, which allowed for the production of a colored precipitate. (C) Reaction mechanism in the presence
of AzA, where, due to its inhibitory effect, the pigment generation rate will be significantly lower as seen
in the color difference between the Eppendorf tubes.

In the absence of AzA, oxidation of tyrosine will occur, leading to the oxidative coupling of the reaction

product with MBTH (Figure 11.2-B), and the solution will change to a pink color over time. However, in the

presence of AzA, this color change is extremely slow or non-existent, depending on the concentration of

the acid, due to AzA’s ability of inhibiting tyrosine activity (Figure 11.2-C). Kinetic studies of the tyrosine

and tyrosinase system were performed at the macroscale. The kinetic model used is presented in

Figure 11.3.

Figure 11.3: Tyrosinase kinetic modeling using the Michaelis-Menten model.

106



To miniaturize the assay to the microfluidic scale, microbeads were used in the microfluidic channel

as they allowed for an increased immobilization density of tyrosinase molecules and as well as enhanced

capture of the generated pigment due to the increased surface area. [346] The colored pigment pro-

duced during the enzymatic reaction was captured and accumulated at the surface of the microbeads.

A schematic representation of the microfluidic device can be found in Figure 11.4.

Figure 11.4: (A) Overall schematic description of the microfluidic device, composed by a sample pre-
treatment column where chromatography beads were packed and the sample was injected. The treated
sample was then mixed with the enzyme substrate solution which was injected into Inlet 2. This mixture
than reached the detection chamber (B) which was packed with chromatography beads functionalized
with tyrosinase and was aligned with thin-film silicon photosensor for optical signal transduction. (C)
Between the sample pre-treatment column and the detection column there was a need for the integration
of a mixer to ensure that treated sample and substrate are thoroughly mixed by the time they reach the
detection chamber. (D) Mixer geometry was optimized via CFD simulations .

The microfluidic device was comprised of three sections, one for sample preparation, one for mixing

and one for detection.

The sample preparation section (Figure 11.4-A) consisted of a long microcolumn with dimensions of

1 cm x 700 µm x 100 µm. This column was packed with microbeads that could clean the sample matrix

by removing possible interferents, namely phenolic compounds that are abundant in grape juice, prior to

detection.

The mixing zone (Figure 11.4–C) was necessary in order to create a homogeneous mixture before

the cleaned sample and the enzyme substrates reached the detection zone. The design of this mixing

zone was optimized using Computational Fluid Dynamics (CFD) software (Figure 11.4-D). The enzyme

substrate was not injected together with the sample to avoid its retention by the beads at the sample

preparation step.

The detection module (Figure 11.4-B) is comprised of a shorter version of the channel used for
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sample preparation (1 mm x 700 µm x 100 µm) and was aligned with the 200 µm x 200 µm thin-film

a-Si:H photodiodes. The detection column was packed with microbeads functionalized with tyrosinase to

allow for the enzymatic reaction to take place as well as for the capture of the resultant colored reaction

product.

The microfluidic platform was operated by injecting both sample and substrate mixture at 0.5 µL/min

while measuring the signal produced by the photodiode in real time for 400 s.

11.3.2 Sample Treatment and Detection in Spiked Grape Juice

Due to the richness of the grape juice in phenolic compounds such as flavonoids, anthocyanines and

gallic acid, [347] it was necessary to reduce the concentration of these compounds from the sample

before measurement, as they interfere with the kinetics of the enzyme. This is due to tyrosinase’s

capability of oxidizing phenolic compounds, resulting in the production of colored products similar to

those resulting from the oxidation of tyrosine.

To assess which microbeads should be used for phenol removal from the sample, silica micro beads

with an average diameter of 50 µm were functionalized with 4 different chemical groups covering different

types of molecular interactions. Each type of micro beads was packed into 8 microcolumns, with a work-

ing volume of 1 cm x 700 µm x 100 µm. The grape juice sample was injected at a flowrate of 0.5 µL/min

for 20 min. The output of each set of microcolumns was then pooled together (so that the total volume

collected was enough for the analysis) and the phenolic content was determined. Bare silica beads

provided a hydrophilic interaction while beads functionalized with the long aliphatic chain, C18, provided

a hydrophobic interaction. Electrostatic interactions were also tested by using positively charged beads

in the form of NH2 groups while negatively charged beads were obtained by functionalizing with carboxyl

groups. Screening results for phenol removal are presented in Figure 11.5.
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Figure 11.5: Quantification of sample phenolic content using different types of microbeads for phenol ex-
traction. Electrostatic interaction and hydrophobicity were tested as driving forces for phenol retention.
APTES and COOH-functionalized beads provided for positive and negatively charged beads, respec-
tively. Bare SiO2 and C18 beads provided different hydrophobicity character, with the C18 being more
hydrophobic. Phenolic compound concentration was determined by the Folin-Ciocalteu method, where
each sample was measured 3 times.

Figure 11.5 shows that, overall the largest decrease in phenolic content was obtained with the APTES

and C18 beads which is likely due to the presence of aromatic rings in the phenolic compounds that

confer hydrophobicity and also due to the available negative charges presented in the aforementioned

aromatic rings. Based on these results, the remainder of experiments were performed using APTES-

functionalized beads in the sample preparation module.

As seen in Figure 11.5, it was not possible to completely remove phenolic compounds from the grape

juice sample. In order to further decrease the sample matrix interference in the detection reaction,

sample dilution was used as a complementary step in the sample treatment. To assess the impact

of the dilution rate on the dynamic range of the assay, grape juice samples were spiked with different

concentrations of AzA and diluted at the appropriate rates for a final constant AzA concentration of

100 nM. The signal obtained for the spiked samples was then compared to a non-spiked sample with

the same dilution rate which acted as the control in this experiment. These results are presented in

Figure 11.6-A.

In Figure 11.6-A, one observes that as the dilution rate of the sample is increased, there is a gain

in the dynamic range of the assay, since the difference in response between the spiked and unspiked

(control) sample increases. However, this gain in dynamic range ceases when the sample is diluted

more than 100x. It is also important to note that even at these high dilution rates, the dynamic range

obtained in buffer could not be reached. This observed difference between grape juice and buffer can

be due to the presence of basal levels of AzA or due to other substances present in the grape matrix
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Figure 11.6: (A) Assessment of the effect of dilution of the grape juice sample on the assay dynamic
range. Different dilution rates were tested while maintaining a constant concentration of 100 nM AzA
(post-dilution) and the signal obtained was compared to the control assays. Each data point corresponds
to the average of two repetitions. The control sample has no AzA. (B) Using a 100x dilution rate, known
amounts of AzA were added to the grape juice and the detection assay was performed and compared
to results obtained in buffer (B). Limit of detection (LOD) was calculated as 3.29xσControl.

that may inhibit the enzyme activity or interfere with the oxidative coupling. Figure 11.6-B it is possible to

observe that in the presence of the grape juice matrix, the assay saturates (meaning that a transmittance

of approximately 100% is reached) at a lower concentration of AzA then in buffer, despite maintaining

a similar LOD between 5 and 10 nM. However, it is possible that the grapes used, despite being store-

bought and grown in a greenhouse, possess a basal level of AzA which can be responsible for shifting

the calibration curve obtained in the spiked samples upwards towards smaller changes in transmittance

with respect to the values obtained in buffer. This is true for different types of grapes and has to be

elaborated further in future work.

11.3.3 HPLC Method Development for AzA Detection

Once we started the HPLC detections, I knew that the range of concentrations in the grape samples were

around 3-10 µM for healthy grapes and above 30 µM for infected samples (as will be demonstrated in

Chapter 14), according to the microfluidic results, so this was the target concentration range. However,

the initial experiments concerning the detection of AzA were somewhat lackluster.

As a starting point, I followed the protocol presented by Malik et al. [332], using a composition of

the mobile phase of 75% phosphate buffer (pH 3.5, 50mM) and 25% acetonitrile. The injection volume

was 10 µL and the detection wavelength, λ= 209 nm. It was possible to detect the AzA with an average

retention time of 9.5 min by using a flow rate of 1.2 µL/min. The chromatograms obtained are visible in

Figure 11.7.
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Figure 11.7: Example of the chromatograms obtained for the detection of AzA standard in the range of
20mM and 0.2mM.

By plotting the peak area as a function of the concentration, the standard curve is obtained. This

curve can be seen in Figure 11.8.

Figure 11.8: Standard curve obtained for the initial process conditions for the detection of AzA. Each
point is the average of two measurements.

This level of detection is not sensible enough, thus the method had to be optimized. The variables
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changed were the mobile phase composition, which worsened the sensitivity, the sample injection vol-

ume was changed from 10 to 25 µL and the detection wavelength was changed to λ= 206 nm, due

producing a absorbance spectrum of the compound. This improved dramatically the sensitivity of the

method, with the results being presented in Figure 11.9, where a comparison to the microfluidic method

is presented.

This method was sufficient to obtain information in regards to the infected and healthy samples as

will be discussed in Chapter 14.

Figure 11.9: Calibration curve obtained in buffer for the AzA detection using the microfluidic chip (red
spheres, r2= 0.96) and the standard curve for the HPLC measurements (dark red triangles, r2=0.98).

11.3.4 Initial Grape Samples Testing

Highly infection-susceptible Trincadeira berries were inoculated with B. cinerea conidial suspension at

the peppercorn-sized fruits stage corresponding to developmental stage EL29 according to the Coombe

(1995) classification. [348] The ripening stages investigated in this study were identified as EL32 charac-

terized by hard green berries, EL35 corresponding to veraison when anthocyanin accumulation initiates

and EL38 corresponding to fully ripe berries (harvest stage). Trincadeira clusters presented, at the EL32

stage a high infection level with B. cinerea which further increased throughout ripening. Evaluation of

sample infection was performed by visual inspection and additionally by qPCR using primers specific to

the fungal genomic DNA (data presented in the Supplementary Information).

These samples were then analyzed using the enzymatic assay, the results obtained are presented

in Figure 11.10.
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Figure 11.10: Photosensor acquired transmittance values obtained by applying the enzymatic assay
to samples of “Trincadeira” grapes at different developmental stages. The control group were healthy
grapes. The “EL” prefix is a standard reference to the grapes’ developmental stage. The reaction rate
is shown as the variation of transmittance as a function of time (A-i)). For the EL35 sample a further
dilution was measured (A-ii)). An alternative method of analysis can be an end point measurement such
as averaging the signal of the last 10 s of measurement, this was done three times for each sample (B).
The concentrations of AzA in the grape samples were confirmed by rp-HPLC (C). The Limit of detection
(LOD) is defined as 3.29x the standard deviation of the lower points added to the average value of
those points, while the limit of quantification (LOQ) is defined as 10x the standard deviation added to the
average. EL 38 was not tested using this method due to a lack of sufficient sample. Photographs of the
infected grapes tested at different ripening stages. At EL38, sporulation of the fungus on the grapes is
quite visible (C). Significance levels used for ANOVA analysis: α=0.05*, α=0.01**. r2 (HPLC standard)
= 0.999

By acquiring the transmission continuously in real time, it is possible to obtain a quick assessment

of the presence of AzA by comparing the reaction rate, i.e. the slope of the transmission versus time,

between the sample and a control. An alternative method of analysis would be to fix a time and average

the difference in transmission values. In this set of samples, it was possible to successfully distinguish

the infected samples from the non-infected samples either by measuring and comparing the slopes of the

transmission-time plots obtained in both samples (Figure 11.10-A) or by doing an endpoint measurement

(Figure 11.10-B). By taking the values obtained in Figure 11.10-B and calculating the estimated AzA

concentration using the calibration curve obtained in Figure 11.6-B, it is possible to determine that the

healthy samples have an AzA concentration of 2.1 µM (EL32), 1.3 µM (EL35) and 1.7 µM (EL38). In the

case of the contaminated samples it is not possible to determine the concentration as the values are too

close to the saturation point of the assay. In order to estimate the quantitative difference in AzA levels

between the infected and healthy sample, the infected sample at EL35 was diluted an extra 10x (resulting

in a 1000x dilution in total) which allows for the transmission-time signal to be within the dynamic range

of the assay. Using the calibration curves presented previously, the infected sample is estimated to have
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between 20-40 µM (20-30x the amount of AzA of the healthy sample). These results are supported by

the results obtained using HPLC, as the healthy grape samples are all close to the LOD of 16.5 µM,

while the EL 35 infected samples have a concentration of approx. 56 µM and the EL32 infected samples

present an AzA concentration of approx. 144 µM. Once again, despite the clear differences shown in

Figure 11.10 between the responses of infected and healthy samples, it is still necessary to determine

a standard value for what is considered a healthy and an infected plant in order to obtain a more robust

infection evaluation system. Another aspect to take into consideration is that different grapes will have

different chemical compositions, which may lead to the presence of different contaminants that may

interfere with the assay which may need to be removed in the sample preparation step with alternative

cleaning strategies.
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Chapter 12

Detection of Salicylic Acid

12.1 Introduction

Plants, in general, have different response pathways available to them to fight off infections, however

most will rely upon systemic acquired resistance (SAR) as their immune response. In SAR, once the

pathogen has come into contact with the plant, there will be an increase of the production of organic acids

such as Azelaic and Salicylic acids (SA) in order to fight off the infection. In this response pathway, fatty

acids are cleaved and converted into azelaic acid, which has some anti-microbial properties, however

its major role is to promote the transduction of the AZI gene, which will induce the production of salicylic

acid, which will coat the exterior of the plant and inhibit the pathogen propagation. [328, 331] With this

in mind the second metabolite added for an eventual multiplexed detection was SA.

12.2 Materials and Methods

12.2.1 Reagents

Stock solutions of titania (TiO2) nanoparticles (10 g/L) and Salicylic Acid (SA, 2 mM), were prepared

in Milli-Q water, as opposed to the typical preparation in buffer due to interferences of commonly used

buffers in the SA detection protocol. The microbeads used fort his portion of the work were functionalized

in the same fashion as before using silanization through APTES.

12.3 Results and Discussion

12.3.1 Assay Development

The protocol for the detection of SA was adapted from the work reported by Tseng et al. [349] In this

work, the use of TiO2 nanoparticles are reported as an simple method for the detection of salicylic acid

due to the shift in absorbance behavior, from absorbing light with λ < 350 nm to having significant
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absorbance (A>0.75) using 350 nm < λ < 425 nm, as seen in Figure 12.1, when the particles complex

with the SA.

Figure 12.1: Absorbance spectra of free SA (black), free TiO2 nanoparticles (red) and the product of the
reaction (green). The shift in absorbance from the UV range into the visible due to the reaction is visible
here. The vertical line at λ= 405 nm represents the chosen wavelength for the assay.

This shift in optical properties can be seen depicted in Figure 12.2. In this work, we aim to capture

the complexes formed by the reaction between the TiO2 nanoparticles and the SA using the amine-

functionalized microbeads packed into the channel, while monitoring the transmittance at λ= 405 nm,

as depicted in Figure 12.2. The use of silica beads with a positive amine group to capture the TiO2-SA

complexes was motivated by the report of Tseng et al, where they determine that the complexes lose

their positive charge in comparison to the “free” TiO2 nanoparticles, thus possibly being susceptible to

an ionic interaction with the primary amine of the microbeads. [349]
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Figure 12.2: Schematic description of the detection assay for SA, where the free SA in solution will
complex to the TiO2 nanoparticles causing a shift in color from transparent to yellow

The assays for the detection of SA were performed using DI water instead of a typical buffer due to

the interference caused by inorganic salts as demonstrated in Figure 12.3

Figure 12.3: Result of mixing the TiO2 nanoparticles with DI-water, PBS and SA. It is important to notice
the turbidity caused by the presence of PBS.

In order to have both the SA and AzA detection on sequential chambers, it was necessary to confirm

that the TiO2 nanoparticles didn’t interfere with the enzymatic assay. For this, know amounts of AzA and

TiO2 were mixed in solution and the AzA detection assay was performed. These results are presented

in Figure 12.4.
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Figure 12.4: Assays performed to determine the existence of interference from the TiO2 nanoparticles
on the enzymatic activity of tyrosinase.

12.3.2 HPLC Method for SA Detection

For the detection of SA, the optimization procedure was more laborious. Here it was more dubious the

range of interest, due to the microfluidic work being more delayed and the uncertainty of the specificity

of the assay.

As in the previous section, the starting point was a method described in the literature by Arimboor et

al..[350] Here they suggested a mobile phase of phosphate buffer(pH 3.0, 50mM) and methanol, usign

a gradiant elution, and a detection wavelength of λ= 220nm. When these conditions were used, inde-

pendant on the mobile phase composition (75:25; 50:50 and 25:75 were tested) no peak was detected

except for the initial liquid front as seen in Figure 12.5.
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Figure 12.5: Demonstration of failed SA detection method.

Initially as an easy to perform attempt, the experiment was repeated with the mobile phase used for

the detection of AzA, composed of phosphate buffer and acetonitrile. Initially a composition of 70:30

was tested, which produced a postive result as seen in Figure 12.6. Despite this minor success the SA

peak was still too close to the liquid front, which is a problem due to the large peak of non-interacting

compounds present in the grape juice. The optimization procedure focused on delaying the SA peak by

changing the mobile phase composition as seen in Figure 12.6. The ideal composition is 80:20, despite

the peak broadening produced by this composition.

Figure 12.6: Optimization of the mobile phase composition in order to delay the SA peak in relation to
the liquid front. The ideal composition was determined to be 80:20, phosphate/acetonitrile.

Using this method, a standard curve was produced for SA and is presented in Figure 12.7 as well as

the standard curve for the microfluidic assay.
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Figure 12.7: Calibration curve obtained in buffer for the SA detection using the microfluidic device (blue
spheres, r2=0.99) and standard curve obtained for HPLC benchmarking of the microfluidic results (dark
blue triangles, r2=0.99); the micrographs demonstrate the increased absorbance at λ=405 nm of the
SA-TiO2 complex by blocking the excitation light that would otherwise cause the beads to fluoresce.

Having successfully determined the necessary standard curves it was possible to proceed to the

detection of both acids in the real grape samples.
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Chapter 13

Detection of Jasmonic Acid

13.1 Introduction

As mentioned in the previous chapters, SA and AzA are prime metabolites to identify plant infections.

A third metabolite that was identified as a potential target was Jasmonic acid (JA), due to its role in

Effector-Triggered Immunity (ETI) and as an indicator of physical trauma to the plant, which may prove

relevant in some cases. [351, 352] JA is upregulated in the presence of pathogenic agents, as well as

of some herbivores, and, besides promoting the expression of secondary metabolites with established

roles in plant defense, JA is toxic to several species including fungusfungi, caterpillars and beetles.

13.2 Materials and Methods

For the detection of JA, two different conjugation reactions had to be performed beforehand: (i) the

conjugation required for the labeling of the α-JA antibody with an appropriate fluorophore (Alexa 430 R©

succinimidyl ester amine-reactive dye, Thermo Fisher); and (ii) the conjugation of JA to bovine serum

albumin (BSA) through carbonyldiimidazole (CDI) chemistry. The labelling protocol for the Alexa 430 R©

was performed according to the manufacturer instructions. The BSA conjugation protocol consisted of

mixing 5 mg of CDI to 1 mg of JA in 100 µL of HPLC grade acetone, incubating in the dark for 30

min under continuous agitation. Then, 1 mL of a BSA solution (10 g/L) prepared in 0.1 M of sodium

bicarbonate was added and continued to incubate at room temperature for 2 h. The sample was then

washed several times by centrifuging Amicon R© tubes with a 10 kDa cut-off for 5 rounds, 5 min each, at

14000 g as a diafiltration step. The conjugation success was confirmed through fluorescent microscopy

using the labeled antibody as demonstrated in Figure 13.1.
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Figure 13.1: Results obtained concerning the interaction between the α-JA antibody with microbeads
functionalized with BSA (A) and JA-BSA (B). Pictures were enhanced for visualization purposes.

13.3 Results and Discussion

The assay developed for the JA detection is a competitive immunoassay, where microbeads functional-

ized with a BSA-JA conjugate are packed into the microfluidic channel. The sample is then spiked with

a labeled α-JA IgG that will compete between the free JA in the sample and the BSA-JA immobilized

on the microbeads in a similar fashion to reports in the literature for microfluidic, immunoassay-based

biosensing devices. [46] A schematic representation of the assay is presented in Figure 5-A.

Figure 13.2: Schematic description of the competitive immunoassay for the on-chip detection of JA.

At the start of the assay a pipette tip is placed in the inlet containing the SUA mixed (1:1) with the

α-JA antibody solution (100 g/L) The liquids are simultaneously driven into the device by applying a

negative pressure at the chip outlet using a syringe pump.
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13.3.1 ELISA Benchmarking

As opposed to the previous metabolites, I was not possible to develop a HPLC method for the detection

of JA. Due to this, a commercial ELISA kit was acquired and used to test the samples. A comparison

between the ELISA kit and the microfluidic assay is presented in Figure 13.3.

Figure 13.3: Calibration curve obtained in buffer for the JA detection using the microfluidic chip (green
spheres,r2= 0.95), the micrographs demonstrate the competitive nature of the assay. In order to bench-
mark the results obtained at the microscale, a standard curve was determined using a commercial ELISA
kit (dark green triangles, r2= 0.99.
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Chapter 14

Multiplexed Detection

By developing the individual assays presented in the previous sections, I was now in a position to perform

the multiplexed detection of the three hormones in actual grape samples.

14.1 Results and Discussion

14.1.1 Grape Cultivars

Grape cultivars of two distinct wine producing varieties, Trincadeira and Carignan, were cultivated, where

half of the samples were inoculated with a fungal spore suspension directly on the fruit, where a plastic

container was placed over the grape bunch and the other half were maintained in a healthy state. In

the case of the Trincadeira samples, infections were performed in separate years, with the initial batch

being performed in 2016 when the cultivars were infected with Botrytis cinerea, while the second batch

was infected with Erysiphe necator in 2019. For the Carignan cultivars, the plants were infected with E.

necator in 2017.

Figure 14.1 presents a visual summary of the samples tested. It is interesting to note the visual

difference in symptoms produced by the different fungal infections, with B. cinerea producing shriveled

fruits, while E. necator creating a powdery mildew around the plant. Table 14.1 presents all the samples

tested in the present work.

Figure 14.1: Photographs with examples of the symptoms presented in cases of advanced infection from
B. cinerea and E. necator.
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Table 14.1: Summary of the different grape samples
Cultivar Species Maturation Infection
Carignan EL 32 -
Carignan EL 32 E. necator
Carignan EL 35 -
Carignan EL 35 E. necator
Trincadeira 2019 EL 33 -
Trincadeira 2019 EL 33 E. necator
Trincadeira 2016 EL 32 -
Trincadeira 2016 EL 33 B. cinerea
Trincadeira 2016 EL 35 -
Trincadeira 2016 EL 35 B. cinerea

14.1.2 Microfluidic Device

In this work, a microfluidic platform comprised of three 100 µm-high chambers connected by 20 µm

high-channels is demonstrated. A schematic representation of the device is presented in Figure 14.2-A.

Figure 14.2: (A) Microfluidic device developed for the multiplexed detection of the plant hormones. (A-i)
In a first fluidic network, the first chamber (indicated by a blue outline) is used for the detection of SA,
followed by the chamber for AzA detection (indicated by a red outline). In a second fluidic network a third
chamber is used for the detection of JA (indicated by a green outline). (A-ii) These devices are fabricated
in sets of 4 in 4 cm x 4 cm pieces of PDMS. (B-i) Each of the 3 chambers is coupled to a thin-film a-i-Si:H
photoconductor, comprised of the parallel aluminum contacts, a-Si:H mesa and passivated, for physical
protection, with a layer of SiNx. In the case of the sensor for the detection of JA, the mesa is topped with
a a-Si:C:H filter layer. All sensors have an aperture area of 200 µm x 200 µm (B-ii) and are taped and
wire bonded to a custom-built printed circuit board (PCB) for electronic addressing (B-iii).

Before the start of the assay, each of the three detection chambers is pre-packed with the appropriate

chromatography microbeads using the inlets marked with blue arrows in Figure 14.2-A, which are then

sealed using a metal plug during the execution of the experiment. In inlet I, silica beads functionalized

with a primary amine are packed for the detection of SA and removal of phenolic content from the grape

sample, while in inlet II, the silica beads that are placed inside the chamber are functionalized with

immobilized tyrosinase for AzA detection. Inlet III is used to pack beads functionalized with a BSA-
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JA complex for the detection of JA. All these detection methods have been described in the previous

sections.

At the start of the assay pipette tips are placed in the inlets marked with green arrows. In inlet 1,

the sample under analysis (SUA), diluted 1:50 in a solution of TiO2 (10 g/L), is introduced while in inlet

2, the SUA mixed (1:1) with the α-JA antibody solution is introduced. In inlet 3, the substrate mixture

necessary for the AzA detection is introduced. The liquids are simultaneously driven into the device by

applying a negative pressure at the chip outlet using a syringe pump (red arrow).

Due to the optical nature of the different assays, thin-film a-Si:H photoconductors are used to acquire

the light in the different detection chambers (Figure 14.2-B). The individual sensors have an aperture

area of 200 µm x 200 µm and are powered by a 20 V bias (Figure 14.2-B-ii). These photosensors

are fabricated as an array of 9 sensors, with each set of 3 sensors being aligned with the respective

microbead chamber of the microfluidic chip and wire bonded to a custom PCB for electronic addressing

(Figure 14.2-B-iii). In the case of the third set of photoconductors, used for JA detection, an extra layer

of a-SiC:H is used since the fluorescent assay requires cutting-off of the excitation light used (λ= 405

nm). The use of 3 sensors per chamber is for redundancy reasons. The whole assay has a duration of

400 s.

14.1.3 Salicylic Acid Detection

Once the calibration curves were determined, the grape samples were tested in both the microfluidic

platform and using rp-HPLC and the results are presented in Figure 14.3-A.

Figure 14.3: (A) Comparison of the results obtained for the cultivar samples with the microfluidic device
and by HPLC. Samples within the grey region were infected with E. necator, while the orange region
correspond to samples infected with B. cinerea. The solid bars correspond to healthy samples, while
the striped bars are the infected samples. (B) Bland-Altman plot to assess the correlation between
the measurements obtained with the microfluidic system and the HPLC. Differences of measurements
followed a normal distribution according to the Shapiro-Wilk test at a significance level α= 0.05, p-value=
0.0925.

It is possible to observe that in the case of infections with E. necator the amount of SA appears to

be always up-regulated, independent of the maturation stage of the grape and cultivar species. This is
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in line with previous reports from the literature. [353, 354] In the samples infected with B. cinerea, there

also seems to be an increase in the amount of SA in the infected samples, however the values obtained

are always below the LOD of both the HPLC and the microfluidic methods, thus is not considered a real

increase. This could be explained if the infection by B. cinerea interferes with the pathway responsible to

produce SA, or, in contrast, does not trigger the overexpression of the SA-dependent pathways as seen

in other plant species. In these cases, the plant sample possessed resistance to the infection caused by

B. cinerea without increased expression of SA, meaning that SA does not play an active role in fighting

B. cinerea. [355, 356]

It is also important to note that despite the trends for SA concentration measured being similar

in the microfluidic device and the HPLC, the concentration detected by both techniques is different.

To determine the correlation between the measurements obtained using the two systems, the Bland-

Altman plot was determined and is presented in Figure 14.3-B. The Bland-Altman plot, allows to compare

directly two measurement methods to determine the existence of a bias of one method in relation to

another. [357] In order to successfully employ the Bland-Altman method of analysis, the differences

of the values obtained for each method are plotted as a function of the average of the measurements

obtained for both methods. If the range of values under assessment is large (as in the case of this

study, with values <10 and >100 for the same population), it is recommended that the differences

between measurements are presented as a percentage in relation to the average of the results obtained

for both the methods under comparison. A necessary condition to employ this type of analysis, is that

the differences registered between the measurement techniques under comparison follow a normal

distribution, and this was confirmed using the Shapiro-Wilks test for a significance level of α= 0.05.[357]

If both measurement methods are in complete agreement, the mean value would be 0. In the case of

the results presented for SA detection in this work, the mean obtained is 0.73, which suggests that the

microfluidic system overestimates the amount of SA in the sample in comparison to the HPLC system,

which is also verified in Figure 14.3-A. With the 95% confidence interval (CI), represented in Figure 14.3-

B as the mean +/- 1.96σ limits, being very close to 0 in the lower limit and fairly high in the upper limit

also suggests that the microfluidic will consistently overestimate the amount of SA in the sample when

compared to the HPLC system.

Based on other reports in the literature, it is possible that, besides the increase in SA upon vine

infection, there is also an increase in the production of SA-Glucoside and other similar molecules such

as methyl-salicylate. [358, 359] Due to the similarity of the chemical structure of these compounds to

SA it can be assumed that these SA-analogues will also react with the TiO2 nanoparticles. Besides this

possible interference there is also a degree of interference from inorganic salts as shown in section S4

of the Supplementary Information, which is the reason why the assay is performed in DI water instead

of a typical buffer.

Despite the interferences registered, the microfluidic device is capable of distinguishing healthy from

infected grape samples for E. necator infections, however there is a lack of certainty in for infections of

B. cinerea, indicating the need for the quantification of additional metabolites to obtain a more accurate

diagnosis of the plant state.
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14.1.4 AzA Detection

Figure 14.4: Comparison of the results obtained for the cultivar samples with the microfluidic device
and by HPLC. Samples within the grey region were infected with E. necator, while the orange region
correspond to samples infected with B. cinerea. The solid bars correspond to healthy samples, while the
striped bars are the infected samples. Bland-Altman plot to assess the correlation between the mea-
surements obtained with the microfluidic system and the HPLC. Differences of measurements followed
a normal distribution according to the Shapiro-Wilk test at a significance level α= 0.05, p-value= 0.232.

Figure 14.4-A shows the comparison of the results obtained for the grape cultivars using both the

microfluidic and HPLC approaches. Looking at the infections performed with E. necator, the infection

produces an increase in the AzA levels presented for the early stage maturation samples while an

increase is not observed in the case of the EL35 samples due to the values obtained for AzA being

just at the level of the LOD of the techniques so they were not considered to consist of a true increase

of AzA. For the infections performed with B. cinerea, an increase of AzA content occurs in all samples

tested. Overall, AzA is overexpressed in all cases of infection with B. cinerea, however produced mixed

expressions in the case of E. necator indicating that it may be used as a marker for B. cinerea infection.

Other reports in the literature correlate the expression of AzA with defense against diseases induced by

the B. cinerea fungus, [328, 331] while no reports could be found at this time that relate AzA expression

to E. necator induced disease.

Figure 14.4-B enables us to assess the correlation between the microfluidic measurements and

HPLC measurements for AzA. In this case, the mean of the differences is very close to 0, which is the

ideal scenario in the Bland-Altman analysis. However, the limits of the CI are very distant from the mean

and are similar in absolute value, and this is an indication that the discrepancies registered between

the values obtained using microfluidic system and the HPLC values are not systematic. After a closer

analysis it is possible to see that most of the measurements that are underestimated by the microfluidic

system match samples that are below or close to the LOD for the method, which may be negatively

impacting this analysis.

When we combine the information of the quantification of AzA with that of the quantification of SA,

it is possible to observe that AzA appears to be a biomarker more directed towards infections caused

by B. cinerea, despite having a slight expression in the samples infected with E. necator. While SA was
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only upregulated in the case of plants infected with E. necator. These results seem to suggest that AzA

may be a more generic response metabolite, however there are cases where it was not overexpressed,

leading the authors to believe that more plant types as well as more pathogens would need to be tested

to make the claim that AzA can be used as a generic biomarker for plant health. By combining the

response between the SA and AzA, we are able tocan narrow the type of infection the plant is suffer-

ing, where a E. necator infection will induce upregulation of SA, while B. cinerea will only induce the

production of AzA.

14.1.5 Jasmonic Acid Detection

Figure 14.5: (A) Comparison of the results obtained for the cultivar samples with the microfluidic device
and by ELISA. Samples within the grey region were infected with E. necator, while the orange region
correspond to samples infected with B. cinerea. The solid bars correspond to healthy samples, while
the striped bars are the infected samples. (B) Bland-Altman plot to assess the correlation between
the measurements obtained with the microfluidic system and the HPLC. Differences of measurements
followed a normal distribution according to the Shapiro-Wilk test at a significance level α= 0.05, p-value=
0.510.

Figure 14.5-A summarizes the results of JA concentration obtained for the real grape samples for

both the microfluidic assay and the commercial microplate ELISA assay. In the case of the Carignan

samples, there seems to be no change in JA content due to infection for the EL 32 samples, while there

is a slight increase in the JA content for the EL 35 samples infected with E. necator according to the

commercial ELISA, while the microfluidic results present the opposite response. For the Trincadeira

samples, the ELISA measurements suggest that the infected samples present a lower content of JA in

the different maturation stages independently of the infection type, which agrees with the results obtained

with the microfluidic results.

Figure 14.5-B gives us the correlation between the microfluidic system and the commercial ELISA. It

is possible to observe that the microfluidic assay presents consistently higher results than its commercial

counterpart, with a mean value of 0.51 and all the samples having an overestimated concentration of

JA. However, the overestimation in JA content provided by the microfluidic system seems to be very

consistent across most of the samples tested. This may be due to the lower specificity of the antibody

used in the microfluidic assay when compared to that of the commercial kit as well as some cross
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reactivity with molecules such as Methyl-JA and JA-isoleucine, that are also commonly present in the

plant samples. [360] Despite registering the same trend as the commercial ELISA assay in the case

of the Trincadeira results, the differences between infected and healthy samples are very subtle which

suggests that JA may not be an ideal biomarker for plant health assessment. However, JA can be used

as a redundant source of information for the infection caused by B. cinerea, providing confirmation of

the diagnosis.

14.2 Infection Patterns

In a first attempt to establish a pattern for infection assessment based on the three metabolites studied,

scores were attributed to the different acids studied in relation to them being up- or down-regulated in

comparison to their healthy counterpart. For this, a score of 1 was attributed to infected samples that

were up-regulated, -1 to those that were down-regulated and 0 for those that did not present a change

in the respective hormone content within the experimental uncertainty. These results are summarized in

Figure 14.6-A.

Figure 14.6: (A) Qualitative assessment of hormone variation between infected and healthy samples.
(B) By grouping the results in the same cultivar group and the same fungal infection source it is possible
to determine behavior patterns specific for each group. The grouping of the qualitative scores was done
by performing the average of the scores attributed in A.

By grouping the results obtained in terms of cultivar species and fungal infection source, as presented

in Figure 14.6-B, several conclusions can be extracted. When looking at the variation of SA, it is possible

to observe that it is consistently up-regulated in the infections using E. necator, while not changing

significantly in the infections with B. cinerea, (although this lack of change has mostly to do with the

fact that the levels detected are below the LOD for the detection protocols employed in this work). AzA

expression is consistently upregulated in B. cinerea infections as well as in both types of infection for the

plant. In contrast, the variation registered for JA indicates that it is consistently down-regulated in the

case of infections using B. cinerea, while presenting mixed results for infections with E. necator. Even

though these results concerning JA point towards its specificity as an indicator for B. cinerea infections,
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it is important to note that in this work we only had access to Trincadeira cultivar infected samples, which

may mean that this response is due to the immune response of the plant itself and not due to the nature

of the infection. Ideally, in future work, more different infection types and cultivar species should be

tested in order to determine more robust hormone variation patterns.

14.3 Conclusions

In this work a microfluidic device coupled to thin film photosensors for the multiplexed optical detection of

3 plant hormones is demonstrated. The plant hormones chosen, SA, AzA and JA, are known indicators

of plant health as they play active roles in different plant immune responses. The microfluidic device

presented can detect all 3 hormones in under 7 minutes using a simple sample preparation method

consisting of a simple dilution of the grape juice obtained from sample maceration.

Two different grape cultivars were tested, Trincadeira and Carignan, at different maturation stages,

both these cultivars being relevant species for the wine industry. The cultivars were infected with two

different types of fungal infections, E. necator and B. cinerea with samples being tested using both

the microfluidic device as well as a gold standard technique (HPLC in the case of SA and AzA, ELISA

in the case of JA). The metabolite expression was shown to be disease dependent, with SA being

overexpressed in the case of infection caused by E. necator, while AzA (overexpressed) and JA (under-

expressed) presented consistent behaviors when the cultivars were infected with B. cinerea.

Not only was the microfluidic device successful in distinguishing infected from healthy samples across

both cultivar species, but by combining the information provided by the 3 hormones tested it was possible

to distinguish between the different infection types, demonstrating the utility of the microfluidic device

presented in this work as a method for the point-of-impact early detection of fungal infections is grapes.
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Chapter 15

Portable Prototype Development

15.1 Introduction

In the past decade, microfluidics technology has evolved into a very complex field, allowing for a diverse

range of applications including fundamental biology research through the study of single cell behavior

[13, 361], as well as drug screening applications [362, 363] and disease modeling through the develop-

ment of organ-on-a-chip models [321, 364]. One of the more powerful applications is the development

of (bio)sensing platforms. [365–367] By using microfluidics, it is possible to integrate several unit opera-

tions into a single chip, allowing for a wide range of assay possibilities such as bacterial DNA detection

for environmental studies [368], toxin detection in raw materials for the food and feeds industry [369] and

biomarker detection for clinical applications [370].

A Point-of-Need device will have to perform a number of steps if it is to be able to allow a sample-

to-answer type of operation. These steps include: sample insertion, sample treatment, the molecular

recognition event, transduction and output to the end-user.

Most biological assays will require some degree of sample preparation ranging from a simple dilution

of the sample or centrifugation to more complex cleaning or concentration steps. In the case of microflu-

idic based assays, the sample treatment may be performed on- or off-chip or a mix of both depending on

the application. For a clinical setting it may be reasonable to have some steps of the sample preparation

off-chip as many hospitals will have basic laboratory equipment. [371, 372] However if one considers a

setting where equipment is lacking, sample preparation should be performed on chip or if not possible,

be very easy to execute in the absence of laboratory equipment. [373, 374]

Sample insertion and liquid handling is critical in a portable system. Some microfluidic biosensing

systems will rely on bulky bench-top pumping systems and sample/reagent insertion equipment which

compromises the advantages gained by the miniaturization. In some cases, liquids are driven by cap-

illarity by placing a drop of the sample under analysis in a specific region of the chip. Paper based

microfluidic platforms (lateral flow assays) are a prime example of this approach, which avoids complex

sample insertion equipment but is limited in terms of handling of complex liquid sequences and final as-

say sensitivity. [375, 376] Other approaches include the use of needles or pipette tips for liquid insertion
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and small pumping systems, such as peristaltic pumps on chip for liquid driving. [377, 378]

There is a wide array of molecular recognition biosensing strategies based on enzymatic or immuno-

chemical reactions or nucleic acid recognition events. [379] Across all types of biosensors there is a

need to perform a transduction of the recognition event into an output to the end user.

One commonly used method is the use of photosensors that transduce an optical event (reflectance,

absorbance, fluorescence, etc.) into an electrical signal. Our group has previously reported the inte-

gration of thin-film silicon photosensors with microfluidic platforms for optical transduction of biosensing

assays for clinical applications [380] toxin detection in animal feeds [369] and plant biomarkers for pre-

cision agriculture [381]. Other transduction methods include the use of magnetoresistive sensors [382],

impedance sensors [383] and electrochemical sensors [340]. However, most reports on these types of

approaches in the literature still rely on bulky electronics or computers for the final read-out and data

processing and are not demonstrations of fully integrated, portable devices capable of being used at the

point of need.

Some of the more promising fully integrated devices include a wearable system for glucose moni-

toring and insulin administration [384] and a portable ricin detection system [385]. Some recent work

includes the development of smartphone peripherals which can read out the result of the microchip

[386, 387], or by exploiting the smartphone camera for colorimetric detection. [388] Other reports in the

literature include the development of portable platforms for very specific, single-use applications, [389]

while others, despite being portable, are too bulky for certain settings (e.g. a farm) [390]. Despite the

widespread effort to develop point-of-need products, with possibly the best example being the i-STAT R©

developed by Abbot, there are still very few commercially available fully integrated Point-of-Need devices.

[391]

In this paper, we demonstrate a portable system with multiple read-out and actuation possibilities

that can be used at the point of need for performing optical based assays. This prototype has simple

sample insertion in the form of a pipette tip as well as automated liquid driving.

As a model assay we will use the enzymatic detection of azelaic acid (AzA) in grapes reported

previously. [381] AzA is a biomarker present in plants which is part of the systemic acquired resistance

immune response. When the plant is faced with a pathogen, as in the case of the fungus B. cinerea,

there is an increased production of this organic acid, which will induce the production of salicylic acid

in order to fight off the infection.[331] Early detection of this increased production of AzA would allow a

faster response to infection and earlier treatment to the vine tree, avoiding wide spread propagation to

the rest of the crop.

15.2 Materials and Methods

15.2.1 Main Components and Prototype Enclosure

A polylactic acid (PLA) enclosure (dimensions 13.5 x 8.5 x 7 cm) box was 3D printed (BoxQ 3D printer)

in order to house the electronic setup, peristaltic pump, light sources, microfluidic chip and TFT/touch
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screen for user interface. The PCB shown in Figure 15.1 was custom made (Eurocircuits N.V.) and

contains 4 amplification circuits, 4 driving circuits, a socket for a Teensy R© 3.6 micro-controller (MCU)

development board, an area for the placement of a sensor array, and voltage regulators and battery

charge controllers.

Figure 15.1: PCB layout custom designed to house 4 amplification circuits, Teensy 3.6 microcontroller
board, power management and 4 driving circuits. The custom PCB was ordered from Eurocircuits.

The amplification circuit consists of a transimpedance amplifier in series with an inverting operational

amplifier, both implemented with the same integrated circuit (LMC6842IN, Texas Instruments) with a total

transimpedance gain between 200 dB and 260 dB(V/A) depending on the application. These amplifiers

are supplied with a symmetric power supply of +/- 3.3V.

The power is supplied by two 3.7 V batteries (MIKROE-2759, Mikroe) and the voltage is regulated by

two low drop-out (LDO) voltage regulators, one for +3.3V (755-BU33SD5WG-TR, Rohm Semiconductor)

the other for -3.3 V (865-XC6902N331PR-G, Torex), as depicted in Figure 15.2.

Figure 15.2: Voltage regulators used to provide symmetric voltage to the system. C1=C2=C3=C4= 1 µF
in order to stabilize the system. The pinout of the negative voltage regulator (left) are: 1- ground, 2- Vin,
3- Vout, while on the positive voltage regulator the pinout is: 1- Vin, 2- Ground, 3- , 5- Vout . The ground
of the system is considered to be the central point of the batteries connected in series.
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The battery charging is controlled by a linear charge management controller (MCP73811/2, Mi-

crochip), shown in Figure 15.3.

Figure 15.3: Battery charging circuit. Batteries are charged individually using a 9 V power supply using
the individual jacks (J1 and J2). The normal charge current is 500 mA while the pre charge is 100 mA.
The temperature sensing has been disabled by including the 100 kΩ resistors.

The high-side drivers which power the pumping system and LED for the light transmission mea-

surements are composed of NPN transistors (512-2N5550TAR) in series with both the device to be

actuated and a resistor for current limiting. The pumping system is comprised of a homemade peristaltic

pump, actuated by a small DC motor. The LED used for the transmittance measurements is a blue LED

(LTL17KTBS3KS-032A, LITEON). The emission spectrum of the LED is shown in Figure 15.4.

Figure 15.4: Normalized emission spectrum of the LED used in the portable setup.
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15.2.2 Electronic Characterization

The transfer curves of the 2-stage transimpedance amplifiers was done by applying known currents

(measured with a Keithley 237 picoammeter) while measuring the output voltage with a voltmeter (Ag-

ilent 34411A digital multimeter). This was performed within a grounded, metallic cage. The amplifier

linearity and dynamic range were characterized for different gains, by changing the feedback resistors.

The pumping system was also characterized by measuring the flow rate through a straight microfluidic

channel with a height of 100 µm a width of 700 µm and length of 1 cm, packed with silica beads used in

the bioassay.

15.2.3 AzA Detection Assay

Grape samples were centrifuged for 5 min at 10000 rpm and the supernatant was retrieved and diluted

in Milli-Q water at a 1:100 dilution rate. A stock solution containing 2 mM of tyrosine and 100 mM

of MBTH (3-Methyl-2-benzothiazolinone hydrazone hydrochloride) was prepared in DI water, acting as

the substrate solution of the enzyme tyrosinase. All reagents were acquired from Sigma-Aldrich. The

microfluidic chip was packed with the microbeads in each chamber as described in previous work. [381]

The first chamber is packed with amine-functionalized beads, while the second one is packed with

tyrosinase functionalized beads. Both the sample and the substrate solutions were injected at a flow

rate of 1 µL/min for 10 min, while the transmission using the light from the Blue LED is acquired in real

time.

15.3 Results and Discussion

15.3.1 Prototype Design

The design of the prototype presented in this portion of the work had to take into consideration the choice

of various components including: amplification circuits for the photodiode signal, pumping system for

fluidic handling, light source for transmission measurements, a microcontroller for data treatment and a

screen for user interface, an internal storage for data acquisition and a portable power supply. Several

iterations were produced until the final version.

Version 1

The initial version of the prototype consisted of an instrumented Ferrero Rocher box. This allowed for

the inclusion of the LED used as a light source as well as the photosensors and access holes to connect

the necessary tubing for the microfluidic assay. Figure 15.5 shows the initial version of the system.
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Figure 15.5: (A) Plastic box and circuit setup for the acquisition of the signals (B) which was then painted
black to avoid stray light from the outside.

This prototype set the foundation for the amplification circuit needed as well as part of the program-

ming for the microcontroller used. However all of the electronics were outside the box itself.

Version 2

The next version of the prototype allowed for the inclusion of the necessary electronics into the same

enclosure as the sensor as seen in Figure 15.6.

Figure 15.6: – Layout of the early version of the portable system (i), comprised of the microfluidic
structure coupled with the a-Si:H photosensors (ii); amplification circuit (iii); and the Teensy board for
signal acquisition and further processing (iv). The whole system is powered by a battery pack (not
visible in the photograph). The complete prototype will include integrated pumping and a display for
autonomous operation at the point-of-need.

This version of the prototype is close to being portable, with the electronics being powered by a

battery pack, however data is still received through an USB cable connected to a computer for real time

acquisition.

At this point I was fairly happy with the electronics and was ready to design the final version of the

device.
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Final Version

The prototype enclosure blocks out ambient light, as our applications are light-sensitive. The custom built

PCB features four main sections: the sensor placement area, the signal amplification area, the pump

and light source driver region and the power management section. One important aspect to note is that

the whole system could have a smaller footprint at the cost of versatility. This could be achieved by using

surface-mount devices (SMD) instead of through-hole components. The use of large, hand-replaceable

resistors and capacitors (mounted on headers) allows to quickly adjust the gain (and time-constant) of

the amplifiers and current in the drivers without re-soldering components, so that the circuit is quickly

adapted for different applications.

Figure 15.7: Prototype system composition. On the outside of the box a touch screen is available
for user interaction (A), and on the upper right corner is a lid which allows for the placement of the
microfluidic device in the sensing region ready for the transmission measurement (B). The prototype is
comprised by a 14 x 8 cm, custom made, PCB which holds the necessary components for light and
pump actuation, signal acquisition and amplification as well as data treatment (C). Underneath the PCB
are located the batteries which power the entire circuit as well as the peristaltic pump for fluidic handling
(D). The workflow of the prototype starts with the selection of the type of assay and placement of the
microfluidic device. Then the system will acquire a baseline of light intensity for transmission calculation
and initiate the assay (E).

The sensor area is comprised of a 3 cm x 3 cm pocket with a depth of 700 µm (the thickness of the

photodiode substrate). The photosensors are fabricated with metal pads for wire bonding to the metallic

pads of the PCB for addressing. Depending on the type of sensor being used, one might want it to be

grounded, such as the thin-film photodiodes used in this work, or to apply a bias voltage (when using

photoresistors, for example). With this in mind, one of the sensor pads is connected to a jumper which

allows the easy interchange between these two modes of operation (3.3 V bias or 0 V bias). The other

pad is connected to the amplification circuit. The prototype at present is designed to be able to address

4 sensors simultaneously.

The point-of-need device demonstrated in this work operates based on the measurement of a change
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in transmission. Because of this, it is necessary to choose the appropriate light sources for assay

quantification as well as drivers to power multiple light sources. This driver circuit can also be used to

for pumping control for the liquid handling and, if needed, to power a heating element to maintain the

temperature of the assay. In a typical measurement, the PDMS microfluidic chip is placed in the sensing

region and connected to the pumping unit using a small tube. Then the sample to be measured and the

substrate solution are coupled to the microfluidic chip through pipette tips. The assay is chosen and the

system then initiates the pumping of the sample through the microfluidic chip. The results are displayed

on the screen in real time in the case of a continuous assay or at the end of the experiment in the case

of an end point measurement. The full code for the graphical user interface and operation setup will be

provided in the Supplementary Information.

15.3.2 Photosensor Characterization

In this work, the sensors of choice are based on thin-film a-Si:H which will be used as the optical

transducer, converting the incident light into an electrical current. The first step is to characterize the

sensors to be used and subsequently the light source of the experiment. These results are presented in

Figure 15.8.

Figure 15.8: Device structure and characterization of the photodiodes used. A cross section of the
material stacks that comprise the device is presented, although thicknesses are not to scale (A). The
dark I-V curve (B) represents the rectifying nature of the photodiode, while the photoresponse curve at
λ=480 nm (C) shows the dynamic range of detectable light as well as current output of these devices.

The photosensors used in this work have a 200 x 200 µm2 aperture area and are used with a 0 V

voltage bias (Photovoltaic mode). As can be seen in Figure 15.8-B, by using a null voltage bias the dark

current is minimized, while also presenting a linear relation between the output current and the incident

photon flux, given by the slope (γ) of the curve, as can be seen in Figure 15.8-C. Assays involving very

low light levels, such as fluorescence or chemiluminescence, require minimal dark current to increase

sensitivity. Our assay measures light transmission, which has relatively high light signal levels, but the

linearity of the signal with light level is very important for sensitivity to small changes in transmission.
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15.3.3 Signal Amplification

By taking the current density of the sensors and the aperture area, one can calculate the range of

currents that will be produced in both low and high light level measurements and design an appropriate

amplification circuit. For these sensors the output current will range between 10−13 and 10−9 A.

With such low-level signals, it is easy to suffer the effects of electrical noise induced by other equip-

ment or by the power line (50 Hz or 60 Hz). The time constant of the RC filter created by placing a

capacitor in parallel with the feedback resistance, should be long enough to average the powerline cycle

or multiples of it. Because the photodiode signal is essentially DC and evolving slowly over time (over

tens of seconds), the bandwidth of the system can be kept low.

The Texas Instruments LMC6482 OpAmps were chosen due to their low input current (20 fA). Be-

cause two inverting stages were mounted in series, a symmetric power supply was used. Both amplifi-

cation stages of the LMC6482 were set up as inverting amplifiers as shown in Figure 15.9-A.

By powering the OpAmp with a symmetrical power supply of 3.3 V the output voltage will be capped

at this value, as seen in Figure 15.9-B. The presence of the capacitors in parallel with both R1 and

R3 will act as filter to reduce the noise of the system. Since the signal a DC current, it is possible to

eliminate the other frequencies that would impact the measurement. The resulting time constant, τ , is

calculated as 4.6x10−3 s (cut-off frequency of 35 Hz).

Figure 15.9-B shows that this setup can measure currents down to 10−13 A. This capability demon-

strates the diversity of applications and ranges that can be used with this type of setup by simply chang-

ing a couple of resistors in the system.

Figure 15.9: Double step amplification circuit used (A). The resulting transimpedance gains is dependent
on the feedback resistances used (R1 and R3) as well as the connecting resistance (R2) between
stages. Transfer curves obtained using 3 different gains: 4.6x1012 (253 dB), 1.3x1011 (222 dB) and
1.1x1010 (200 dB), the experimental gain obtained by measuring the slope of the linear response region
of the transfer curve is identical to the expected gain based off the resistors chosen for the setup (B).
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15.3.4 Light Source and Pump Characterization

To perform the bioassay, a light source for the transmission based measurement and a pumping system

for fluidic handling are required. To control these components, drivers are necessary.

The photon flux of the LED and the flowrate of the pump were characterized as a function of the

driving voltage and current as shown in Figure 15.10. For the assay, the necessary photon flux is

approximately 1014 cm−2.s−1 (corresponding to 2 V and 725 µA to actuate the LED), while the required

flow rate is 2 µL.min−1 (corresponding to 0.3 V and 40 mA to actuate the pump).

Figure 15.10: Electronic circuit used to control both the pump and the LED (A). Photon flux characteri-
zation of the chosen LED as a function of the applied current (left) and pump flow rate as a function of
the applied power (right) (B). The green casing was 3D printed to house the peristaltic pump, which can
then connect to the microfluidic chip as shown in the inset photograph.

The driver transistors were chosen according to the range of currents required to actuate the pumping

system and light source necessary for the assay. The schematic for the driving system is presented in

Figure 15.10-A. A simple high-side driver was implemented with a NPN transistor (Q1) and two current-

limiting resistors (R1 and R2). The transistor chosen was the 2N5550 (Fairchild) given that the TO-92

package is easy to replace and it provides an adequate maximum collector current of 600 mA. In this

application, the highest current drawn is 40 mA (by the pump). The control of the driver is provided by

the Teensy MCU through a DAC output, which is fed to the transistor base. A decoupling capacitor (C1)

is used to avoid sudden voltage drops in the positive rail (3.3 V) in case of high current demands (as in

the case of the pump motor starting). An n-channel MOSFET can be used instead, with the advantage

of a lower voltage drop across the transistor (especially if higher currents are required).

15.3.5 Biological Assay

To demonstrate its utility, we applied the prototype system to perform an enzymatic assay for the detec-

tion of Azelaic Acid (AzA), a biomarker for the early detection of fungal infection in Trincadeira grapes by

the common pathogen B. cinerea. AzA is a signaling molecule which plays an active role in the plant im-

mune response called systemic acquired resistance and will be upregulated in presence of a pathogen.

The biological assay used for the detection of Azelaic acid (AzA) has been previously reported. [381]

but in this section of the work, the full point-of-need detection is demonstrated.
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The enzyme tyrosinase, which can convert molecules such as tyrosine into colored pigments through

oxidative coupling, is used for the enzymatic assay. Since AzA is a competitive inhibitor for the enzyme,

it is possible to determine the amount of AzA in the sample by measuring the transmission of λ= 480

nm light, the wavelength of absorption of the color pigments produced by the enzymatic reaction. In this

competitive assay, the quantity of AzA in the sample is proportional to the level of measured transmis-

sion. In order to perform this assay, a microfluidic device as shown in Figure 15.11 is used.

Figure 15.11: Representation of the microfluidic device used for the detection of AzA. The blue arrows
depict the inlets used to pack the microchannels with the appropriate microbeads for both sample clean-
ing (1) and AzA detection (2). After packing, these inlets are sealed off. Then the grapes are macerated,
centrifuged and the resulting supernatant is then diluted 1:50 and placed in the sample inlet with the
help of a pipette, while a second pipette containing the necessary substrate is placed in the second inlet
(green arrows). Both liquids are pulled by applying a negative pressure at the outlet using the pump
(red arrow), with the sample going through the sample cleaning chamber to remove phenols, reaching
a passive mixer at the same moment before entering the detection chamber. Here depending on the
amount of AzA in the sample a colored pigment will be produced and captured by the beads, which can
be quantified through transmittance measurements at λ= 480 nm. The dark areas have a height of 100
µm while the lighter areas have 20 µm in height.

To begin the assay, the PDMS chip is placed in the system and the Teensy MCU will perform a

baseline check of the photosensor by actuating the LED and acquiring the initial signal. Then the pump

is actuated in order to pull both the sample and substrate solutions into the microfluidic chip. Once

the sample enters the system, it will encounter silica microbeads functionalized with a primary amine

which will help remove the phenolic content of the grape juice which would otherwise interfere with the

detection of AzA. Then, the clarified sample is mixed with a substrate solution consisting of a mixture of

tyrosine and MBTH, and proceeds to flow to the detection chamber where the transmission is measured.

The LED will be actuated during the entirety of the assay, while the photosensor signal measuring the

light transmission is displayed on the screen to the user.

As a proof of concept we performed the detection of AzA in both healthy and infected grapes at the

EL 35 maturation point, with the results presented in Figure 15.12.

By analyzing the results presented in Figure 15.12 it is possible to distinguish between both healthy

and infected samples using both the laboratory benchtop setup as well as the portable prototype. Due

to the presence of the pathogen, the infected samples will have produced higher levels of AzA to try to

combat the infection, which is reflected here in higher levels of transmittance. This is due to the AzA
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Figure 15.12: Real time acquisition of the assay output, the blue lines are the results obtained with
the laboratory optical setup (to be read on the right axis), while the red and pink curves are obtained
from the portable setup (voltage on the left axis) (A). A bar chart showing the value of the ratio of the
averaging the last 30 s of each measurement (Sif) to the average of the initial 30 s (Sii) for healthy and
infected grape at the EL35 maturation level (B). The photograph depicts the maturation stage at which
these samples were tested.

being a competitive inhibitor for the enzymatic reaction, thus producing less of the colored compound.

It is expected that the healthy samples will also have some basal level of AzA, as it also serves other

functions in the plant metabolism.

There is also the issue of slightly different levels of initial voltage output, this is due to inconsistencies

in the packing of the beads in the microchannel, however these are not significant for the output of the

assay. Despite the differences in signal ratios obtained for the infected sample, it is still possible to

distinguish a healthy sample from an infected one. With this result, we demonstrate the possibility of

making a truly portable system capable of detecting infections in plants at the point of need.

15.4 Conclusions

This chapter demonstrated the feasibility of making a simple, versatile and user friendly portable read-

out system for microfluidic devices to be used at the point-of-need. As a proof of concept, the prototype

was used for the detection of Azelaic Acid, a plant health biomarker.

By including 4 driving and 4 amplification circuits one can perform multiplexed analysis as well as

include functions such as heating or cooling and pumping of liquids in the microfluidic device.

The system works by optical transduction of a transmission measurement using thin-film amorphous

silicon photodiodes and demonstrated the feasibility in reading out currents as low as 10−13 A in a

portable setup. The prototype is designed to allow for the sensor read-out to be adapted to both high

and low light levels by changing a few, easy to replace, resistors in the system. The system also allows

the control of an LED light source as well as a peristaltic pump for liquid handling inside the channel.

As a proof of concept the prototype was applied to bioassay for the portable detection of fungal

infections in plants. The results produced by the portable prototype was shown to be similar to those

obtained using a laboratory bench setup, confirming the potential of the prototype.
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Chapter 16

Final Remarks - A Truly Portable

Microfluidic System for the

Multiplexed Detection of Plant Health

This portion of the doctoral thesis was the main focus of my work during my years at INESC-MN and it

was the one that required the largest skill set to accomplish.

I demonstrated the development of three different biosensing assays, which have three very different

working mechanisms, the necessary sample integration and multiplexed detection in a single microfluidic

chip.

In addition to that, a portable platform for the microfluidic chip was developed with this multiplexed

measurement in mind, however was only demonstrated for the single assay of AzA detection. The

primary reason for this, was the miss judgment in regards to the JA detection assay, as I didn’t think I

would need a laser for the excitation of the fluorophore, hence the system was designed only with LEDs

in mind.

As for future work, I would enjoy having access to a wider panel of samples to test both in terms of

plant variety as well as infections in order to consolidate the registered metabolite patterns.

Given more time, also the portable system could be redesigned with all the assays in mind, allowing

for a portable system capable of detecting all the metabolites. Another add-onto the portable device

would be the microfluidic chip insertion and automatic sample insertion. We would need to work on a

user friendly method for the farmer to extract the sample, dilute it and then insert the sample into the

system.

I think that, although a far cry from a perfect system, significant advances were made in terms of a

portable system for precision agriculture.
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Part V

Microfluidic Applications for

Colorectal Cancer Research
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Highlights

• Multiple cell lines, both primary and immortalized, were successfully cultured in different types of

microfluidic chips

• A microfluidic chip for the screening of antibody fragments through a phage display-like approach

was successfully developed

• A module for the assessment of cell viability through the detection of Adenylate Kinase was devel-

oped

• An ex vivo model, based on co-culture of two primary cell lines, for combinatorial treatment screen-

ing was developed

Roles and Colaborations

• In this portion of the work, I was mainly in charge of the microfluidic chip development as well as

setting the initial protocols for cell culture. In addition to this, I developed in tandem with Pedro

Monteiro the image analysis scripts required for data processing as well as experimental design

and performed all calculations regarding phage kinetics. I also developed the biosensing assay for

the detection of AK. All experiments concerning the nanovaccince therapy were done in tandme

by myself and Dr. Ana Matos.

• Pedro Monteiro, MSc. was responsible for optimizing all experimental conditions regarding the

cell culture and phage display experiments. He was also the front man in the development of the

multi cell culture chip and heavily involved in the experimental design and execution of all three

approaches.

• Dr. Ana I. Matos was responsible for maintaining the biological material necessary for the nanovac-

cine experiments, as well as the experimental design and execution. In addition to this, the

nanovaccines used and animal treatment and sacrifice was all executed by her.

• Pedro Fontes, MSc. was responsible for producing the necessary phages for the phage display

experiments as well as maintaining the biological materials and experiment execution.

• Vanda Marques, MSc. and Dr. Marta B. Afonso were responsible for maintaining the biological

materials and experiment execution in terms of the drug screening chip. They were also responsi-

ble for experimental planning in this regard and execution of benchmark assays.

Scientific Output
MSc. Thesis Supervised

• Ricardo Serrão, Monitoring cell cultures in real time in a biochip, 2019

• Benjamin Heidt, Multielectrode array integration into microfluidic systems for rapid screening of

excitable cells, 2017
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Publications

• Matos, Ana I. et al. ”A microfluidic device for the screening of anti-cancer immune therapeutic

strategies: a proof of concept comparison to in vivo”, to be submitted

• Condelipes, Pedro, et al. ”Development and Characterization of a Microfluidic Phage Display

Platform for Colorectal Cancer Treatment.”, to be Submitted.

Conference Presentations - Poster

• ”Development of a Microfluidic Platform for Targeted Phage Selection: in Pursuit of Personalized

Colorectal Cancer Treatments”, 23rd International Conference on Miniaturized Systems for Chem-

istry and Life Sciences (MicroTAS), Basel, Switzerland, 2019
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Chapter 17

Colorectal Cancer and Microfluidics

Cancer is among the leading causes of death worldwide. In 2019, it was estimated that there were

1.76M new cases and around 600k deaths in the USA alone. [392] While such increased burden largely

results from an adoption of unhealthy lifestyles related to economic development, including smoking,

unbalanced diet, and physical inactivity, it is exacerbated by demographic changes of a growing and

aging population. Chemotherapy, based on a combination of anticancer drugs to target rapidly dividing

cells or pathways that control normal cell growth and malignant transformation, are used as front line

treatment. Nevertheless, anticancer drugs often lead to acute systemic toxicity due to poor selectivity

between normal and malignant cells, and to a high minimum effective dose required for any therapeutic

benefit.

Colorectal cancer (CRC) specifically is among the third most common cancer type in the world,

representing 6% of all cancer diagnosis and the fourth most lethal. [393, 394]

Figure 17.1: CRC tumor found during a colonoscopy. [395]

Significant advances in medical science has led the reduction of the CRC incidence rate in older pop-

ulations. However, there is a high demand for the development of alternative and effective therapeutic
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options to overcome advanced metastatic CRC (mCRC), while preventing disease recurrence.

CRC, also referred as bowel cancer, occurs when abnormal cells grow in the colon or rectum. [396]

Approximately 96% of CRC are adenocarcinomas that result from the growth of precancerous polyps

or adenomas, in the colon wall and rectum. [397] Among those, 10% tend to advance to be cancers.

[398, 399] Once in place, those malignant cells can spread into the colorectum wall and invade blood or

lymph vessels, leading to the spreading to other far away tissues, otherwise known as metastases.

In Portugal, there has been a large effort to tackle this issue through the POINT4PAC project. ”The

goal of POINT4PAC - PRECISION ONCOLOGY BY INNOVATIVE THERAPIES AND TECHNOLOGIES

- is to build a platform for discovery and early-accelerated development of innovative technologies, ther-

apies, and solutions for precise treatment, prevention and control of cancer. This will impact on health,

society and economy at regional, national and international level, leading to advanced training, jobs and

value creation in Portugal.” - Taken from the POINT4PAC project description

Initially, this project was not predicted to play a role in my thesis, however after participating in the

initial experiments, my interest and fondness for the project grew. This led me to take a very active role,

namely in work package 8 of the project, led by Professors João Pedro Conde and João Gonçalves

(FFUL), as well as creating a bridge to work package 10, led by Professor Helena Florindo (FFUL),

through the collaboration with Dr. Ana Matos, which will be explored in Chapter 20.

17.1 Immunotherapies and phage display

Immunotherapies are therapeutic strategies where the patient’s immune system is modulated in order

to recognize and attack the cause of disease. There are two main approaches to this type of therapy,

adoptive cell therapy, through the injection of T-cells that are capable of recognizing the antigen of choice,

or through the injection of antibodies generated specifically for the antigen causing the disease. [400]

Both strategies have been employed in the case of cancer treatment, from here on out, I will being

focusing on the use of antibodies as the means of treatment. [401, 402]

Despite recent advances to these types of therapies, there is still a high rate of toxicity towards the

patient. There is a wide variety of factors responsible for this toxicity, however it mainly stems from some

cross recognition of healthy tissue by the therapeutic agents employed in these therapies. [403]

It is clear that one of the main challenges for immunotherapy strategies is to develop antibodies

capable of recognizing cancerous tissue, without the cross reactivity to healthy tissue, as well as not

triggering an immune response against the treatment. [404] Phage display technology may have an

answer to this challenge.

Phage display technology relies on the capabilities of creating random genetic sequences through

recombinant DNA strategies, creating a random assortment of phages with slight different genetic com-

positions. These differences are than displayed by the virus during the replication process as peptide

sequences. [405] By creating random sequences of peptides, it is possible to create peptide sequences

capable of recognizing cell membrane proteins that are selected through what is called cell panning.

[406] These can than be retrieved and sequenced to produce artificial antibodies, which can than be
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used in immunotherapy.

Despite the tedious and arduous processe involved in phage display technology, there are several

reports concerning positive cases of peptide sequences that were than tested as potential CRC treat-

ment. [407, 408] However several of the generated antibodies also present an affinity to the healthy

tissue in that region, increasing the need for more stringent control assays. [409]

17.2 Drug development in cancer research

The pharmaceutical industry is facing increasing difficulties in new drug development, where the revenue

generated with drug sales are not being able to cover the cost of development, leading to increases in

the cost of treatment, which in turn limit its availability to the public.

The drugs that I am referring to are those that bring significant clinical advantages over drugs that are

already available, in 2015 it was estimated that only 10% of drug candidates reach the market with an

average development time of 13.5 years. [410] In some therapeutic classes this number of successful

candidates can be as low as 3%, such as in the case of cardiovascular disease. [411] This low number

of drugs reaching the market is in no small part due to the very low success rate during the screening

of potential drug candidates. Compound libraries as large as 2 million molecules [412] are used in the

initial screening studies to yield around 10’s to 100’s of candidates for clinical trials, which in turn, also

have extremely low success rates. Taking the case of Alzheimer’s Disease, between 2002 and 2012

there have been 413 clinical trials distributed between phases 1 to 3, however no new drug has been

accepted since memantine in 2003! [413]

Methods currently employed for initial drug screening, typically, follow two types of avenue of thought.

The first one relies on phenotypic screening assays, where the impact of the potential drug candidate

on the cells that cause the disease, may these be bacteria or cancer tissue as examples, is observed.

[414–416] The limitations of this approach will be better explored in the following section. The second

approach, target-based drug discovery, relies on targeting specific pathways or proteins to inhibit their

activity, however this requires a deep understanding of the mechanisms of the disease, which is not

always possible. [417, 418] These methods ofter use in silico molecule design to play a very specific

role to inhibit the disease causing agent. [419, 420] Both these methods are very specific and directed

at the harmful tissue/pathogen, but rarely take into account the impact that the treatment will have on

the remaining healthy tissue.

As for cancer treatments specifically, both these pathways are followed, however, there is a dis-

proportional amount of drugs discovered through target-based approaches vs phenotypic approaches.

[421] Although several drugs have been approved for treatment, they are never used alone, often com-

bined with surgery or radiation therapy, and a large portion of the chemotherapy strategies takes an

heavy toll on the patient leading to a grulling and painful therapy. [422, 423] This is due to the drugs

used being extremely hazardous to healthy tissue, however are often the only approach for metastatic

patients. [424, 425]

The urge for more efficient drug screening strategies is evident, in order to progress to more effective
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treatments, cost-efficient methods of molecule screening must be developed, that take into consideration

the impact on the harmful tissue or pathogen, but also on the remaining organs and tissues of the human

body.

17.3 Limitations of biological models in cancer research

In the previous section, I made note of how the inefficiency of drug development is highly related to the

biological model used to conduct the study. There are three groups of models, that can be classified in

terms of there origin.

In vivo models rely on the use of animals to conduct the experimentation needed, with the prime

animal candidate being the mouse, in the case of cancer research. This is not only due to its low

economical burden, but also the successful comparison of drug effects to the human condition. [426]

These models can be achieved through several methods: i) ectopic xenografts, where tumor derived

cell lines are, for example, subcutaneously implanted into the animal; ii) orthotopic models, where

the tumor derived cell lines are implanted into the respective organ; iii) transgenic models, where

where the expression patterns of specific ocogenes are regulated; iv) primary human tumorgrafts,

where primary cells from a human tumor are used; v) carcinogen-induced models, where known

carcinogenic molecules are used to induce a tumor in the test subject. [427] In vivo models, despite

being the most accepted model have severe limitations due to several reasons. One is the fact that,

at the end of the day a mouse is not a human, there are metabolic differences between us and them,

which may lead to poor treatment results once the jump to clinical trial is made. Another issue is the use

of derived cell lines to induce the disease in the test subject, these cell lines present differences when

compared to primary cells from patients. These models also present the highest cost and the highest

ethical concerns as thousands of animals are slaughtered throughout the world. [428]

An alternative approach to th use of in vivo is the use of in vitro models. There models are defined as

the use of biological material, typically immortalized cell lines, in man made vessels such as well plates

and T-flasks. These systems can be further divided into two groups: i) 2D cell cultures, where the

cancer cell line is grown as a monolayer of cells; ii) 3D cell cultures, where the cells have some degree

of differentiation and are typically grown in what arecalled tumor spheroids. [429–431] The limitations of

2D cell culture models, in comparison to their 3D counterparts, stems from the fact that tumors located

inside patients are three dimensional structures with numerous cell-cell interactions that a 2D culture is

not able to mimic. [432] In addition to this, the 2D models fail to replicate the mass transport difficulties

presented by the 3D models, as well as the actual culture conditions, such as the state of hypoxia

registered inside the tumor itself. [433] In the case of 3D models, they present a better mimicry of a real

tumor, however they still pale in comparison to in vivo models. This is due to the fact that the cell lines

used to create 3D models lack the same metabolic responses than tumor cells grown within an animal.

In addition to this, it is still not possible to reproduce accurately, the tumor microenvironment in these

cell cultures. The tumor microenvironment (which will be further discussed in Chapter 20) inhibits the

effect of the therapeutic agents on the main tumor cells, hence the difference often registered between
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animal models and 3D cell cultures. [434–436] There is however a third option.

Ex vivo models present an attempt to meld together the advantage of both in vitro and in vivo models.

They tend to be cheap to create in comparison to in vivo models however include the tumor microenvi-

ronment intricacies. These models are created by extracting primary cells from a patient, for instances

through a biopsy or surgery, and are cultivated in in vitro systems. These models suffer from the fact that

primary cell lines are extremely difficult to maintain in culture for extended periods of time, thus, when

using this approach, researchers need to maximize the throughput of their testing protocols, which can

be long and labor intensive. [437–439] Ex vivo models do present an innate advantage that non of

the other models present, which is the capability for personalized medicine, if the tumor is accessible

via biopsy, it can be possible to screen a library of compounds directly on the patients’ cells, hence

improving the probability of success. [440–442]

I believe that by improving the quality and robustness of ex vivo models, for instances through organ

on a chip technology, we can improve the quality of treatment for cancer patients worldwide.

17.4 Potential of microfluidics

Microfluidics technology presents an array of interesting characteristics, such as, low sample volumes,

the optimal control over chemical and physical properties within the devices and the possibility of in-

strumentation; which may be useful in addressing the problem posed by the increased rate of cancer

patients. Several groups around the world have been working on different microfluidic approaches to

tackle cancer patient treatment and diagnosis.

A large number of groups have focused their attention to the development of microfluidic biosensing

assays for the early diagnosis of cancer. This detection has been performed through the detection

of exosomes in ovarian cancer patients, [443] the capture of circulating tumor cells from lung cancer

patients [444] as well as free DNA released from these circulating tumor cells [445].

Another microfluidic approach to cancer treatment is the development of ex vivo models in microflu-

idic systems that allow for a better understanding of disease progression, such as the work developed

by Yankaskas et al. to study metastasis potential [446] or the modelling of cancer development in organ-

on-a-chip devices [447].

One area where I believe that the full potential of microfluidic technology can be employed is in

therapy screening. [448–450] These devices take advantage of the capacity for parallelization presented

by the microfluidic platforms, however often rely on very complex tubing and valve schemes. [363]
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Chapter 18

Microfluidic Based Phage Display

18.1 Introduction

In this portion of the POINT4PAC project, we aim at the development of a microfluidic-based, phage

display system in order to screen peptide sequences capable of binding to colorectal cancer cells, while

by-passing healthy cells. The end goal of this approach, would be to be able to collect both tumor

and healthy cells from a patient, grow them in sequential chambers and flow a library of phages with a

random peptide sequence in the recognition zone. The positive hits, in other words those that bind to

the tumor cells but not to the healthy tissue would then be retrieved and amplified. These positive hits

could then be subjected to another round of selection or be used as vehicles for drug delivery.

The initial part of this project was the design and optimization of the growth conditions for the cancer

cells, as well as, the flow conditions for phage capture in order to avoid losing possible candidates due

to them flowing through the chip without interacting with the cells at all.

To do this, the cancer cell line HCT116 and a genetically engineered M13 bacteriophage were used

as a model system. The modified M13 bacteriophage displayed a VHH-based, anti-CXCR4 antibody

peptide sequence, which is specific for the CXCR4 chemokine receptor expressed at the cell membrane

of the tumor cells. [451, 452]

18.2 Materials and Methods

18.2.1 Reagents

The cell culture used for the E. coli culture for phage production was prepared by adding 0.5 g of NaCl

(Nzytech), 20 g of tryptone (Oxoid), 5 g of yeast extract (Oxoid), to 950 mL of deionized water. When all

the solids are dissolved, 10 mL of a KCl solution (0.25 M) and the pH is corrected to 7 using a NaOH

solution (5 M), deionized water is added to a final volume of 1 L. After sterilization through autoclaving,

5 mL of a sterile MgCl2 solution (2 M) is added to the medium, as well as the antibiotics ampicillin

(Nzytech), tetracycline (Sigma), kanamycin (Merck).
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For the complete growth medium used for the HCT116 cell culture, McCoy’s 5a medium was pur-

chased from Gibco while the the fetal bovine serum used for supplementation was acquired from Biow-

est; the trypsin used for cell detachment was purchased from Gibco.

18.2.2 Phage production and labeling

The mutated phage production is done according to the protocol described by Levisson et al.. [453]

The initial part of the process is the bacterial transformation with a commercial pComb3XSS phagemid

that will express the anti-CXCR4 peptide sequence. This is done through electroporation, which will

create pores in the cell wall of the ER2738 E. coli cells (New England Biolabs) used, allowing for the

incorporation og the phagemid into the cells. The next step is to infect the bacterial cell culture with

the VCSM13 helper phage. During the infection process, the M13 phages will insert there DNA into the

transformed cells, which will than be replicated and translated into the necessary proteins to form new

phages. During this time, the phagemid will also be translated to a fusion of the surface g3p protein,

natural to the phage, and the anti-CXCR4 peptide. The resulting fusion protein will be incorporated

into the newly produced phages, making them infectious towards cells expressing the CXCR4 receptor.

Phage concentration is then assessed through phage titration and the phages are then labeled with the

BODIPY-FL fluorophore according to the manufacturer indication.

18.2.3 HCT116 cell culture - T-flask

The HCT116 cell line was maintained in T-flask culture until required for the microfluidic experiments

as described by the National Cancer Institute. [454] Briefly, the cells are first thawed by gently heating

the freezer vial at 37 ◦C for 2-3 min, then 1 mL of the thawed cell suspension is added to 9 mL of

pre-heated (37 ◦C) complete growth medium (McCoy’s 5a medium +10 % (v/v) of fetal bovine serum

(FBS)). After gentle resuspension, the cells are centrifuged at 125 G for 10 min and the supernatant is

exchanged for another 10 mL of the complete growth medium. From here, the concentration of viable

cells are assessed using a Neubauer chamber and diluted/concentrated to a cell density of 105 cells/mL

which are then transferred to a 25 cm2 T-flask. The flasks are kept in an incubator at 37 ◦C with a

5 % CO2 atmosphere. Cells are then checked daily to assess the need for transferring to a new T-

flask by visual inspection of the flask surface area coverage (confluence) and medium renewal through

observation of the culture medium color, which changes from red to orange/yellow due to the presence

of phenol red in the medium. When there is a need to extract the cells from the T-flask, the supernatant

is removed and replaced with a Trypsin solution (0.25 mg/mL) for 10 minutes. Cells are then pipetted

and trypsin is neutralized by adding equal volume of fresh complete medium to avoid cell clumping. The

cell suspension is than centrifuged and fresh medium added in order to count the viable cell number and

dilute/ concentrate the cells according to the desired application. An easy assessment for cell viability is

checking their morphology, healthy cells should look as presented in Figure 18.1.
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Figure 18.1: ”Healthy” morphology of the HCT116 cell line as presented by the manufacturer. Adapted
from the SOP handbook. [454]

18.3 Results and Discussion

18.3.1 Microfluidic device design and experimental work flow

The design chosen for the microfluidic cell chip was a 1 cm x 1 cm PDMS-PS hybrid chip with a channel

height of 20 µm. The design is presented in Figure 18.2-A. The cylindrical pillars presented in the device

have a diameter of 100 µm and are placed in order to avoid the collapse of the structure under it’s own

weight. The height of 20 µm was chosen with the purpose of inhibiting the cell growth vertically. This was

done in order to maintain a monolayer of cells to facilitate the modeling and capturing of the phages that

were being injected into the microfluidic chip. The PDMS portion of the device was chemically sealed

against PS-based 6 well plates to facilitate handling and incubator occupation. the device is comprised

of two inlets, one lateral and one central, and a single lateral outlet. The central outlet is used for the cell

seeding step in order to avoid potential clogging of the lateral inlet used for medium and phage injection.

As seen in Figure 18.2-B, the progression of the HCT116 cell growth undergoes different stages.

Once the cells are inserted into the device, the cells are let to adhere to the base of the channel for 4

hours with no medium perfusion. In this time frame, some cells undergo some degree of morphology

change as seen in the micrograph of ∆t= 4 h of Figure 18.2-B. Incubation times of 2, 6 and 8 h were also

tested, the 2 h incubation period was considered too short as most cells then were washed-out of the

device and both the 6 h and 8 h incubation periods led to premature cell death. After the 4 h incubation

period the culture medium is injected into the microfluidic device and the culture is monitored, as shown
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Figure 18.2: (A) Schematic representation of the microfluidic device used for the culturing of HCT116
cells. The device was chemically bonded to PS well plates to improve ease of use. (B) Total chip mi-
crographs were taken using a well-plate scanner (Thermo-Fisher), which compiles several micrographs
into a single composite image. Cells are maintained in culture for a total of 48 h.

in Figure 18.2-B, the cells eventually fully elongate and replicate.

In order to prepare the microfluidic chip for the cell seeding, the device is sterilized with UV light and

coated with an extracellular matrix (ECM), in this case type I collagen was used, these steps are depicted

in Figure 18.3-A. Once the cell culture is well established, which requires 48 h of medium perfusion, the

phages are injected into the microfluidic device and captured by the cells, the data retrieved during this

step allows for the calculation of the kinetic properties of the captured phages. After the phage injection,

the cells are washed with PBS to remove any non-specific captured phages and then the phages that

bind specifically to the cells are retrieved using trypsin, as depicted in Figure 18.3-A. These phages are

then used to re-infect bacterias and amplified.

In Figure 18.3-B results for some of the culture conditions optimization is presented, namely the

importance of the use of an ECM and the impact that the medium flowrate has on the cell culture. As

seen in Figure 18.3-B the lack of an ECM allows for some degree of cell growth, however the cells

eventually cluster up and die. When the collagen ECM is used, the cells grow to an elongated state,

which is there typical phenotype, allowing for the subsequent steps of the experiment.

In Figure 18.3-B, it is also possible to evaluate the effects of the flowrate on the cell culture. In the first

scenario, where no cell culture medium is perfused, cells quickly die, this is most likely due to nutrient

depletion and/or waste accumulation, inducing apoptosis. On the opposite end of the spectrum, high

flowrates tend to wash out the cells or induce enough shear stress that inhibits cell growth. The optimal

flowrate was determined to be 0.2 µL/min, which results in a fluid linear velocity of approx. 16.7 mm/s.

This value of cell culture medium speed, and thus shear stress, is similar to the speed of blood in the

human body, to which these cells would naturally be exposed to, which averages between 16.1-9.3 mm/s

depending on region and if arteries or veins are considered. [455]
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Figure 18.3: (A) Summary of the work flow followed in this experimental approach: 1) microfluidic de-
vices are fabricated and sealed against the PS; 2) these are then sterilized using UV light for 20 min;
3) a layer of collagen is used as the ECM for the cell growth which is followed by cell seeding; 4) cells
are grown under medium perfusion for 48 h; 5) phages are injected into the microfluidic device and are
captured by the cells; 6) bound phages are collected for amplification. (B) Optimization of cell culture
conditions, namely ECM concentration and flowrate for medium perfusion.

18.3.2 Phage capture and binding kinetics

Once the cell culture parameters were well defined, it was possible to move on to the phage capture

experiments. As mentioned before, this consisted of the injection BODIPY-FL labeled phages capable of

binding to the CXCR4 chemokine receptor. The phage solution had a concentration of 6 x 108 phages/µL

and was injected at 2 µL/min for 45 min. The fluorescence signal of the chip was monitored and once a

saturation of the fluorescent signal was achieved, PBS was injected into the microfluidic device to wash

away phages that were non-specifically bound to the cells. The results of this experiment is presented

in Figure 18.4.

By analyzing Figure 18.4, some expected conclusions can be immediately be made. The first is that

the binding rate of the phages to the cells is higher in the first slice when compared to all the other slices

and decreases as we move along the length of the microfluidic device. This is due to the fact that the

concentration of phages in solution will decrease throughout the length of the microfluidic device, we will

get into more details concerning this aspect latter in this work. Another ”easy to spot” phenomena is

that during the wash the decrease in fluorescence signal is much higher in the initial slices than in the

last slices of the microfluidic chip. There are two possible reasons, the first being that there are more

non-specifically attached phages in the first portion of the microfluidic device then when compared to

the following portions. The second reason is that, as phages are washed from the first portion and are

dragged in solution, the equilibrium will change, decreasing the amount of phages released in the final
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Figure 18.4: Fluorescent signal obtained form the injection of the anti-CXCR4 labeled phages. The intial
moment of the experiment corresponds to the phage capture while the signal after the break refers to the
washing of non-specific phages. The ”Slices” in the legend refer to lengthwise cuts of the microfluidic
device in order to better model the kinetic behavior of the phages. Each slice refers to a 2 mm long
section of the microfluidic chip. Slice 1 is the channel portion closest to the inlet, while Slice 5 is the one
closest to the outlet.

sections of the chamber, the most probable solution is a mix of both these phenomena.

As an example for future phages that could be discovered, the binding kinetics for this phage were

determined in addition to the overall efficiency of the microfluidic chip. To model this interaction, the

kinetics were assumed to be similar to affinity binding of proteins to a chromatography column as de-

scribed by Pinto et al. [456] By considering the cells our ”chromatography beads” we can relate the

change of binding sites for a given slice i (bi) over time to the kon and koff to the concentration of

phages in solution in each slice (Csi) by using Equation 18.1. The kon represents the binding kinetics of

a given molecule, while the koff represents the unbinding kinetics for said molecule.

∂bi
∂t

= kon × Csi × (bmax − bi)− koff × bi (18.1)

In Equation 18.1, bmax refers to the maximum amount of binding sites available on the cells. By

considering the phage wash curve presented in Figure 18.4 for Slice 1, some assumptions can be made

in order to obtain the koff . As mentioned before, in order to wash the phages, PBS is being injected

into the microfluidic device, thus Cs1 during this experiment is 0, leading to the simplified version of

Equation 18.1 presented below. By using Equation 18.2, a koff of 8.5 x 10−4s−1 was obtained.
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∂bi
∂t

= −koff × bi (18.2)

In order to determine the kon, more information is needed, it is commonly known that the dissociation

constant, KD is the ratio between the koff and the kon as presented in Equation 18.3. However, a less

known relation is the one between the amount of available binding sites at equilibrium (beq) and bmax,

presented in Equation 18.4.

KD =
koff
kon

(18.3)

beq
bmax

=

Cs0
KD

1 +
Cs0
KD

(18.4)

By using the plateau value from the capture portion of the experiment as beq and by assuming that

in the initial moments of the experiment (bmax − bi) is approximately equal to bmax, one can derive

Equation 18.5. By using the data from the phage capture in Slice 1, where Cs is known, both the kon

and KD can be determined, resulting in values of kon = 3.9 x 105 M−1.s−1 and KD = 2.9 x 10−9 M.

kon =
1

Csi
(
∂bi
∂t
× 1

beq
− koff ) (18.5)

The value obtained for the KD are in line for other antibodies (6.9x 10−9 M) antibody fragments (3.6

x 10−9 M) that have an affinity for the CXCR4 receptor reported in the literature. [457]

By calculating the affinity constants for the phage-HCT116 cell interaction it is now possible to better

understand the efficiency of the microfluidic device. By resolving the mass balance for phages in solution

as a function of space (Slice number) and time of the experiment, it is possible to monitor the evolution of

phage concentration in solution for both the capture and the washing of the phages. At a given position

i and a given time t, the phage concentration in solution will be the difference between the amount of

phages in solution of the previous Slice and the amount of phages that were captured/released for that

slice. This mass balance can be represented by Equation 18.6 and the results obtained for both the

capture and wash experiments are presented in Figure 18.5. It is important to make note that for any

given time, the Cs1 will be 6 x 108 phages/µL for the capture portion of the assay and 0 phages/µL for

the wash portion of the assay.

Csi(t) = Csi−1(t)− (bi−1(t)− bi−1(t− 1)) (18.6)

By analyzing the results presented in Figure 18.5-A it can be observed that in all sections of the

microfluidic chip there is an increase of the phages in solution over time. This result is expected as once

the cells become saturated, no more phages can interact with the cells and bind, so in principle all these

curves should tend to the value of Cs1 given a long enough time-frame. Another important aspect is the

rate at which this happens throughout the length of the microfluidic chip, if we compare for instance Slice

159



Figure 18.5: Evolution of phage concentration in solution at every Slice along the length of the microflu-
idic device in both the capture (A) and elution (B) of the phages.

2 to Slice 5, Slice 2 is already close to saturation while Slice 5 is still far away from this value. This is due

to the depletion of the solution throughout the microfluidic chip through the attachment of the phages to

the cells.

By observing the results presented in Figure 18.5-B, two different profiles can be identified, in the

initial 5-10 minutes of the assay there is a very high amount of phages being washed away in the

solution, which is more abrupt than the remainder of the experiment. We believe that this initial portion

of the experiment are phages that are not specifically bound to the cells that are being washed away.

These include phages that are bound not specifically to both PDMS and cells alike. Once this initial

period has passed we can see an increasing gradient throughout the length of the microfluidic chip. This

is expected due to two reasons, the first being that if we go to look back at Figure 18.4, there were more

phages in the initial slices of the microfluidic device to be washed away. The second reason is that,

as the phages are washed away the solution will accumulate these phages and increase the solution

concentration leading to a shift in the chemical equilibrium. this second effect is also visible by analyzing

the slopes of the elution portion of the experiment in Figure 18.4.

By using the data presented in Figure 18.5-A, it is also possible to calculate the phage capture yield

as a function of time and position of the microfluidic device. These results are presented in Figure 18.6.
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Figure 18.6: Phage capture efficiency as a function of time and position in the microchannel. The
capture yield was defined as the ratio between the amount of phages captured and the amount of
phages in solution for each time point. The curves presented in the plot are meant to be guides to the
eyes and not true fits to the data.

The results presented in Figure 18.6 give us a good representation of what is happening in the

microchannel. In the initial moments, the phage solution is completely depleted in the first portions of

the microfluidic device. As these lines of cells become saturated, the capture efficiency of the first slices

decreases and allow for the phages to move on and be captured at a later position in the microfluidic

device. It can also be seen that in the middle of the experiment there is a increasing gradient of phage

capture throughout the length of the microchannel. This gradient is due to the fact that there is a

decreasing number of phages in solution capable of being captured. Eventually, the capture rate for

all Slices in the microfluidic device tends to 0 %, this is expected as once all the number of occupied

binding sites reaches the equilibrium, the phages simply pass through the channel. The average phage

capture rate of the device, throughout the total length of the experiment was 25.8 ± 5.1 %. However, this

number is not a fair assessment of the efficiency of the microfluidic device if used in the case of an actual

random library of phages. Here, as a proof of concept, we are using a single phage variant which we

know will bind to the target cells, while in the case of a random library the amount of phages that actually

are capable of binding to the target cells may be even lower than 1 % of the total number of phages. By

analyzing the initial moments of Figure 18.6 it can be observed that we are actually capturing 100 % of

the phages that are being injected into the microfluidic chip, this leads us to believe that in the case of a

random library we would be successful in capturing any positive phage type present in the library.
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18.3.3 Phage retrieval

After running the phage library through the cell culture, it is necessary to retrieve the phages for posterior

culture and amplification of the possible positive hits. To do this, first we need an efficient manner of

retrieving the phages that are attached to the cells from the microfluidic device. In this portion of the

work, we followed two different avenues of thought, a mechanical based process and a chemical one.

Mechanical extraction

The thought process behind this option was to maximize simplicity of the protocol. Due to the fragile

nature of mammalian cell membranes it is relatively easy to collapse the microfluidic device and destroy

the cells, releasing the captured phages.

The method employed for the mechanical lysis consisted of sealing off the lateral inlet and outlet

of the microfluidic channel and apply a negative pressure at the central inlet using a syringe pump at

a flowrate of 10 µL/min. This led to the collapse of the microfluidic device and subsequent cell lysis

as shown in Figure 18.7. Using the recovered lysate, the number of phages presented was determined

through phage titration. The mechanical lysis procedure had an estimated efficiency of 30%, this number

seems low if we think about the number of positive hits present in an actual random library of phages.

The low efficiency in tandem with a low reproducibility of the process led us to drop this as an option.

Figure 18.7: Mechanical cell lysis, by collapse of the microfluidic chip. Initially the cells are in their
normal conformation (A), when pressure is applied the cells are seen to flatten out (B) and eventually
rupture and release the attached fluorescent phages (C). The fluorescent micrographs demonstrate the
captured phages dispersing and eventually being washed away in the process.

Chemical extraction

Due to the poor efficiency of the mechanical lysis, we tried to adapt the typical trypsin based protocol for

the release of the HCT116 cells from the T-flask cultures. To do this, a trypsin solution (0.25 mg/mL) at

37 ◦C was injected into the microchannel, at a flowrate of 20 µL/min, until all the cells were detached (<
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10 min). In Figure 18.8 a sequence of micrographs represent what is happening inside the microfluidic

device. At the time of writing, we are still in the COVID-19 pandemic and thus all experimental activities

on this topic have been interrupted. Hopefully at the time of the oral defense, more information on this

topic may be presented.

Figure 18.8: Micrographs depicting the cell extraction from the microfluidic chips. Cell density is different
in the initial moments (A), the mid point (B) and the end of the extraction (C).

18.3.4 Pre-library and final experiments

As mentioned before, the conclusion of these experiments were caught in the midst of the COVID-19

pandemic and could not be completed at the time of writing. However, one can speculate what could be

the next steps of the experiment.

Assuming that the efficiency for the chemical extraction of the phages was satisfactory (>50%) I

think we are still not ready to move on to the experiments concerning a random library. To ensure that

we are capable of capturing any positive hit that goes by the cells I would dilute the phage used up until

this point with a solution of a phages which we know does not bind to these cells and check how low we

could go, using dilution factors of 10x. Once that work is completed we are now ready to move on to the

actual experiments with a random library.

A first screening could be performed using only one cell chamber, however to ensure that the chosen

phages are specific to cancerous tissue and won’t bind to healthy tissue, a second chamber has to be

added to the microfluidic device in order to exclude any possible phage mutant that would bind to healthy

163



tissue, as this would be hazardous towards the patient.

18.4 Conclusions

In this chapter I showed the potential use of microfluidic devices as a vehicle for phage display assays,

as a method to develop new colorectal cancer therapeutic agents. Sadly, this work is not complete due to

external factors. However, I think that the results shown here demonstrate the potential of these devices

in the future.

In this chapter, a successful culture of a cancer cell line was achieved, which was much more chal-

lenging than what is shown here. In addition to that, it was demonstrated how the design chosen for this

microfluidic device should be capable of capturing any positive hit produced by a random genetic library

of mutated phages.

One can envision this type of device to be used in personal therapy in situations where the tumor is

accessible via biopsy, by culturing the tumor cells of the patient instead of an immortalized cell line, it is

possible to screen a phage specific for that patient in a short period of time. This could allow the fabrica-

tion of patient tailored phages that can act as vehicles for drug delivery, or by analyzing the successful

peptide sequence, generate antibodies that can identify the tumor as a form of immunotherapy.

It is with many regrets that this portion of th doctoral thesis is left incomplete.
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Chapter 19

Biomarker Detection for Drug

Screening

19.1 Introduction

Within work package 8 of the POINT4PAC project, there is another goal, which is the development of

microfluidic devices that could aid in the screening of potential therapeutic agents for colorectal cancer.

This part of the work was developed in collaboration with Vanda Marques and Dr Marta Afonso which

work under the guidance of Professor Cecilia Rodrigues from the Faculty of Pharmacy of the University

of Lisbon.

The rationale behind this part of the project is to use the cells chips, similar to the ones presented in

the previous chapter of this thesis, to grow, not only the cancer cells such as the HCT116 cell line, but

also some of the major body tissues to assess, not only the efficiency of the drug, but also, possible side

effects.

Besides being able to culture these different cell lines, there is a technical challenge of monitoring

the cell state over time during the drug screening. This can done through the instrumentation of the

microfluidic chip by including for example, impedance sensors or photosensors for biomass monitoring,

or pH sensors to try to account for metabolic changes to the pH of the chip outflow. Another approach

is to include an integrated biosensing module at the chip exit to detect known viability markers such as

adenylate kinase I (AK) or lactate dehydrogenase.

My role in this portion of the project was to develop a biosensing module for the detection of AK in the

chip output. I will present the work done towards the development of a immunoassay-based, microfluidic

module for the detection of AK in the cell supernatant. Sadly, in a similar fashion to the previous chapter

this work was not completed, in part due to the impact of the COVID-19 pandemic. However, I will make

note on how I would proceed in terms of future work for this project.
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19.2 Materials and Methods

19.2.1 Cell culture and supernatant preparation

Cell culture conditions of the supernatants used in this portion of the work were the same as reported in

the previous chapter.

RIPA buffer (Thermo Fisher) is added to each cell suspension according to the manufacturer, which

is dependent on the suspension concentration. The mixture is left to incubate on ice for 30 minutes

with manual agitation at t = 10, 20 and 30 min. After the 30 minutes incubation step, cell solutions are

centrifuged for 30 minutes at 4 ◦C at 16 000 g. At the end of the centrifugation step, cell lysates are then

resuspended in the complete culture medium.

19.2.2 Protein labeling

Two different fluorophore were used in this portion of the assay, Alexa430 and BODIPY FL, (Thermo

Fisher), both were used according to the manufacturer’s indications. Briefly, 50 µL of the target protein

dissolved in a solution of 0.1 M of sodium bicarbonate was mixed with 5 µL of the fluorescent dye,

dissolved in DMSO at 10 mg/mL and left to incubate under agitation in the dark and at room temperature

for 1 h. Then, the excess dye was washed using a 10 kDa Amicon tube (Merck). This was done by using

500 µL of PBS at a time and centrifuging at 14000 g for 10 min until the permeate was not fluorescent.

19.2.3 Microfluidic detection assays

There were several iterations of these assays being performed, as will be described throughout the

results section. The general architecture of the assay consisted of packing the microcolumn with the

appropriate microbeads, by placing a pipette tip at the inlet containing 5 µL of the microbead suspension

and applying a negative pressure at the outlet using a syringe pump, working in pull mode at a flowrate

of 15 µL/min. Then the sample would be injected into the column using a syringe pump in push mode at

the appropriate flowrate, followed by the antibody or washing buffer (PBS) depending on the experiment

at hand. The fluorescent signal was monitored using a Leica microscope fitted with a 100 W mercury

arc fluorescent lamp.

19.3 Results and Discussion

The direction I decided to follow for the detection of the AK in the cell supernatant was that of a direct

immunoassay, where we capture the analyte and detect with a labeled, anti-ak antibody. There are some

restrictions and assumptions that were made from the start of the work.

Since the goal is to have this module attached to a similar cell chip as the one presented in the

previous chapter, the chip dimensions and working conditions for the culture of the HCT116 cell culture

were used as a model. This translates to using a working flowrate for the supernatant of 0.2 µL/min and

a detection range lower that 10000 cells in the microfluidic chip, or in other units, 10000 cells/µL, which
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is the number of cells that fit in a completely filled microchip. However, the typical experiment can have

a cell number varying between 2000 and 6000 cells in the chip. As in most cases, the more sensitive we

are capable of being, the better.

19.3.1 Microbead screening

The initial challenge to develop a direct immunoassay is to be able to capture the analyte in solution and

prevent its elution during the remainder of the steps used in the assay. To asses the capture of the AK

in solution, pure AK was labeled with the BODIPY FL fluorophore and injected into similar microfluidic

columns as the ones used by Pinto et al. [346] These microfluidic columns are 700 µm wide and 1 cm

long, while having a height of 100 µm. These columns were packed with a variety of chromatography

microbeads and the results are presented in Figure 19.1.

Figure 19.1: (A) Results obtained for the microbead screening to determine the optimal microbead for
AK comparison. (B) Visual comparison of the microbead screening.

The results presented in Figure 19.1, show that there are two viable candidates for the capture of the

AK molecules in the cell supernatant, the APTES beads, which have a positively charged primary amine

as the functional group, while the NHS-Sepharose beads also have an amine as the functional group, in

this case it promotes the formation of amide bonds with the proteins in solution. However it is important

to note that it is unlikely that in the residence time of the molecules, a stable covalent bond is formed, as

the manufacturer indicates a 16 h process time for this to occur.
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To determine the best microbead between the two viable candidates, APTES functionalized SiO2

and the NHS-Sepharose beads, a stringent was performed to determine the one with the strongest

interatcion with the AK molecules. This was was done using PBS at a flowrate of 5 µL/min and the

results are presented in Figure 19.2.

Figure 19.2: Results obtained to test the strength of the interaction between the captured AK and the
microbeads packed in the microfluidic column.

As seen in Figure 19.2, the APTES beads lose fluorescence over time, meaning that there is elution

of about 50-55% of the captured AK. In the case of the NHS-Sepharose beads, there is an initial peak in

fluorescence, which is believed to be leftover antibody solution in the device inlet. Aside from that initial

”bump” in the signal, there is no variation in the fluorescence presented for these beads, meaning that

there is no significant elution of the antibody during the washing step. These results led me to use the

NHS-Sepharose beads as my capture element for these assays.

19.3.2 Immunoassay development

The next step in developing is assessing the antibody behavior, to do this, two assays were performed.

The initial condition was to flow 100 mg/L of pure, unlabeled, AK into the microchannel, which was

followed by an injection at 1 µ/min of the anti-AK antibody (50 mg/mL), which was labeled with the

Alexa430 fluorophore. The signal obtained over time was compared to the signal obtained using a

solution with no AK content. After the intial capture, the beads were washed using 5 µL/min of PBS.

These results are presented in Figure 19.3.
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Figure 19.3: Comparison of the fluorescent signal obtained using 100 mg/mL of AK and a control with
no AK in solution. In this assay the antibody was first captured (green) and then a wash with PBS at 5
µL/min was performed (red).

The results presented in Figure 19.3 gives us several relevant bits of information concerning our

detection assay. The higher final signal and the higher slope presented by assay with AK indicates that

the antibody is capable of recognizing the immobilized AK, while the lack of a significant decrease of

signal during the wash tells us that the affinity of the antibody is reasonable and there is not a significant

amount of non-specific interactions between the antibody and the other elements of the sensor. This

wash experiment also shows us that the larger decrease in signal is obtained after 2 min of the washing

procedure, which will be the washing time for the remaining experiments. The increase of signal in the

absence of AK is to be expected. As mentioned before, these microbeads are optimal for establishing

amide bonds with available proteins and peptides, so in the absence of blocking it is expected that the

antibody would be captured

This is the point of the development where a series of experiments would be performed in buffered,

model solutions, perhaps even spiked with some contaminants to emulate the experimental conditions.

These experiments would serve to obtain the ideal blocking condition to prevent the non-specific capture

of the antibody, followed by an optimization of the flow rate and other experimental conditions. However

there are some things to take into consideration in this particular case.

The main goal of this device is to be capable of detecting cell death directly from the cell culture

chamber after a potential drug was injected. Ideally we should keep the number of experimental steps

to a minimum in order to have a reasonably functioning module to couple to the cell chip being used for

the cell culture. When considering what the medium being used to grow these cells, we are using a cell

culture medium that is being supplemented with FBS. FBS is very rich in proteins such as bovine serum

albumin (BSA), which historically, are excellent blocking agents in immunoassays. With this in mind, I
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attempted to simply flow the supernatant of a HCT116 cell culture that was lysed and the supernatant

retrieved, followed by the injection of the antibody solution and a wash step. In order to confirm that

the capture of the antibody was not due to the fluorescent label, a control assay, where the anti-JA

acid antibody (50 mg/mL) labeled with the same Alexa430 was used instead. These results alongside

micrographs of the antibodies being captured using the bare beads are presented in Figure 19.4.

Figure 19.4: Comparison of the results obtained using an anti-JA (left) and an anti-AK (right) antibody on
the detection of the AK presented in a supernatant that resulted from the lysis of a cell culture containing
10000 cells/ µL (top) and buffer (bottom). All micrographs, except the bottom left one, were enhanced
for visualization purposes.

By observing the micrographs presented in Figure 19.4, it can be concluded that we are capturing the

AK present in the cell supernatant, that we are still capable of detecting it using the anti-AK antibody and

that the interaction is specific! Figure 19.4-B and D show us that the microbeads are capable of capturing

both antibodies to a high degree, while Figure 19.4-A demonstrates that there is close to no non-specific

interaction. This lack of capture of the anti-JA antibody in Figure 19.4-A indicates that there is a very

efficient blocking of the microbead surface by the remaining components of the cell lysate supernatant.

Figure 19.4-C demonstrates that the anti-AK antibody is still capable of detecting the bound AK released

by the cells, despite the presence of several contaminants in solution.

At this point in time there are now two immediate questions: i) Is the blocking being done by the FBS

proteins presented in the culture medium or is it the remaining proteins from the cell lysate? ii) How

sensitive can we be using this approach?

To answer these questions, different cell lysates with different cell concentrations were used, with the

results being presented in Figure 19.5. These lysates were injected into the column at 0.2 µL/min for 10

min.

In Figure 19.5 it can be observed that there is a dependence of the fluorescent signal obtained and

the number of cells that were presented in the original cell suspension that was lysed. This is most likely

due to the different amounts of AK released and presented in the supernatant.
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Figure 19.5: Results obtained for different concentrations lysates, presented as the equivalent number
of cells that would be present in the microfluidic cell chip. Micrographs presented in the figure show the
varying fluorescent signals obtained. The experimental points 10000, 7500 and 5000 are the result of
the triplicate assays, while the others are the result of duplicates. The micrographs were enhanced for
visualization purposes.

It was mentioned before that our typical cell experiment will have somewhere between 2000 and

6000, but can go up to 10000 cells in the microfluidic chip. This means that we are more or less at the

upper limit of what would be needed for a sensitive biosensor. As it stands, the developed module can

give us an indication of 100% cell death vs maybe 50-75% in a really well seeded chip vs 0% cell death.

19.3.3 Future Steps

Despite not achieving the desired sensibility for the assay, a basis which is not too far off was achieved.

If more time was available the route I would attempt would be the following.

The initial step would be to test agarose based microbeads to confirm that the capture of the

molecules is due to the activated NHS group and not the microbead matrix itself.

I would also consider the use of a longer microfluidic column. The reason behind this suggestion is

that in some instances where the column was over-packed with the microbeads, there was a clear signal

gradient along the microcolumn. This may be evidence of the microbeads being capable of depleting

the supernatant solution. If this is true their might be the possibility of detecting different concentrations

based on the ”fluorescent length” detected in the column.
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Finally, the real test would be to test this with the actual microfluidic cell chip. There can also be the

release of AK during the cell growth process which needs to be taken into account. In these experiments,

the AK detected is what the cells had inside themselves at the moment of their death. So the relationship

between the number of cells being cultivated and the AK that is released may actually be higher.

19.4 Conclusions

All in all this was a nice challenge to tackle in this PhD thesis. I was able to develop a very simple

assay capable of detecting cell death in the upper limits of the required detection range of 5000-10000

cells/µL. Assuming the module is connected to the cell chip and is continuously capturing the chip output,

the detection assay itself is performed in 7 min, which is quite fast.

The use of the actual cell medium as the blocking agent is an interesting approach for the develop-

ment of an immunoassay as we can significantly reduce the complexity and time of the assay. Another

interesting aspect is that we are (probably) capturing most if not all of the proteins released by the cells

during their lysis process. This may open the door towards a multiplexed detection of different biomark-

ers such as lactate dehydrogenase or glyceraldehyde-3-phosphate dehydrogenase [458] by using a

mixture of the appropriate antibodies with different fluorescent labels.

Another future development for this module would be to couple it to the a-Si:H photosensors, with

the appropriate fluorescent filters to have an immediate response.
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Chapter 20

A microfluidic device for the

screening of anti-cancer immune

therapeutic strategies: a proof of

concept comparison to in vivo

20.1 Introduction

High mortality rates of cancer are usually attributed to metastasis. Usually, metastatic CRC patients are

treated with chemotherapy, alone or in combination with biological agents, as most of metastases cannot

be addressed surgically. However, these therapeutic combinations have presented a limited success,

which may be explained by the “tumor immune microenvironment” (TIME). [459] In detail, TIME is con-

stituted by a complex network of tumor, stromal and innate/adaptive immune cells, whose tumorigenic

and suppressive phenotype further influence the growth, proliferation and tumor dissemination, being

associated to the progress of adenomatous polyps to invasive CRC. [460]

The tumor-associated macrophages (TAM) infiltration seems to play a key role in CRC dissemination,

being related with a poor outcome. Particularly, pro-tumoral M2-TAM (colony stimulating factor 1 receptor

(CSF1R) dependent) are directly involved in the secretion of immune suppressive factors that trigger the

prevention of effector functions of immune cells and induce their differentiation into immune regulatory

and tumorigenic ones (such as, regulatory T (Treg) and dendritic cells (rDC)), thus acting as stimulators

of immune suppression and tumor growth. [460]

The most explored and ongoing clinical trials in several solid tumor types and recently approved

by Food and Drug Administration (FDA) for the treatment of tenosynovial giant cell tumors is Pexidar-

tinib (PLX3397), an orally active and potent tyrosine kinase inhibitor of CSF1R, with activity to other

kinases such as cKIT, mutant fms-like tyrosine kinase 3 (FLT3), and platelet-derived growth factor re-

ceptor (PDGFR)-β, which is safe and effective in depleting CSF1R+ TAM, reprogramming immune sup-

173



pressive myeloid cells towards an antigen-presenting and immune stimulatory phenotype, and restoring

anti-tumoral T cell responses. [461–463]

In this work, we present a simple to use, microfluidic platform for the rapid assessment of potential

cancer therapies.

As a model, the tumor microenvironment from colon cancer induced, C57BL/6J (10-12 weeks-old)

mice was used, as well as spleenocytes which have a limited cytotoxic effect towards the TME. As a

proof of concept, the effect of a nanoparticle based therapeutic vaccine, which increases the cytotoxic

behavior of the spleenocytes, was assessed in the microfluidic device as well as the combined effect of

the nanovaccine and a TAM inhibitor, Pexidartinib. The results obtained in the microfluidic device were

then compared to the same treatments employed in an in vivo study, with both approaches resulting

in similar conclusions, validating the use of the microfluidic platform approach for rapid screening of

potential therapy strategies, while reducing the amount of sacrificed animals.

20.2 Materials and Methods

20.2.1 Reagents

Solutions were prepared from analytical grade reagents using Millipore Milli-Q ultra pure water and

RNAse free water.

Poly(D,L-lactide-co-glycolide) (PLGA) Resomer R© RG 502 (lactide:glycolide 50:50, molecular weight

(Mw) range 7,000 – 17,000 g/mol) was purchased from Evonik (Frankfurt, Germany). Poly(2-butyl-2-

oxazoline)-block-poly(2-methyl-2-oxazoline) (poly(2-oxazoline), POx) conjugated to mannosamine (POx-

Man) was synthesized and kindly provided by Professor Rainer Jordan and Doctor Erik Wegener from

Technische Universität Dresden (Dresden, Germany). Dichloromethane (DCM), (APTES), bovine serum

albumin (BSA) and fluorescamine were purchased from Sigma-Aldrich (Darmstadt, Germany). N-

butyl poly-L-arginine hydrochloride (pARG) with a Mw ranging 3,000 – 3,400 g/mol was purchased

from Polypeptide Therapeutic Solutions (Valencia, Spain). Phosphate buffered saline (PBS, pH 7.4),

Quant-iTTM PicoGreenTM dsDNA assay kit, Quant-iTTM OliGreenTM ssDNA assay kit, RPMI 1640

+ GlutamaxTM , heat inactivated fetal bovine serum (FBS), penicillin/streptomycin (PEST; Penicillin

10,000 U/mL and Streptomycin 10,000 mg/mL), HEPES buffer (1 M), sodium pyruvate (100 mM), β-

mercaptoethanol (50 mM), trypsin-ethylenediaminetetraacetic acid (trypsin-EDTA, 0.25%), ACK lysing

buffer, 4,6-diamidino-2-phenylindole (DAPI) and 7-Aminoactinomycin D (7AAD) were purchased from

Thermo Fisher Scientific (Bremen, Germany). Tumor-associated peptides MHCI-restricted AdpgkR304M

(MHCI-Adpgk): AM-9 (ASMTNMELM), MHCII-restricted AdpgkR304M (MHCII-Adpgk): GT-28 (GIPVH-

LELASMTNMELMSSIVHQQVFPT) were purchased from GeneCust (Dudelange, Luxembourg). CpG-

ODN 1826 (TCCATGACGTTCCTGACGTT) and small interfering RNA (siRNA) anti-TGF-β1 (siTGF-β1)

were purchased from Microsynth GmbH (Balgach, Switzerland). Poly(I:C) (High Mw) VacciGradeTM was

purchased from Invivogen (Toulouse, France). Pexidartinib was purchased from Selleckchem (Houston,

TX, USA). Collagenase type II, neutral protease (dispase) and DNase I were purchased from Worthing-
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ton Biochemical Corporation (Freehold, NJ, USA). Corning R© collagen I (high concentration, rat tail) was

supplied by Corning (New York, USA).

20.2.2 Nanoparticle synthesis and characterization

NP were prepared by a double emulsion (water-in-oil-in-water (w/o/w)) solvent evaporation method, as

reported elsewhere. [464] Briefly, PLGA (80%) and POx-Man (20%) were dissolved in DCM at 50 mg/mL

(organic phase). The internal aqueous phase was prepared by dissolving the TLR ligands (20 µg/mice

for CpG-ODN and 40 µg/mice for Poly(I:C)), the antigens (500 µg of MHCI-Adpgk and MHCII-Adpgk

CRC neoantigens), and the siRNA (16 mg/mL) against TGF-β1 previously complexed with pARG, in

8% (m/v) PVA aqueous solution. This aqueous phase was added to the organic phase containing the

polymer blend previously dissolved. The single w/o emulsion was performed under continuous sonica-

tion at 20% of amplitude for 15 seconds, using a microprobe ultrasonic processor (Digital Sonifier R© Cell

Disruptor, Branson Ultrasonics, Emerson, USA). A second emulsion was performed with 2.5% (m/v)

PVA aqueous solution under the same conditions. The w/o/w double emulsion was added dropwise

into a 0.25% (m/v) PVA aqueous solution and left under magnetic stirring for 1 hour at room tempera-

ture, allowing for DCM evaporation and NP formation. NP were thereafter separated from the prepara-

tion media and washed with ultrapure water (to remove the excess of surfactant and/or non-entrapped

biomolecules) by centrifugation at 22,000 g for 40 minutes, at 4 ◦C (Beckman J2MC super centrifuge,

Beckman Instruments, Inc., USA), and finally resuspended in PBS for in vivo experiments.

NP mean diameter and polydispersity index (PdI) was determined by Dynamic Light Scattering (DLS)

using a Zetasizer Nano ZS equipment (Malvern Instruments, Worcestershire, UK). The same equipment

allowed for the determination of NP surface charge (ζ potential) by Laser Doppler Electrophoresis in

combination with Phase Analysis Light Scattering. [464]

Antigens (MHCI-Adpgk and MHCII-Adpgk), siTGF-β1 and Poly(I:C), and CpG-ODN entrapped into

NP were indirectly quantified with fluorescamine (360 nm absorbance and 460 nm emission wave-

lengths), Quant-iTTM PicoGreenTM dsDNA and OliGreenTM ssDNA Assay Kits (485 nm absorbance

and 520 nm emission wavelengths), respectively, using the supernatants collected from centrifugation

steps and a microplate reader (FLUOstar Omega, BMG Labtech, Durham, NY, USA), as previously

reported. [464]

20.2.3 Animal Studies

C57BL/6J (10-12 weeks-old) mice were purchased from Instituto Gulbenkian de Ciência (Lisbon, Por-

tugal), and housed in the animal facility of the Faculty of Pharmacy at the University of Lisbon. All

animal procedures were completed in compliance with Faculty of Pharmacy, University of Lisbon guide-

lines. Protocols were reviewed and approved by the Direção-Geral de Alimentação e Veterinária (DGAV,

Portugal). Animals were housed under a 12 hours light, 12 hours dark cycle, with food and water avail-

able ad libitum and handled in compliance with the National Institutes of Health (NIH) guidelines and

the European Union rules for the care and handling of laboratory animals (Directive 2010/63/EU). Mice
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body weight change was monitored 3 times a week. Mice were euthanized according to ethical protocol

when showing signs of distress or with rapid weight loss (above 10% within a few days or 20% from

the initial weight). For tumor-bearing mice, tumor size was monitored 3 times a week using a digital

caliper. Animals were also euthanized in case the tumor size exceeded 1200 mm3 or if the tumor was

necrotic/ulcerative. Tumor volume (mm3) was determined by (d2 ×D)/2 where d and D are the shortest

and longest diameter in mm, respectively.

Figure 20.1: Example of the C57BL/6J mice used for these experiments.

20.2.4 Therapeutic effect of nanovaccine alone or in combination with TAM

modulator assays

On day 0, female C57BL/6J mice (10-12 weeks-old) were s.c. inoculated at the right flank with 5x105

(100 µL PBS) murine colon adenocarcinoma MC38 cells (kindly provided by Professor Diego Arango

from the Vall d’Hebron Hospital Research Institute, Barcelona) previously cultured in RPMI 1640 + Glu-

tamax supplemented with 10% (v/v) FBS and 1% (v/v) PEST, as reported by Luo et al. [398]. The right

dorsal area was treated with depilatory cream before the inoculation. On day 10, mice were randomized

into the following groups (N= 6) according to Table 20.1.

Table 20.1: Therapeutic groups and following administration routes. CpG: cytosine phosphorothioate-
guanine motifs; i.p.: intraperitoneal; MHC: major histocompatibility complex; ODN: oligodeoxynu-
cleotides; PBS: phosphate-buffered saline; Poly(I:C): polyinosinic:polycytidylic acid; s.c.: subcutaneous;
siRNA: small interfering RNA; siTGF-β1: siRNA anti-TGF-β1; TLR: toll-like receptor. Nanovaccine
siTGF-β1: NP loading MHCI-Adpgk + siTGF-β1/MHCII-Adpgk and TLR ligands (CpG-ODN, Poly (I:C)).

Group Treatment Entrapped biomolecules Route of administration
G1 PBS s.c.
G2 Nanovaccine MHCI-Adpgk + siTGF-β1 + CpG-ODN +

Poly(I:C) /MHCI-Adpgk + CpG-ODN + Poly(I:C)
s.c.

G3 Nanovaccine + Pexidartinib s.c. + i.p.

PBS and nanovaccine treatments (200 µL) were s.c. administered by hock immunization, via injection

proximal to inguinal LN (200 µL), on days 10, 17, and 24 following tumor inoculation (Figure 2A). Half

dose was injected in the right side while the other half on left side. MHCI-Adpgk + siTGF-β1 and MHCII-

Adpgk peptide antigens were administered at both sides of each mouse (groups 2-3). Each dose per

mouse (50 µL per side) contained 100 µg of Adpgk antigen (50 µg of MHCI-Adpgk and 50 µg MHCII-

Adpgk), 20 µg of siTGF-β1, 20 µg of CpG-ODN and 40 µg of Poly(I:C), entrapped into NP (10 – 20
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mg/mL, according to MHCI/II-Adpgk loadings).

Pexidartinib (TAM inhibitor) was administered intraperitoneally (i.p.) at 10 mg/Kg [451]. Mice were

treated with three doses, administered seven days apart, on the day of nanovaccine administration

(Figure 2A).

On day 28 mice (N= 2-3) from each group were euthanized, and their tumors and spleens were

isolated aseptically for microfluidic-based assays.

20.2.5 Tumor and spleen single cell suspension preparation

On day 28, PBS- and nanovaccine-treated mice (N= 3) (Table 20.1) were sacrificed, and their tumors

and spleens were isolated aseptically and homogenized in a single cell suspension for characterizing

the dynamics of immune-TIME interactions in microfluidic chips.

Tumor single cell suspensions were obtained by mechanical disruption and enzymatic digestion of

the tumor tissues (0.5% (m/v) BSA, 0.1% (m/v) collagenase type II, 0.1% (m/v) neutral protease (dis-

pase) and powders of DNAse I in RPMI 1640 + Glutamax) for 1 hour at 37 ◦C. After digestion, tumor

single cell suspensions were depleted of erythrocytes using the ACK lysing buffer for 5 minutes at 37
◦C and filtered through a 70 µm filter with cold PBS to remove the debris. Thereafter, tumor single cell

suspensions were centrifuged at 300 g for 5 minutes at 4 ◦C and cultured in RPMI 1640 + Glutamax

supplemented with 10% (v/v) FBS and 1% (v/v) PEST, in a humidified incubator equilibrated with 5%

CO2 at 37 ◦C. Cells were then recovered, counted to be loaded into microfluidic chip chamber (TIME

chamber).

Spleens were also mechanically disrupted, and single cell suspensions depleted of erythrocytes and

filtered as previously described. Cells were then centrifuged at 300 g for 5 minutes at 4 ◦C and cultured

for 7 days in RPMI 1640 + Glutamax containing 10% (v/v) FBS, 1% (v/v) PEST, 1% (v/v) sodium pyruvate,

1% (v/v) HEPES buffer, 0.1% (v/v) β-mercaptoethanol only, or supplemented with MHCI/II-Adpgk (100

µg/mL, 50 µg/mL for MHCI-Adpgk and 50 µg/mL for MHCII-Adpgk) peptide solution and CD28 (2 µg/mL),

in a humidified incubator equilibrated with 5% CO2 at 37 ◦C. After 7 days, splenocytes were recovered

and counted to be loaded into the microfluidic chip chamber (spleenocyte chamber).

20.2.6 Microfluidic cell chip material screening

MC38 CRC cells (1x105 per mL) were seeded in polystyrene petri dishes, or petri dishes covered with

PDMS or Corning R© glass (coverslip), previously treated with oxygen plasma functionalization (Har-

rick Plasma PDC-002-CE) for 10 minutes and sterilized using UV light of the laminar flow hood (BSB

4A, Gelaire Laminar Air Flow, Italy) for 15 minutes, and incubated overnight in a humidified incubator

equilibrated with 5% CO2 at 37 ◦C. Collagen (50 µg/mL, PBS) coating was also tested in the different

materials. Images were obtained using an optical microscope (ULWCD 0.3 Olympus CK2, Japan) and

a smartphone (WIKO U Feel Prime).
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20.2.7 Microfluidic screening assays

Microfluidic cell chips were sterilized using the UV light of the laminar flow hood (BSB 4A, Gelaire Lam-

inar Air Flow, Italy) for 20 minutes prior to experiments. Cell chips were then loaded with the TIME

cells by placing 100 µL of the tumor cell suspension with a density of 4x106 cells/mL in the inlet of the

TIME chamber and 100 µL of medium in the adjacent chamber inlet. Using a syringe pump (New Era

Pump Systems, NE-1002X) at flow rate of 2 µL/minute, cells were pulled into the chamber by applying a

negative pressure at the outlet. TIME cells were allowed to adhere for 4 hours, in a humidified incubator

equilibrated with 5% CO2 at 37 ◦C. Subsequently, the remaining cells in the inlet region were scraped

out to avoid excessive medium depletion and the medium was renewed. Cells were allowed to grow in a

static culture for 24 hours. Cell culture medium was then renewed with medium containing the cell death

marker 7AAD (1:1000, 488 nm excitation and 647 nm emission wavelengths), to monitor the percentage

of TIME cell death. Thereafter, spleenocytes (1:100) obtained from PBS- and nanovaccine-treated mice

were loaded into the remaining spleenocyte chamber by the same method used in TIME chamber. For

treatment condition of nanovaccine in combination with a TAM inhibitor, cell culture medium of spleeno-

cytes from nanovaccine-treated mice was supplemented with Pexidartinib at 14.9 nM. [465] Cells were

co-cultured for another 24 hours and the percentage of TIME cell death was evaluated. Microfluidic cell

chips without spleenocytes were used as controls.

Cell culture viability was monitored using optical (ULWCD 0.3 Olympus CK2, Japan) and fluores-

cence (Rhodamine filter, 546 nm excitation and>590 nm emission wavelengths; Olympus AH-2, Japan).

Fluorescent images were obtained using an AxioCam MRc coupled to the fluorescence microscope. The

WCIF ImageJ Software was used for an automatic assessment of the fluorescent micrographs [450]. A

threshold filter was applied, and the amount of fluorescent entities were counted.

20.3 Results and Discussion

20.3.1 Microfluidic Approach

As discussed briefly in the introduction, the development of successful treatment strategies is a highly

time consuming and expensive endeavor. In this work we propose a different approach to overcome

this issue, which will allow us to save more animal lives and to perform a larger amount of screening

assays. This approach is summarized in Figure 20.2, using a theoretical exercise, for the screening of

the synergistic effect of therapeutic vaccines in addition to a TIME inhibitor.

Taking into consideration the number of biological replicates needed for a successful treatment

screening assay, the number of animals that will be sacrificed rise exponentially. Using our proposed

approach, the number animals sacrificed is kept at a minimum. By extracting the whole tumor from

mice, several microfluidic assays may be performed using the same biological material by assessing the

effect of immune therapeutic approaches, such as nanovaccines alone or in combination with multiple

inhibitors of the tumor-immune microenvironment (TIME), without the additional animal sacrifice. This

approach also possesses advantages over the use of cell lines in vitro as the immortalized cell lines
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Figure 20.2: Schematic representation of the traditional approach towards treatment development stud-
ies (left) compared to the microfluidic-based approach proposed in this work (right). By using the mi-
crofluidic cell chips, more combinations of treatments can be tested at the expense of a lower number
of animals, represented as mice.

often do not react in the same fashion as the primary cell lines. In addition, primary cell lines lack the

immune suppressive factors expressed by the TIME. This approach could also be extended to cases of

personalized medicine where a tumor biopsy from a patient could be collected and used as the screening

material for an array of potential treatments.

In the following sections we report on a microfluidic cell-culture platform for exploring the tumor

infiltrating lymphocyte (TIL)-mediated tumor killing in a static microenvironment, as a preclinical ex vivo

complex model system alternative to in vivo studies.

As proof of concept, a preliminary experiment was designed to show how this platform can be used

to screen the best anti-CRC therapy through the evaluation of the tumor cell death after the incubation

of TIME cells with lymphocytes harvested from mice previously immunized with a nanovaccine alone or

in combination with a TAM inhibiting agent.

20.3.2 Therapeutic nanovaccine alone or in combination with TAM blockade

therapy restricts colorectal cancer growth in vivo

Previously explored by Matos et al. [464], an in vivo study was performed to evaluate the potential

synergistic anti-tumor effect of a nanovaccine combined with modulatory therapies focused on blocking

immune suppressive mechanisms involved in cancer progression, allowing the screening of the best anti-

CRC therapy. Matos et al. [464] designed and prepared mannose-functionalized NP by using a modified

state of the art double emulsion solvent evaporation method to deliver combinations of neoantigens

(short MHCI- and long MHCII-Adpgk peptides) and TLR ligands (CpG-ODN and Poly(I:C) as agonists

of the TLR9 and TLR3, respectively), in addition to the co-entrapment of siTGF-β1, to DC. Nanovaccine

presented an average hydrodynamic diameter close to 200 nm, with low polydispersity index (PdI <0.2),

near-neutral surface charge, and high loading levels for Adpgk peptides (EE >76.1 ± 4.1%, LC >38.1
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± 2.0 µg/mg) and TLR ligands (CpG-ODN: EE >98.2 ± 2.9%, LC >6.3 ± 0.1 µg/mg); and Poly(I:C): EE

>98.2 ± 2.3% and LC >12.5 ± 0.1 µg/mg).

According to schedule in Figure 20.3-A, the nanovaccine co-entrapping the CRC neoantigens (MHCI-

or MHCII-Adpgk), TLR ligands (CpG-ODN and Poly(I:C)) and siTGF-β1, was administered to these

animals alone or in combination with an inhibitor of immune suppressive TAM, Pexidartinib, in the same

day. The anti-tumor immune-mediated response was strongly enhanced with marked tumor growth

inhibition (Figure 20.3-B, C) when mice were treated with the nanovaccine alone or in combination with

TAM inhibitor, Pexidartinib.

At day 28 following tumor inoculation, animals treated with the nanovaccine alone or in combination

with Pexidartinib, presented an average tumor volume significantly lower than those treated with PBS

(P <0.0001) (Figure 20.3-B, C). Although different from PBS-treated group, the nanovaccine-treated

groups also presented significantly different tumor volumes. Accordingly, mice treated with combinato-

rial treatment Nanovaccine + Pexidartinib presented significantly smaller average tumor volumes than

those immunized with the nanovaccine (P = 0.0289) (Figure 20.3-B, C). Particularly, the combination

Nanovaccine + Pexidartinib resulted in the most robust anti-tumor effect presenting an average tumor

volume 2.8- and 6.6-fold significantly smaller than those obtained for nanovaccine and PBS-treated ani-

mals, respectively.

The important role of immune suppressive TAM in CRC dissemination and poor outcome have pow-

ered interest in therapeutically targeting these cells. The modulation of CSF1/CSF1R signaling, using

CSF1R inhibitors (e.g. Pexidartinib) as monotherapy or in combination with other immune therapeutic

strategies, have been reported to repolarize the pro-tumor phenotype of adaptive immune cells to an

anti-tumor one, through the reduction of TAM infiltrate and promotion CD8+ effector T cells in CRC [459,

461-463, 493-495]. Moreover, pro-tumoral M2-TAM act as stimulators of immune suppressive cytokine

TGF-β [46], which is involved in CRC metastasis and correlated with poor prognosis in CRC patients

[144, 464]. Thus, the development of strategies to inhibit TGF-β pathway and TAM infiltration, in combi-

nation with other therapies including DC vaccination, have been stimulated in order to restore anti-cancer

immunity associated to potent cytotoxic immune responses, control tumor homeostasis and prevention

of metastatic CRC [465, 466]. Considering the important role of several tumor-infiltrating immune play-

ers with immune suppressive and pro-tumoral capacities in the dissemination and progression of CRC

and other tumor subsets, and the drawbacks previously mentioned related to the in vivo studies, there

is an urgent need in develop preclinical ex vivo models alternative to in vivo studies.
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Figure 20.3: The co-delivery of antigens and adjuvants by our polymeric cancer nanovaccine showed
a synergistic effect on the inhibition of tumor growth. (A) Timeline of tumor inoculation, immunizations,
and immune modulatory therapy. (B) Tumor growth curve. (C) Tumor volume at day 28 following tumor
inoculation. Data are presented as mean ± SEM (N= 6). One-way ANOVA followed by Tukey Post-Hoc
test. P values regarding the tumor volume at day 28 after tumor inoculation relative to Nanovaccine +
Pexidartinib group.

20.3.3 Co-culture microfluidic cell platform development for treatment screen-

ing

A microfluidic cell chip was developed as a preclinical ex vivo complex model system alternative to in

vivo studies, to enable the rapid screening of the same anti-CRC treatments previously tested in vivo.

Before the fabrication of the microfluidic chip, several substrate candidates were tested in order to deter-

mine the best material to promote cell growth. The materials tested were polydimethylsiloxane (PDMS),

polystyrene (PS) and Corning Glass, which are common substrates among microfluidic fabrication pro-

cedures. MC38 CRC cells were seeded in the different sterile materials, previously coated with rat tail

collagen type I, to test their ability to adhere. Cells seeded in a T-flask were used as control. Polystyrene

was selected as the best material for the development of the microfluidic chip as MC38 CRC cells grew

completely adherent with an elongated morphology (Figure 20.4-A). In contrast, PDMS seems to be the

substrate less suitable for MC38 CRC cell culture, as it was observed cells in suspension, aggregated

and with circular morphology typical of death cells (Figure 20.4-A).
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Figure 20.4: Schematic representation of the microfluidic cell chip is as a promising pre-clinical ex vivo
alternative system to in vivo studies. (A) Substrate screening for the fabrication of microfluidic device.
MC38 CRC cell seeding on PDMS, PS and Corning Glass, all coated with rat tail collagen, compared
to the growth pattern in a typical T-flask. (B) Schematic representation of the PDMS-based microfluidic
chip used in these experiments, as well as a photograph to show the use of large wells as a simple way
for liquid insertion and pressure control of the system. (C) Schematic representation of the experimental
sequence, following the chip preparation. TIME cells from tumors were seeded in the left chamber of the
chip and allowed to adhere and grow. After 24 hours, the spleenocytes (Cytotoxic T Lymphocytes, CTL)
from MC38-bearing C57BL/6J mice previously treated were introduced and co-cultured for another 24
hours. After this co-culture period the cell death was determined using 7AAD staining.

Having determined the best substrate to seal the PDMS-based device, the microfluidic structure was

fabricated. The microfluidic device is composed of two parallel chambers connected by 10, 1 mm long,

microchannels. The microfluidic devices were fabricated as arrays and chemically bonded to commercial

Petri dishes as shown in Figure Figure 20.4-B.

The experimental procedure, depicted in Figure 20.4-C, consisted of chip sterilization and collagen

coating followed by the loading of one of the microchambers with a cell suspension prepared with the

tumor tissue harvested from MC38-bearing C57BL/6J mice. These cells are left in culture for 24 hours in

order to allow the correct adhesion of the TIME cells as shown in the micrographs of Figure 20.4-C. After

TIME cells adhere, the spleenocytes suspension obtained from the spleens of treated mice were loaded

into the cell chip through a different inlet and maintained in co-culture for an additional 24 hours. The

TIME cell death was inferred using fluorescence microscopy and the fluorescent death marker, 7AAD. To

assess the potential synergistic effect between previously identified markers of the immune suppressive

TIME and the nanovaccine, the growth medium was supplemented with the TAM inhibitor, Pexidartinib,

at the time of spleen addition to the chip.

182



Figure 20.5: Microfluidic cell chip is a promising preclinical ex vivo alternative system to in vivo studies
to screen the best anti-CRC treatment. Image J analysis of the percentage of TIME cell death in the mi-
crofluidic channel, following the incubation with medium, spleenocytes from PBS-treated MC38-bearing
C57BL/6J mice, or spleenocytes obtained from MC38-bearing C57BL/6J mice previously immunized
with nanovaccine, with or without the supplement of TAM inhibitor, Pexidartinib. Control 24 and Con-
trol 48 hours refers to the TIME cell dead, after the incubation with medium without the introduction
of spleenocytes in the chip for the first and second days of culture, respectively. Data are presented
as mean ± SD (N= 2, n = 2-3). Two-way ANOVA followed by Tukey Post-Hoc test. ****P <0.0001,
**P <0.01. P values relative to Nanovaccine + Pexidartinib group. Micrographs represent an example
of TIME dead cells in each of the treatment conditions tested. Micrograph contrast was enhanced for
visualization purposes.

Figure 20.5 presents the results concerning TIME cell death in the microfluidic platform. During the

initial 24 hours of cell culture, required for cell adhesion, where only TIME cells are presented in the

chip, about 28% of the TIME cells are fluorescent. A relatively high TIME cell death is to be expected

from primary cell cultures, which may be intensified by the shallowness of the microfluidic chip probably

due to a lower nutrient availability when compared to the typical T-flask culture. Regarding the analogy

between control assays at 24 and 48 hours, there is a higher variation of TIME cell death in the initial

period of about 28% of cell death after 24 hours compared to 13% of cell death variation registered

between the 24 and 48 hours of TIME culture in the microfluidic cell chip. This may suggest that the

TIME cells may be adapting to the microfluidic culture environment. The co-culture assay of TIME cells

and spleenocytes from PBS-treated MC38-bearing C57BL/6J mice for 24 hours, did not increase the

TIME dead cell percentage. This indicates that these spleenocytes derived from mice treated with PBS

do not present any or at least not significantly cytotoxic effect to the TIME, which is in line with the results

of the in vivo study where the induced tumor grew to a significantly large size (Figure 20.3-B, C). On the
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other hand, the co-culture of TIME cells with spleenocytes from vaccinated mice lead to stronger degree

of TIME cell death (74%), compared to the co-culture assay with spleenocytes from PBS-treated mice

(26%). These results are in line with the observations from the in vivo study (Figure 20.3), since the

animals treated with the nanovaccine present an average tumor volume significantly lower than those

presented by mice treated with PBS (P <0.0001) (Figure 20.3-B, C). While the average tumor volume

of the nanovaccine was 2.3-fold smaller than those obtained for PBS-treated mice for the in vivo assay

(Figure 20.3-B, C), the TIME death percentage obtained from cytotoxic spleenocytes from vaccinated

mice was 2.8-fold higher than the cell death obtained from the basal state spleenocytes in the microfluidic

chip (Figure 20.4-D).

In addition, the main advantage of this microfluidic approach is to assess synergistic effects between

different immune therapeutic approaches by targeting distinct biomarkers of tumor aggressiveness and

related immune suppressive milieu. Accordingly, during the addition of spleenocytes from nanovaccine-

treated mice the cell culture medium was supplemented with the TAM inhibitor, Pexidartinib. Also in line

with the in vivo assay, the synergistic anti-tumor effect of therapeutic nanovaccine with the TAM blockade

is highlighted as the TIME dead percentage increased with the addition of Pexidartinib (Figure 20.4-D).

The modulation of CSF1/CSF1R signaling, which is involved in TAM survival, seems to be related to the

reduction of immune suppressive TAM infiltrates and boosting of CD8+ effector T cell-mediated cytotoxic

responses previously induced by vaccination [459, 461-463, 493-495].

Overall, this preclinical ex vivo complex model system based on a microfluidic cell chip was able to

quantify increased levels of TIME cell death after incubation with spleenocytes collected from immunized

mice, even in combination with Pexidartinib, being a suitable alternative to rapidly screen the potential

synergistic effect between this nanovaccine and inhibitors of immune suppressive tumor immune evasion

players, instead to considerably longer and expensive in vivo combinational studies.

20.4 Conclusions

In this work we report on the development of a microfluidic cell-culture platform as a preclinical ex vivo

complex model system alternative to in vivo studies for the screening of potential immune therapeutic

strategies using CRC as a model. As a proof of concept, this platform allowed for the successful culture

of primary TIME cells, as well as, being a tool to screen the best anti-CRC therapy through the evaluation

of the cell death after the co-culture of TIME cells with lymphocytes harvested from treated mice.

This system was able to quantify increased levels of TIME cell death under two different conditions:

1) co-culture of TIME cells and spleenocytes collected from immunized mice, and 2) co-culture of TIME

cells and spleenocytes collected from immunized, in an environment supplemented with TAM inhibitor

Pexidartinib; reproducing in vitro correlated results than the ones obtained in the in vivo study.

The similar conclusions concerning the efficiency of the treatment strategies demonstrate the po-

tential of this microfluidic cell platform as a promising alternative to further rapidly screen the potential

synergistic effect between this nanovaccine and inhibitors of the immune suppressive TIME, instead of

longer and expensive in vivo combinational studies, using the same experimental conditions.
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Chapter 21

Final Remarks - Microfluidic

Applications for Colorectal Cancer

Research

I believe the POINT4PAC project, was possibly the most interesting line of work I had the opportunity

to participate in, as well as being the one with, in my opinion, the highest potential for a large impact in

society.

Even though my role was more of a support role as an ”expert” in microfluidics, there was a huge

time and effort investment. This led to three different methods which can have a positive contribution

towards solving the cancer issue of the XXI century.

The phage display chip, proved to be a very interesting tool for the screening of possible therapeutic

strategies, as well as to extract more fundamental information such as binding kinetics and internalization

kinetics. The next step for this project would be the use of random libraries to perform a full on screening

assay in pursuit of novel ligands, however this would require an alternative method of monitoring, in

order to detect the limited number of successful hits. At the time of writing, there is one approach for this

being developed at INESC-MN, through the use of impedance sensors, however the technology is not

mature enough at this point in time. Another consideration for this approach is the inclusion of healthy

cells as a negative control for the screening assay.

The basis for the assay to detect AK presented in this portion of the thesis may be used as thought

of in the initial motivation, as a module to be coupled to the microfluidic cell culture chip presented in

Chapter 18, or be used as a stand alone device to aid the typical culture of mammalian cells. It can also

be adapted in future work for the multiplexed detection of several mammalian biomarkers in solution.

In regards to the nanovaccine screening, I believe that the use of primary cell lines directly from

the animal provide a very interesting ex vivo approach to therapy development. In this work we only

demonstrated one vaccine and one TAM inhibitor, however one can imagine the scaling of this process

to include more drugs. Another potential addition to this work would be to co-culture the tumor cells with
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cells from relevant tissues to assess toxicity during the screening.

Overall, I believe that once the hurdles presented by entities such as the FDA and other regulating

authorities are overcome, there will be an increased interest of companies in this type of technology.

This will not only expedite the development of novel therapies but also open future doors to a realistic

approach for personalized medicine.
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Part VI

Conclusions
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Chapter 22

Conclusions

Finally we reach the end of the road, I will try to be brief as the road was long and tiring. Throughout this

doctoral thesis I discussed a wide range of projects, where the full range of capabilities that microfluidic

technology brings to the table are on display.

Microfluidics for bioprocess development

With the enzymatic platform I demonstrated that it was possible to not only optimize single step reactions

using microfluidics technology, as well as the optimization of multi-step processes. It was possible to

conduct production of L-DOPA for periods of over 50 h, however the best results were obtained in the

initial 8 h of the process due to the reactor fouling. In addition to this, I showed the viability of the

information obtained with the microfluidic device, by successfully increasing the scale to a bench-top

system.

The results obtained in this portion of the thesis demonstrate the potential of microfluidic platforms

for process optimization, however this is far from a complete system. To further develop this project,

it would be interesting to include adequate forms of sensing for different process variables, in order

to perform online monitoring of process conditions. Examples of this would be probes to measure pH

and oxygen content in solution as these are important parameters in a wide variety of bioprocesses.

Going back to the mention of dissolved oxygen, it would also be interesting to consider the possibility of

other types of materials such as glass, plastics or some metals. The use of PDMS as a substrate has

inherent advantages such as ease of prototyping, transparency and biological compatibility, however its’

gas permeability and ease of adsorbing organic molecules may make it less than ideal in some cases.

Once the chip is properly instrumented, one can consider the inclusion of controllers for an autonomous

platform for rapid screening of production conditions.

Another interesting addition would be to use microfluidics to look into aspects of DSP. This has been

heavily explored in the past by former colleagues of mine, Dr. Inês Pinto and Dr. Daniel Silva, as well with

a minor contribution from myself. [185, 466, 467] But given the versatility of microfluidics technology, I

believe it would be very interesting to be capable of looking at bioprocesses as a whole, instead of

multiple puzzle fragments that are latter attempted to be fitted together.
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Another interesting route to explore, is the possibility of scaling-out these devices, by having arrays

of microreactors working in parallel as a means of production of valuable compounds in poor resource

settings.

Portable biosensors for agricultural applications

Through the work developed for the grape biomarker measurements, I demonstrated the feasibility of

multiplexing biochemical analysis on a single microfluidic platform, as well as including some sample

preparation. This work encompasses the different types of assays that are possible to perform in a

microfluidic environment by using enzyme activity, nanoparticle conjugation and an immunoassay on

the same chip. If only there was a reason to include a nucleic acid based assay... By coupling the chip to

thin-film photosensors and fabricating the necessary support system for the sensors I was able to create

a portable lab-on-a-chip device capable of being used at the point of need.

To further explore this line of work, I would consider looking into performing this detection in the

tree sap itself. Currently we are dependent on the tree to already have fruits of a reasonable sizes in

order to extract juice for the analysis, by analyzing the tree sap it could be possible to have a year-round

monitoring of the vine tree health. It would also be interesting to consider other infections and larger

sample supplies, however this would require an industrial partner to achieve.

Other interesting avenues to improve on this work, would be to consider other plants beyond vine

trees. Fruits like tomatoes or peas are not interesting targets in my opinion as the plants are seasonal

and grow very quickly (¡6 months). However, there are other fruits such as oranges, apples, etc; where

the tree takes several years to mature to the point of producing fruits. These types of plants are worth the

cost of periodic testing as they are hard to replace. By changing the type of fruit, the sample treatment

may have to be completely different, limiting the possibility of a generic chip for multi-plant assessment.

However, it may be possible to group these into groups, for instance having a ”citrus chip”.

The portable prototype can also be improved as the coupling of the microfluidic chip to the platform

is still manual. In addition to this, the optical setup inside the prototype can also be improved as well as

the power management portion of the device. Overall the aesthetics of the device can also be improved.

Microfluidic devices in the fight against cancer

In the last part of this thesis I presented three different approaches where microfluidics technology can

play a role in solving the cancer pandemic.

In the first approach I demonstrated the use of microfluidic technology as a screening device for ran-

dom peptide sequences capable of recognizing, cancer specific, surface proteins. The device however

is not complete, in order to truly identify specific cancer related proteins, a negative control has to be

performed, either simultaneously with the first screening or afterwards with the positive hits of the first

sample. This control sample will require the use of healthy cells, from at least the same tissue of the

type of cancer, and probably with other cells from other body tissues depending on the administration

strategy for the treatment, to exclude the possibility of the phages recognizing and damaging healthy
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tissues of the patient. This will require the implementation of extra cell culture chambers. Another inter-

esting approach to this project would be to conduct a study using primary cells obtained from mice or,

ideally from human patients. This would discard any interferences that the tumor microenvironment may

bring to the assay, as was done in Chapter 20.

Another avenue explored in this thesis, although very far from completion, is the detection of biomark-

ers for mammalian cell cultures. With the advent of organ-on-a-chip technology, these types of microflu-

idic modules have never been more necessary. Several groups around the world are working on these

types of microfluidic chips for different tissue cultures, for different purposes such as disease modeling

and drug discovery. [447] However, these devices suffer from low sample volumes, as well as, a very

low number of cells, making traditional biochemical protocols difficult to employ. By adapting traditional

bench-top protocols to microfluidic platforms, we are able to create very powerful tools for future health

research. Further work to be done on this portion fo this thesis, besides fully optimizing the assay de-

scribed in this work, would be the inclusion of other biomarker detection, as well as assays such as total

protein detection, could be useful. The final step would be to instrument these microfluidic devices in a

way that assays could be performed by pressing a button on a screen.

The final application for microfluidic technology explored in this thesis, was the use of primary cells

to study the combinatorial effect of a nanoparticle vaccine and TME inhibitors to fight colorectal cancer.

We successfully replicated the results obtained obtained using the tradition approach of in vivo assays,

at a lesser cost of animal resources. This not only confirms the results obtained in the animal model,

but also opens the possibility of being able to apply this approach to personalized medicine or even

other diseases. By extracting a tissue sample from a patient, in the case of cancer, through a biopsy

for example, one can directly assess the effect of different therapeutic combinations on the tumor cells

and compare the results to healthy tissue. This type of approach would not only open the door to more

efficient therapies, but also possibly diminishing some of the negative side effects. To improve on this

line of work, it would be interesting to assess the effect for the Pexidartnib, or any other dug tested in

the future on healthy tissue. I think it could also be interesting, in this case a 3 chamber chip with the

CRC cells on one end, healthy tissue on the other and the spleenocytes in the middle to confirm that

they migrate preferentially to the tumor cells chamber.

Final remarks on microfluidic technology

The diversity of these projects, as well as the rising numbers of microfluidic publications outside of jour-

nals entirely dedicated to the technology, are a testament to the versatility and power that microfluidics

technology brings to the world. Hopefully, the contributions of microfluidics will increase in the future

leading them to leave the lab bench and being used more frequently to solve problems in both industrial

and clinical settings.

The advantages of microfluidic devices will be lost if we are not capable of providing the necessary

instrumentation for the devices. It is hard to convince someone of using a microfluidic device for a

given task if it is still necessary to have all the typical laboratory equipment and more to be capable of

extracting information from the devices. Future applications should not only have the device, but also
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the supporting apparatus in mind to convince the typical user of the utility of microfluidic technology.

When designing the aforementioned supporting apparatus and the assays as well, one should also

take into consideration the number of steps a user will end up having to take. As an example if a

microfluidic device for total protein determination involves 10 different steps, our colleagues will continue

to perform the Bradford assay in a well plate.

All in all, I believe that microfluidic technology will continue to evolve at a rapid place and will soon

become a common presence in different sectors of biotechnology, ranging from laboratory bench-top

accessories for life science research, to point-of-need biosensors for the rapid diagnosis of diseases.
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and M. R. Aires-Barros. A multiplexed microfluidic toolbox for the rapid optimization of affinity-

driven partition in aqueous two phase systems. Journal of Chromatography A, 1515:252–259,

2017.

[186] A. Schmid, J. Dordick, B. Hauer, A. Kiener, M. Wubbolts, and B. Witholt. Industrial biocatalysis

today and tomorrow. nature, 409(6817):258–268, 2001.

[187] A. S. Bommarius and B. R. Riebel-Bommarius. Biocatalysis: fundamentals and applications. John

Wiley & Sons, 2004.

[188] J. Haseloff and W. L. Gerlach. Simple rna enzymes with new and highly specific endoribonuclease

activities. Nature, 334(6183):585–591, 1988.

[189] M. Gama, M. Aires-Barros, and J. Cabral. Engenharia enzimática, 2003.
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Appendix A

Mentored Students

In this section I will present a brief overview of the MSc. thesis I mentored during my PhD. In addition to

these students there were also times where I accompanied summer interns and visiting PhD students

(for example in the case of the MIT Portugal lab rotations).

Rafaela Pereira (IST) - Development of a miniaturized chip for personalized therapy of Cystic

Fibrosis

In this work, the main goal was to cultivate a cystic fibrosis cell line model in the microfluidic chip in

order to screen possible treatment combinations. The multiple inlets of the microfluidic device are used

to inject the different components of the experiment, as well as to allow for different combinations of

potential drugs through flow rate manipulation.

Figure A.1: (Left) Microfluidic structure for the physical entrapment of the cystic fibrosis cells. (Right)
Micrographs of the cell culture.
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Benjamin Heidt (Hochschule Kaiserslautern) - Multielectrode array integration into microfluidic

systems for rapid screening of excitable cells

The goal of this work was to create a reusable microfluidic system that allowed for animal cell culture

followed by potential difference measurements for neuron cell assessment. Despite the end-goal being

neurons, the initial steps of this experiments used the HCT116 cell line from the POINT4PAC project,

with the hope of transferring the knowledge built in these experiments to the neuron cells once Benjamin

returned to Germany.

Figure A.2: Initial microfluidic structure developed in the context of the POINT4PAC project, before
moving to a chemical bonding of the chip. Here the substrate was patterned with electrodes in order to
interact with the cells. Micrographs depict the cell growth overtime.
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Pedro Monteiro (IST) - Breakthrough curves in microfluidic chromatography columns

In this thesis, the main goal was to develop a robust method of characterizing microfluidic packed beds.

This work was in line with an on-going project revolving around chromatography, however it produced

very important results for the enzymatic production of L-DOPA as well. In the end, photosensors were

used to quantify the breakthrough curves.

Figure A.3: (Top) Example of some of the breakthrough curves obtained. (Bottom) Experimental setup
using the photosensors.
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Niklas Floto (Hochschule Kaiserslautern) - Improvement and characterisation of a PDMS hybrid

peristaltic pump

In this work, the objective was to develop a reusable, PDMS-PMMA peristaltic pumping system that

could be used for different microfluidic chips, without changing the design of the pump itself.

Figure A.4: Clamping system developed for a reusable peristaltic pumping module (left) and flowrate
characterization as a function of membrane deflection frequency (right).
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Cristiana Domingues (IST) - Immobilization of tyrosinase in porous micro beads for extended

continuous production of L-DOPA

As described before, Cristiana played a very active role in the enzymatic production portion of this

doctoral thesis. Having proposed her thesis topic myself, it was possible to align it within my thesis main

goals.

Figure A.5: Sequential production of both L-DOPA and dopamine in a single integrated microfluidic
system. The reaction medium is injected at 1 µL/min and is composed of 100 µM of tyrosine and 100
µM of ascorbic acid. For the monitoring of L-DOPA production, the outlet is sealed off and the middle
outlet is used for sample retrieval (A). For the detection of dopamine, the middle outlet is sealed off and
the sample is collected at the outlet (B). Productivity for both reaction steps (C). n=2.
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Ricardo Serrão (FCT-NOVA) - Monitoring cell cultures in real time in a biochip

The last MSc. student I mentored was Ricardo, the main goal of his thesis was the initial steps con-

cerning the cell viability assay through the ADK I detection. this work was also performed within the

landscape of the POINT4PAC project.

Figure A.6: Calibration curve for the release of ADK I vs the number of dead HCT116 cells.
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Appendix B

Process Runsheets

B.1 Photoconductors

Expected process duration 3-4 weeks

1- Substrate Cleaning

Equipment and Materials

• Ultrasound Bath

• Alconox Solution

• DI Water

• Corning Glass Substrate

• IPA

Steps

• Rinse back of substrate with IPA to remove glue residue from dicing film

• Rinse with DI water to remove dust

• Submerge for 30 min in Alconox solution in ultrasound hot bath at 65◦C

• Rinse with DI water and dry using compressed air

• Visual inspection

2- Bottom Aluminium Electrode Deposition (200 nm)

Equipment and Materials

• Sample

• Nordiko 7000 Magnetron Sputterer

• Kapton tape

235



Steps

• Place sample on metallic holder, remember that deposition is from the bottom-up

• Load the sample, run ”Al 200 nm, no etch” process sequence

• Visual inspection of film uniformity

3- Photoresist coat + Electrode definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

4- Bottom Electrodes Wet Etching and Resist Strip

Equipment and Materials

• Sample

• Aluminum etchant

• Microstrip

• IPA

236



• DI Water

Steps

• Submerge sample in commercial etching solution, with gentle agitation until exposed aluminum is

completely removed, microscope confirmation should be used

• Rinse with DI water, followed by a vigorous drying

• Submerge in microstrip solution until photoresist is removed

• Rinse with IPA and DI water, dry with compressed air

5- i-a-Si:H Deposition (Old CVD, 500 nm)

Equipment and Materials

• Sample

• rf-PECVD

Steps

• Isolating both deposition chambers, Load lock is brought to atmospheric pressure through N2

injection, sample is loaded on sample carrier, load lock is brought to 10−7 Torr

• Silicon deposition is approx. 45 min, calibration is required some days before actual deposition,

deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 5 W; Q SiH4= 10 sccm, T= 250 ◦C

• Sample unload and visual inspection for film uniformity

6- Photoresist coat + Sensor definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again
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• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

7- i-a-Si:H island etch via Reactive Ion Etching (LAM)

Equipment and Materials

• Sample

• LAM Research Rainbow Plasma Etcher

• Microstrip

• IPA

• DI water

Steps

• A carrier wafer should be coated with a protective layer of PR, then the sample is placed on this

wafer and loaded to the machine

• Processing conditions are SF6+CHF3; P= 100 mTorr; P= 200 W; Q(SF6)= 50 sccm; Q(CHF3)= 50

sccm, ∆t= 200 s

• Sample unload and visual inspection

• Submerge sample in hot Microstrip, this resist strip is longer then usual due to hardening of the

resist during the RIE step

• Wash sample with IPA and DI water, visual inspection

8- Photoresist coat + Pad definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape
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Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

9- SiNx Passivation Layer Deposition (Old CVD, 100 nm)

Equipment and Materials

• Sample

• rf-PECVD

Steps

• Isolating both deposition chambers, Load lock is brought to atmospheric pressure through N2

injection, sample is loaded on sample carrier, load lock is brought to 10−7 Torr

• Silicon Nitride deposition is approx. 45 min, calibration is required some days before actual depo-

sition, deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 10 W; Q (SiH4)= 5 sccm; Q(H2)= 35 sccm;

Q(NH3)= 10 sccm; T= 100 ◦C

• Sample unload and visual inspection for film uniformity

10- SiNx Passivation Layer Lift-off

Equipment and Materials

• Microstrip

• Ultrasound Bath

• DI Water

• IPA

Steps
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• Submerge sample in hot Microstrip, this step is much longer then any other (¿24h) due to the

microstrip having to penetrate the film

• Wash with IPA and SI water, visual inspection under the optical microscope

At this point the sample may be diced and wire bonded, in the case of Si:C fluorescence

filters, extra steps are needed.

11- Photoresist coat + Filter definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

12- SiC Filter Deposition (Old CVD, 1.5 µm)

Equipment and Materials

• Sample

• rf-PECVD

Steps
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• Isolating both deposition chambers, Load lock is brought to atmospheric pressure through N2

injection, sample is loaded on sample carrier, load lock is brought to 10−7 Torr

• Silicon Carbide deposition is approx. 4 h, calibration is required some days before actual deposi-

tion, deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 10 W; Q (SiH4)= 10.6 sccm; Q(C2H6)= 2.5

sccm; T= 100 ◦C, note that flow rates depend on fluorophore

• Sample unload and visual inspection for film uniformity

13- SiC Filter Lift-off

Equipment and Materials

• Microstrip

• Ultrasound Bath

• DI Water

• IPA

Steps

• Submerge sample in hot Microstrip, this step is much longer then any other (¿24h) due to the

microstrip having to penetrate the film

• Wash with IPA and SI water, visual inspection under the optical microscope
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B.2 Photodiodes

Expected process duration 1-2 weeks

1- Substrate Cleaning

Equipment and Materials

• Ultrasound Bath

• Alconox Solution

• DI Water

• Corning Glass Substrate

• IPA

Steps

• Rinse back of substrate with IPA to remove glue residue from dicing film

• Rinse with DI water to remove dust

• Submerge for 30 min in Alconox solution in ultrasound hot bath at 65◦C

• Rinse with DI water and dry using compressed air

• Visual inspection

2- Bottom Aluminium Electrode Deposition (200 nm)

Equipment and Materials

• Sample

• Nordiko 7000 Magnetron Sputterer

• Kapton tape

Steps

• Place sample on metallic holder, remember that deposition is from the bottom-up

• Load the sample, run ”Al 200 nm, no etch” process sequence

• Visual inspection of film uniformity

3- Photoresist coat + Electrode definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)
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• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

4- Bottom Electrodes Wet Etching and Resist Strip

Equipment and Materials

• Sample

• Aluminum etchant

• Microstrip

• IPA

• DI Water

Steps

• Submerge sample in commercial etching solution, with gentle agitation until exposed aluminum is

completely removed, microscope confirmation should be used

• Rinse with DI water, followed by a vigorous drying

• Submerge in microstrip solution until photoresist is removed

• Rinse with IPA and DI water, dry with compressed air

5- p-i-n-a-Si:H stack Deposition (Old CVD, 10nm + 500 nm + 10 nm)

Equipment and Materials
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• Sample

• rf-PECVD

Steps

• Isolating both deposition chambers, Load lock is brought to atmospheric pressure through N2

injection, sample is loaded on sample carrier, load lock is brought to 10−7 Torr

• n+-layer deposition is approx. 1 min 40 s, calibration is required some days before actual deposi-

tion, deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 5 W; Q(SiH4)= 10 sccm, Q(PH3)= 5 sccm,

T= 250 ◦C

• i-layer deposition is approx. 45 min, calibration is required some days before actual deposition,

deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 5 W; Q(SiH4)= 10 sccm, T= 250 ◦C

• p+-layer deposition is approx. 1 min 40 s, calibration is required some days before actual deposi-

tion, deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 5 W; Q(SiH4)= 10 sccm, Q(B2H6)= 5 sccm,

T= 250 ◦C

• Sample unload and visual inspection for film uniformity

From this point onward, sample should be protected form the light as much as possible to

avoid voltage stress.

6- Photoresist coat + Sensor definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment
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• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

7- p-i-n-a-Si:H island etch via Reactive Ion Etching (LAM)

Equipment and Materials

• Sample

• LAM Research Rainbow Plasma Etcher

• Microstrip

• IPA

• DI water

Steps

• A carrier wafer should be coated with a protective layer of PR, then the sample is placed on this

wafer and loaded to the machine

• Processing conditions are SF6+CHF3; P= 100 mTorr; P= 200 W; Q(SF6)= 50 sccm; Q(CHF3)= 50

sccm, ∆t= 200 s

• Sample unload and visual inspection

• Submerge sample in hot Microstrip, this resist strip is longer then usual due to hardening of the

resist during the RIE step

• Wash sample with IPA and DI water, visual inspection

8- Photoresist coat + Side wall definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps
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• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

9- SiNx Side Wall Passivation Layer Deposition (Old CVD, 100 nm)

Equipment and Materials

• Sample

• rf-PECVD

Steps

• Isolating both deposition chambers, Load lock is brought to atmospheric pressure through N2

injection, sample is loaded on sample carrier, load lock is brought to 10−7 Torr

• Silicon Nitride deposition is approx. 45 min, calibration is required some days before actual depo-

sition, deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 10 W; Q (SiH4)= 5 sccm; Q(H2)= 35 sccm;

Q(NH3)= 10 sccm; T= 100 ◦C

• Sample unload and visual inspection for film uniformity

10- SiNx Passivation Layer Lift-off

Equipment and Materials

• Microstrip

• Ultrasound Bath

• DI Water

• IPA

Steps

• Submerge sample in hot Microstrip, this step is much longer then any other (¿24h) due to the

microstrip having to penetrate the film
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• Wash with IPA and DI water, visual inspection under the optical microscope

11- Photoresist coat + ITO top contact definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

12- ITO top contact deposition (50 nm)

Equipment and Materials

• Alcatel PVD

Steps

• Sample must be loaded the previous evening for deposition chamber to reach the adequate work-

ing pressure

• Run ITO deposition protocol

13- ITO Layer Lift-off

Equipment and Materials
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• Microstrip

• Ultrasound Bath

• DI Water

• IPA

Steps

• Submerge sample in hot Microstrip, this step is much longer then any other (¿24h) due to the

microstrip having to penetrate the film

• Wash with IPA and SI water, visual inspection under the optical microscope

14- Photoresist coat + Aluminum top contact definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

15- Aluminium Deposition (200 nm)

Equipment and Materials
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• Sample

• Nordiko 7000 Magnetron Sputterer

• Kapton tape

Steps

• Place sample on metallic holder, remember that deposition is from the bottom-up

• Load the sample, run ”Al 200 nm, no etch” process sequence

• Visual inspection of film uniformity

16- Aluminum Layer Lift-off

Equipment and Materials

• Microstrip

• Ultrasound Bath

• DI Water

• IPA

Steps

• Submerge sample in hot Microstrip, this step is much longer then any other (¿24h) due to the

microstrip having to penetrate the film

• Wash with IPA and SI water, visual inspection under the optical microscope

17- Photoresist coat + Pad definition + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)

• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2
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• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

18- SiNx Passivation Layer Deposition (Old CVD, 100 nm)

Equipment and Materials

• Sample

• rf-PECVD

Steps

• Isolating both deposition chambers, Load lock is brought to atmospheric pressure through N2

injection, sample is loaded on sample carrier, load lock is brought to 10−7 Torr

• Silicon Nitride deposition is approx. 45 min, calibration is required some days before actual depo-

sition, deposition conditions: V= 0 V; P= 0.1 Torr; PRF = 10 W; Q (SiH4)= 5 sccm; Q(H2)= 35 sccm;

Q(NH3)= 10 sccm; T= 100 ◦C

• Sample unload and visual inspection for film uniformity

19- SiNx Passivation Layer Lift-off

Equipment and Materials

• Microstrip

• Ultrasound Bath

• DI Water

• IPA

Steps

• Submerge sample in hot Microstrip, this step is much longer then any other (¿24h) due to the

microstrip having to penetrate the film

• Wash with IPA and SI water, visual inspection under the optical microscope

At this point the sample may be diced and wire bonded, in the case of Si:C fluorescence

filters, extra steps are needed.
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B.3 Microfluidic Hard Masks

Expected process duration 1-2 weeks

1- Substrate Cleaning

Equipment and Materials

• Ultrasound Bath

• Alconox Solution

• DI Water

• Corning Glass Substrate

• IPA

Steps

• Rinse back of substrate with IPA to remove glue residue from dicing film

• Rinse with DI water to remove dust

• Submerge for 30 min in Alconox solution in ultrasound hot bath at 65◦C

• Rinse with DI water and dry using compressed air

• Visual inspection

2- Aluminium Deposition (200 nm)

Equipment and Materials

• Sample

• Nordiko 7000 Magnetron Sputterer

• Kapton tape

Steps

• Place sample on metallic holder, remember that deposition is from the bottom-up

• Load the sample, run ”Al 200 nm, no etch” process sequence

• Visual inspection of film uniformity

3- Photoresist coat + Patterning + Development

Equipment and Materials

• Sample

• SVG resist coater and developer

• Heidelberg Instruments Direct Write Laser Lithography System (DWL)
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• PFR7790G positive photoresist

• Optical Microscope

• Kapton tape

Steps

• Place sample on carrier wafer using minimal amount of Kapton tape to not affect PR coating

thickness, load wafer in SVG track 2

• Run process sequence 6/2, this should produce a uniform coating of 1.5 µm thick layer of PR,

if sample seems non-uniform, remove PR with acetone/microstrip followed by IPA rinse and start

again

• Remove Kapton tape and load wafer on DWL stage, substrate alignment using manual alignment

• Exposure according to CAD file using latest calibrated laser condtions

• Unload sample, place new Kapton and load sample on SVG track 1 for development using process

sequence 6/2

• Visual inspection of patterning using optical microscope with green filter, if underdeveloped, man-

ual develop again in 10s intervals

4- Wet Etching and Resist Strip

Equipment and Materials

• Sample

• Aluminum etchant

• Microstrip

• IPA

• DI Water

Steps

• Submerge sample in commercial etching solution, with gentle agitation until exposed aluminum is

completely removed, microscope confirmation should be used

• Rinse with DI water, followed by a vigorous drying

• Submerge in microstrip solution until photoresist is removed

• Rinse with IPA and DI water, dry with compressed air
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B.4 Microfluidic Mold - 20 µm high

1- Substrate Cleaning

Equipment and Materials

• Ultrasound Bath

• Alconox Solution

• DI Water

• Silicon Substrate

• IPA

Steps

• Rinse back of substrate with IPA to remove glue residue from dicing film

• Rinse with DI water to remove dust

• Submerge for 30 min in Alconox solution in ultrasound hot bath at 65◦C

• Rinse with DI water and dry using compressed air

• Visual inspection

2- SU-8 Spin Coating

Equipment and Materials

• Laminar Flow Hood

• SU-8 2015

• Spinner

Steps

• Center substrate in the spinner and pour a reasonable amount of SU-8 in the center of the sub-

strate

• Rotate substrate in 2 steps, first: 10 s, 500 rpm, 100 rpm/s; second step: 34 s, 1700 rpm, 300

rpm/s

• Release vacuum and retrieve sample avoiding any spillage from spinner walls

• Visual inspection

3- Pre-exposure bake

Equipment and Materials

• Laminar Flow Hood
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• Hot plate

Steps

• Heat the substrate for 4 min at 95 ◦C, this will evaporate the SU-8 solvent

• Visual inspection

4- UV Exposure

Equipment and Materials

• UV Lamp

• Kapton tape

• Hard mask

Steps

• Center the substrate on the holder and place the hard mask on top of the SU-8 covered sample,

aluminum faced down

• Expose for 30 s

5- Post-exposure bake

Equipment and Materials

• Laminar Flow Hood

• Hot plate

Steps

• Heat the substrate for 5 min at 95 ◦C, this will accelerate the photo induced reticulation of the SU-8

• Visual inspection

6- Development

Equipment and Materials

• Glass tin

• Propylene glycol methyl ether acetate (PGMEA)

• IPA

Steps

• Submerge the sample in PGMEA, under gentle agitation

• Development confirmation can be performed by spraying with IPA and check for white precipitate

formation, this should be done in a non crucial area as the white precipitate is hard to remove
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• Visual inspection

7- Hard Bake

Equipment and Materials

• Laminar Flow Hood

• Hot plate

Steps

• Heat the substrate for 45 min at 150 ◦C, this will harden the mold

• Visual inspection
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B.5 Microfluidic Mold - 100 µm high

1- Substrate Cleaning

Equipment and Materials

• Ultrasound Bath

• Alconox Solution

• DI Water

• Silicon Substrate

• IPA

Steps

• Rinse back of substrate with IPA to remove glue residue from dicing film

• Rinse with DI water to remove dust

• Submerge for 30 min in Alconox solution in ultrasound hot bath at 65◦C

• Rinse with DI water and dry using compressed air

• Visual inspection

2- SU-8 Spin Coating

Equipment and Materials

• Laminar Flow Hood

• SU-8 50

• Spinner

Steps

• Center substrate in the spinner and pour a reasonable amount of SU-8 in the center of the sub-

strate

• Rotate substrate in 2 steps, first: 10 s, 500 rpm, 100 rpm/s; second step: 30 s, 1000 rpm, 300

rpm/s

• Release vacuum and retrieve sample avoiding any spillage from spinner walls

• Visual inspection

3- Pre-exposure bake

Equipment and Materials

• Laminar Flow Hood
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• Hot plate

Steps

• Heat the substrate for 10 min at 65 ◦C, ramp temperature to 95 ◦C, followed by 30 min bake, this

will evaporate the SU-8 solvent slowly

• Visual inspection

4- UV Exposure

Equipment and Materials

• UV Lamp

• Kapton tape

• Hard mask

Steps

• Center the substrate on the holder and place the hard mask on top of the SU-8 covered sample,

aluminum faced down

• Expose for 70 s

5- Post-exposure bake

Equipment and Materials

• Laminar Flow Hood

• Hot plate

Steps

• Heat the substrate for 1 min at 65 ◦C, ramp temperature to 95 ◦C, followed by 10 min bake, this

will accelerate the photo induced reticulation of the SU-8

• Visual inspection

6- Development

Equipment and Materials

• Glass tin

• Propylene glycol methyl ether acetate (PGMEA)

• IPA

Steps

• Submerge the sample in PGMEA, under gentle agitation
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• Development confirmation can be performed by spraying with IPA and check for white precipitate

formation, this should be done in a non crucial area as the white precipitate is hard to remove

• Visual inspection

7- Hard Bake

Equipment and Materials

• Laminar Flow Hood

• Hot plate

Steps

• Heat the substrate for 45 min at 150 ◦C, this will harden the mold

• Visual inspection
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Appendix C

Arduino Coding For Portable

Prototype

1 //HVir// Included Libraries:

2

3 #include <SD.h>

4 #include <Adafruit_GFX.h> // Graphics library

5 #include <SPI.h> // SPI protocol library to interface with the LCD

chip and the SD card

6 #include <Adafruit_ILI9341.h> // Graphics library

7 #include "TouchScreen.h" // Resistive touch screen library

8

9 #include <Fonts/FreeSans9pt7b.h> // Font libraries

10 #include <Fonts/FreeSans12pt7b.h>

11 #include <Fonts/FreeSans18pt7b.h>

12 #include <Fonts/FreeSerif18pt7b.h>

13

14 // These are the four touchscreen analog pins

15 #define YP A9 // must be an analog pin , use "An" notation!

16 #define XM A12 // must be an analog pin , use "An" notation!

17 #define YM 24 // can be a digital pin

18 #define XP 9 // can be a digital pin

19

20 // This is calibration data for the raw touch data to the screen coordinates

21 #define TS_MINX 125

22 #define TS_MINY 65

23 #define TS_MAXX 920

24 #define TS_MAXY 920

25

26 #define MINPRESSURE 5

27 #define MAXPRESSURE 1000

28

29 // The display uses hardware SPI

30 #define TFT_DC 9
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31 #define TFT_CS 10

32 #define TFT_MOSI 11

33 #define TFT_CLK 13

34 #define TFT_RST 12

35 #define TFT_MISO 12

36

37 // Coordinates for text printing

38 unsigned int x00 = 0;

39 unsigned int y00 = 100;

40 unsigned int x;

41 unsigned int y;

42 int xx1 , yy1;

43 unsigned int w, h;

44

45 // Buttons for the menu

46 int butwidth = 180; // Width of the buttons

47 int butheight = 40; // Height of the buttons

48 int startY = 65;

49

50 // Color definitions

51 #define BLACK 0x0000

52 #define BLUE 0x001F

53 #define RED 0xF800

54 #define GREEN 0x07E0

55 #define CYAN 0x07FF

56 #define MAGENTA 0xF81F

57 #define YELLOW 0xFFE0

58 #define WHITE 0xFFFF

59 #define ILI9341_BLACK 0x0000 /* 0, 0, 0 */

60 #define ILI9341_NAVY 0x000F /* 0, 0, 128 */

61 #define ILI9341_DARKGREEN 0x03E0 /* 0, 128, 0 */

62 #define ILI9341_DARKCYAN 0x03EF /* 0, 128, 128 */

63 #define ILI9341_MAROON 0x7800 /* 128, 0, 0 */

64 #define ILI9341_PURPLE 0x780F /* 128, 0, 128 */

65 #define ILI9341_OLIVE 0x7BE0 /* 128, 128, 0 */

66 #define ILI9341_LIGHTGREY 0xC618 /* 192, 192, 192 */

67 #define ILI9341_DARKGREY 0x7BEF /* 128, 128, 128 */

68 #define ILI9341_BLUE 0x001F /* 0, 0, 255 */

69 #define ILI9341_GREEN 0x07E0 /* 0, 255, 0 */

70 #define ILI9341_CYAN 0x07FF /* 0, 255, 255 */

71 #define ILI9341_RED 0xF800 /* 255, 0, 0 */

72 #define ILI9341_MAGENTA 0xF81F /* 255, 0, 255 */

73 #define ILI9341_YELLOW 0xFFE0 /* 255, 255, 0 */

74 #define ILI9341_WHITE 0xFFFF /* 255, 255, 255 */

75 #define ILI9341_ORANGE 0xFD20 /* 255, 165, 0 */

76 #define ILI9341_GREENYELLOW 0xAFE5 /* 173, 255, 47 */

77 #define ILI9341_PINK 0xF81F

78 int chipSelect = BUILTIN_SDCARD;

79 // If using the breakout , change pins as desired

260



80 Adafruit_ILI9341 tft = Adafruit_ILI9341(TFT_CS , TFT_DC , TFT_MOSI , TFT_CLK , TFT_RST ,

TFT_MISO);

81

82 // For better pressure precision , we need to know the resistance

83 // between X+ and X- Use any multimeter to read it

84 // For the one we’re using , its 300 ohms across the X plate

85 TouchScreen ts = TouchScreen(XP, YP, XM , YM , 301);

86

87

88 void setup() {

89 //

90 tft.begin();

91

92

93 // Define Screen Orientation

94 tft.setRotation (0);

95

96 // Welcome Screen

97 tft.fillScreen(ILI9341_LIGHTGREY);

98 tft.fillScreen(ILI9341_DARKGREY);

99 tft.fillScreen(ILI9341_BLACK);

100 tft.setFont (& FreeSerif18pt7b);

101 tft.setCursor (13, 80);

102 tft.setTextColor(WHITE);

103 tft.println(" Portable");

104 tft.println(" Grape");

105 tft.println(" Analyser");

106 tft.setFont (& FreeSans12pt7b);

107 tft.setTextColor(RED);

108 tft.setCursor (50, 240);

109 tft.println("EB&RMRP");

110 tft.setTextColor(GREEN);

111 tft.println("");

112 tft.println(" INESC MN");

113 delay (3000);

114 Serial.begin (9600);

115 //while (! Serial) {

116 // ; // wait for serial port to connect. Needed for Leonardo only

117 //}

118 tft.fillScreen(BLACK);

119 tft.setFont (& FreeSans12pt7b);

120 tft.setTextColor(WHITE);

121 tft.setCursor(0, 40);

122 tft.println("Initializing SD card ...");

123

124 // see if the card is present and can be initialized:

125 if (!SD.begin(chipSelect)) {

126 delay (2500);

127 tft.fillScreen(BLACK);
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128 tft.setFont (& FreeSans12pt7b);

129 tft.setTextColor(WHITE);

130 tft.setCursor (0, 40);

131 tft.println("Card failed , or not present");

132 // don’t do anything more:

133 return;

134 }

135 delay (2500);

136 tft.fillScreen(BLACK);

137 tft.setFont (& FreeSans12pt7b);

138 tft.setTextColor(WHITE);

139 tft.setCursor(0, 40);

140 tft.println("card initialized.");

141 delay (3000);

142 tft.fillScreen(BLACK);

143 tft.setFont (& FreeSans12pt7b);

144 tft.setTextColor(WHITE);

145 tft.setCursor(0, 40);

146 tft.println(" MENU");

147

148 tft.fillRect ((tft.width() - butwidth) / 2, startY , butwidth , butheight , CYAN);

149 tft.setTextColor(BLACK);

150 tft.setFont (& FreeSans9pt7b);

151 tft.setCursor (55, startY + 25);

152 tft.println("Sensor Check");

153

154 tft.fillRect ((tft.width() - butwidth) / 2, startY + butheight + 10, butwidth , butheight

, CYAN);

155 tft.setCursor (55, startY + butheight + 10 + 25);

156 tft.println("Measurements");

157

158 tft.fillRect ((tft.width() - butwidth * 0.7) / 2, startY + butheight * 4 + 50, butwidth

* 0.7, butheight * 0.8, RED);

159 tft.setFont (& FreeSans9pt7b);

160 tft.setTextColor(WHITE);

161 tft.setCursor(tft.width() / 2 - 53, startY + butheight * 4 + 40 + 32);

162 tft.println("SHUTDOWN");

163

164

165 }

166

167 void loop()

168 {

169 // Retrieve a point

170 TSPoint p = ts.getPoint ();

171

172 // we have some minimum pressure we consider ’valid’

173 // pressure of 0 means no pressing!

174 if (p.z < MINPRESSURE || p.z > MAXPRESSURE) {
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175 return;

176 }

177

178 // Scale from ~0->1000 to tft.width using the calibration #’s

179 p.x = map(p.x, TS_MINX , TS_MAXX , 0, tft.width());

180 p.y = map(p.y, TS_MINY , TS_MAXY , 0, tft.height ());

181

182 /* If pressure is adequate , see if the user pressed inside any of the buttons */

183 if (p.x > 30 && p.x < 210)

184 {

185 if (p.y > 65 && p.y < 105) /* Option 1 - Print submenu 1 */

186 {

187 tft.fillScreen(BLACK);

188 tft.setFont (& FreeSans12pt7b);

189 tft.setTextColor(WHITE);

190 tft.setCursor (0, 40);

191 tft.println(" MENU");

192

193 tft.fillRect ((tft.width() - butwidth) / 2, startY , butwidth , butheight , CYAN);

194 tft.setTextColor(BLACK);

195 tft.setFont (& FreeSans9pt7b);

196 tft.setCursor (55, startY + 25);

197 tft.println("PhotoDiodes");

198

199 tft.fillRect ((tft.width() - butwidth) / 2, startY + butheight + 10, butwidth ,

butheight , CYAN);

200 tft.setCursor (55, startY + butheight + 10 + 25);

201 tft.println("PhotoConductors");

202

203 tft.fillRect ((tft.width() - butwidth * 0.7) / 2, startY + butheight * 4 + 50,

butwidth * 0.7, butheight * 0.8, RED);

204 tft.setFont (& FreeSans9pt7b);

205 tft.setTextColor(WHITE);

206 tft.setCursor(tft.width() / 2 - 53, startY + butheight * 4 + 40 + 32);

207 tft.println("Menu");

208

209 while (1) {

210 // Retrieve a point

211 TSPoint p = ts.getPoint ();

212 if (p.z > MINPRESSURE && p.z < MAXPRESSURE) {

213 // Scale from ~0->1000 to tft.width using the calibration #’s

214 p.x = map(p.x, TS_MINX , TS_MAXX , 0, tft.width());

215 p.y = map(p.y, TS_MINY , TS_MAXY , 0, tft.height ());

216 if (p.x > 30 && p.x < 210)

217 {

218 if (p.y > 65 && p.y < 105)

219 {

220 tft.fillScreen(BLACK);

221 tft.setFont (& FreeSans12pt7b);
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222 tft.setTextColor(ILI9341_ORANGE);

223 tft.setCursor(0, 40);

224 tft.println(" Jumper 2 and 3 ");

225 delay (3000);

226 tft.fillScreen(BLACK);

227 tft.setFont (& FreeSans12pt7b);

228 tft.setTextColor(ILI9341_ORANGE);

229 tft.setCursor(0, 40);

230 tft.println(" Sensor Check ");

231

232 int BlueLED = A21;

233 int UvLED = A1;

234 int Pump = A22;

235 int SensorValueDark1;

236 int SensorValueDark2;

237 int SensorValueDark3;

238 int SensorValueDark4;

239 int SensorValue1;

240 int SensorValue2;

241 int SensorValue3;

242 int SensorValue4;

243 pinMode(BlueLED , OUTPUT);

244 pinMode(UvLED , OUTPUT);

245 pinMode(Pump , OUTPUT);

246 // elapsedMillis tim;

247 tft.println("Dark Acquisition");

248 delay (250);

249 SensorValueDark1 = analogRead(A7);

250 SensorValueDark2 = analogRead(A6);

251 delay (250);

252

253 //while (tim < 5000) {

254

255 // SensorValueDark1 = analogRead(A7);

256 // SensorValueDark2 = analogRead(A6);

257 //delay (250);

258

259 //}

260 //tft.println ("Light Acquisition ");

261 // while (tim < 10000) {

262 digitalWrite(UvLED , HIGH);

263

264 delay (3000);

265 SensorValue1 = analogRead(A7);

266 digitalWrite(UvLED , LOW);

267 delay (250);

268 analogWrite(BlueLED , 8000);

269 delay (3000);

270 SensorValue2 = analogRead(A6);
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271 analogWrite(BlueLED , 0);

272 delay (250);

273

274 //}

275

276 // digitalWrite(BlueLED , LOW);

277 // digitalWrite(UvLED , LOW);

278

279

280 if (SensorValue1 / SensorValueDark1 > 2)

281 { tft.println("Sensor1 Ok");

282 }

283 else

284 { tft.println("Sensor1 Fail");

285 }

286 if (SensorValue2 / SensorValueDark2 > 2)

287 { tft.println("Sensor2 Ok");

288 }

289 else

290 { tft.println("Sensor2 Fail");

291 }

292

293

294 delay (3000); // Wait 3 seconds

295 break;

296

297

298 }

299

300 if (p.y > startY + butheight + 10 && p.y < startY + butheight * 2 + 10) /*

Option 2 */

301 { tft.fillScreen(BLACK);

302 tft.setFont (& FreeSans12pt7b);

303 tft.setTextColor(ILI9341_ORANGE);

304 tft.setCursor(0, 40);

305 tft.println(" Jumper 1 and 2 ");

306 delay (3000);

307 tft.fillScreen(BLACK);

308 tft.setFont (& FreeSans12pt7b);

309 tft.setTextColor(ILI9341_ORANGE);

310 tft.setCursor(0, 40);

311 tft.println(" PhotoConductor Test ");

312 int BlueLED = A1;

313 int UvLED = A0;

314 int Pump = A21;

315 int Heater = A22;

316 int SensorValueDark1;

317 int SensorValueDark2;

318 int SensorValueDark3;
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319 int SensorValueDark4;

320 int SensorValue1;

321 int SensorValue2;

322 int SensorValue3;

323 int SensorValue4;

324 pinMode(BlueLED , OUTPUT);

325 pinMode(UvLED , OUTPUT);

326 pinMode(Pump , OUTPUT);//

327 elapsedMillis tim;

328 while (tim < 5000) {

329 tft.println ("Dark Acquisition");

330 SensorValueDark1 = analogRead(A8);

331 SensorValueDark2 = analogRead(A7);

332

333 }

334

335 digitalWrite(BlueLED , HIGH);

336 digitalWrite(UvLED , HIGH);

337 while (tim < 10000) {

338 tft.println ("Light Acquisition");

339 SensorValue1 = analogRead(A8);

340 SensorValue2 = analogRead(A7);

341 delay (250);

342

343 }

344 digitalWrite(BlueLED , LOW);

345 digitalWrite(UvLED , LOW);

346

347 if (SensorValue1 / SensorValueDark1 > 10)

348 { tft.println("Sensor1 Ok");

349 }

350 else

351 { tft.println("Sensor1 Fail");

352 }

353 if (SensorValue2 / SensorValueDark2 > 10)

354 { tft.println("Sensor2 Ok");

355 }

356 else

357 { tft.println("Sensor2 Fail");

358 }

359

360 delay (3000); // Wait 3 seconds

361 break;

362 }

363

364

365

366 if (p.x > (tft.width() - butwidth * 0.7) / 2 && p.x < (tft.width () - (tft.

width() - butwidth * 0.7) / 2) && p.y > startY + butheight * 4 + 50 && p.y < startY +
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butheight * 4 + 50 + butheight * 0.8) /* Option 5 Shutdown */

367 {

368 break;

369 }

370

371 }

372

373

374 }

375

376

377

378 }

379 tft.fillScreen(BLACK);

380 tft.setFont (& FreeSans12pt7b);

381 tft.setTextColor(WHITE);

382 tft.setCursor (0, 40);

383 tft.println(" MENU");

384

385 tft.fillRect ((tft.width() - butwidth) / 2, startY , butwidth , butheight , CYAN);

386 tft.setTextColor(BLACK);

387 tft.setFont (& FreeSans9pt7b);

388 tft.setCursor (55, startY + 25);

389 tft.println("Sensor Check");

390

391 tft.fillRect ((tft.width() - butwidth) / 2, startY + butheight + 10, butwidth ,

butheight , CYAN);

392 tft.setCursor (55, startY + butheight + 10 + 25);

393 tft.println("Measurements");

394

395 tft.fillRect ((tft.width() - butwidth * 0.7) / 2, startY + butheight * 4 + 50,

butwidth * 0.7, butheight * 0.8, RED);

396 tft.setFont (& FreeSans9pt7b);

397 tft.setTextColor(WHITE);

398 tft.setCursor(tft.width() / 2 - 53, startY + butheight * 4 + 40 + 32);

399 tft.println("SHUTDOWN");

400

401 }

402 // Measurement Menu Options

403 if (p.y > startY + butheight + 10 && p.y < startY + butheight * 2 + 10) /* Option 2

*/

404 { tft.fillScreen(BLACK);

405 tft.setFont (& FreeSans12pt7b);

406 tft.setTextColor(WHITE);

407 tft.setCursor (0, 40);

408 tft.println(" MENU");

409

410 tft.fillRect ((tft.width() - butwidth) / 2, startY , butwidth , butheight , CYAN);

411 tft.setTextColor(BLACK);
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412 tft.setFont (& FreeSans9pt7b);

413 tft.setCursor (55, startY + 25);

414 tft.println("End Point");

415

416 tft.fillRect ((tft.width() - butwidth) / 2, startY + butheight + 10, butwidth ,

butheight , CYAN);

417 tft.setCursor (55, startY + butheight + 10 + 25);

418 tft.println("Continuous");

419

420 tft.fillRect ((tft.width() - butwidth * 0.7) / 2, startY + butheight * 4 + 50,

butwidth * 0.7, butheight * 0.8, RED);

421 tft.setFont (& FreeSans9pt7b);

422 tft.setTextColor(WHITE);

423 tft.setCursor(tft.width() / 2 - 53, startY + butheight * 4 + 40 + 32);

424 tft.println("Menu");

425

426 while (1) {

427 // Retrieve a point

428 TSPoint p = ts.getPoint ();

429 if (p.z > MINPRESSURE && p.z < MAXPRESSURE) {

430 // Scale from ~0->1000 to tft.width using the calibration #’s

431 p.x = map(p.x, TS_MINX , TS_MAXX , 0, tft.width());

432 p.y = map(p.y, TS_MINY , TS_MAXY , 0, tft.height ());

433 if (p.x > 30 && p.x < 210)

434 { // Endpoint measurement

435 if (p.y > 65 && p.y < 105)

436 {

437 tft.fillScreen(BLACK);

438 tft.setFont (& FreeSans12pt7b);

439 tft.setTextColor(ILI9341_ORANGE);

440 tft.setCursor(0, 40);

441 tft.println(" EndPoint Measurement ");

442 delay (1500);

443 int BlueLED = A21;

444 int UvLED = A1;

445 int Pump = A0;

446 //int Heater = A22;

447 int SensorValueDark1;

448 int SensorValueDark2;

449

450 int SensorValue1;

451 int SensorValue2;

452 int PumpValue;

453 int HeaterValue;

454 int T0Blue;

455 int T1Blue;

456 int T0UV;

457 int T1UV;

458 pinMode(BlueLED , OUTPUT);
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459 pinMode(UvLED , OUTPUT);

460 pinMode(Pump , OUTPUT);//

461 elapsedMillis tim;

462 while (tim < 10000) {

463 tft.fillScreen(BLACK);

464 tft.setFont (& FreeSans12pt7b);

465 tft.setTextColor(ILI9341_ORANGE);

466 tft.setCursor(0, 40);

467 tft.println("BaseLine Check");

468 for (int i = 0; i < 100; i++) {

469 analogWrite(BlueLED , 8000);

470 SensorValueDark1 = (SensorValueDark1 + analogRead(A7));

471 T0Blue = SensorValueDark1 / 100;

472 delay (50);

473 analogWrite(BlueLED , 0);

474 delay (50);

475 digitalWrite(UvLED , HIGH);

476 SensorValueDark2 = (SensorValueDark2 + analogRead(A6));

477 T0UV = SensorValueDark2 / 100;

478 delay (50);

479 digitalWrite(UvLED , LOW);

480 }

481

482

483 while (tim < 40000) {

484 analogWrite(Pump , 8000);

485 tft.fillScreen(BLACK);

486 tft.setFont (& FreeSans12pt7b);

487 tft.setTextColor(ILI9341_ORANGE);

488 tft.setCursor(0, 40);

489 tft.println("Pumping");

490 delay (250);

491 //for (int i = 0; i < 100; i++) {

492 analogWrite(Pump , 400);

493 //}

494 }

495

496

497 while (tim < 50000) {

498 tft.fillScreen(BLACK);

499 tft.setFont (& FreeSans12pt7b);

500 tft.setTextColor(ILI9341_ORANGE);

501 tft.setCursor(0, 40);

502 tft.println("Signal Acquisition");

503 analogWrite(Pump , 0);

504 for (int i = 0; i < 100; i++) {

505 analogWrite(BlueLED , 8000);

506 SensorValue1 = (SensorValue1 + analogRead(A7));

507 T1Blue = SensorValue1 / 100;
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508 delay (50);

509 analogWrite(BlueLED , 0);

510 delay (50);

511 digitalWrite(UvLED , HIGH);

512 SensorValue2 = (SensorValue2 + analogRead(A6));

513 T1UV = SensorValue2 / 100;

514 delay (250);

515 digitalWrite(UvLED , LOW);

516 }

517 }

518 delay (3000);

519 File dataFile;

520 char fileName [] = "EP00.csv"; // Base filename for logging.

521 for (byte i = 1; i <= 99; i++)

522 {

523 // check before modifying target filename.

524 if (SD.exists(fileName))

525 {

526 // the filename exists so increment the 2 digit filename index.

527 fileName [2] = i / 10 + ’0’;

528 fileName [3] = i % 10 + ’0’;

529 } else {

530 break; // the filename doesn’t exist so break out of the for loop.

531 }

532 }

533 Serial.print("Init. Sig. - B");

534 Serial.print(",");

535 Serial.println("Fina. Sig. - B");

536 Serial.print("Init. Sig. - UV");

537 Serial.print(",");

538 Serial.println("Fina. Sig. - UV");

539 dataFile = SD.open(fileName , FILE_WRITE);

540 Serial.print(fileName);

541 dataFile.print("Init. Sig. - B");

542 dataFile.print(",");

543 int initsigB = float (T0Blue);

544 dataFile.println(initsigB , DEC);

545 dataFile.println("Final Sig. - B");

546 dataFile.print(",");

547 int finsigB = float (T1Blue);

548 dataFile.println(finsigB , DEC);

549 dataFile.print("Init. Sig. - UV");

550 dataFile.print(",");

551 int initsigUV = float (T0UV);

552 dataFile.println(initsigUV , DEC);

553 dataFile.println("Final Sig. - UV");

554 dataFile.print(",");

555 int finsigUV = float (T1UV);

556 dataFile.println(finsigUV , DEC);
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557 dataFile.close();

558

559

560

561 tft.fillScreen(BLACK);

562 tft.setFont ();

563 tft.setTextSize (1);

564 tft.setCursor(0, 40);

565 tft.println( "Init. Sig. - B");

566 tft.println(T0Blue);

567 tft.println( "Init. Sig. - UV");

568 tft.println(T0UV);

569 tft.println( "Final Sig. - B");

570 tft.println(T1Blue);

571 tft.println( "Final Sig. - UV");

572 tft.println(T1UV);

573 tft.println( "Sig. Ratio - B");

574 int ratioBlue;

575 ratioBlue = T1Blue / T0Blue;

576 int ratioUV;

577 ratioUV = T1UV / T0UV;

578 tft.println(ratioBlue);

579 tft.println( "Sig. Ratio - UV");

580 tft.println(ratioUV);

581

582

583

584

585

586 delay (5000);

587 tft.fillScreen(BLACK);

588 tft.setFont (& FreeSans12pt7b);

589 tft.setTextColor(WHITE);

590 tft.setCursor(0, 40);

591 tft.println(" MENU");

592

593 tft.fillRect ((tft.width() - butwidth) / 2, startY , butwidth , butheight ,

CYAN);

594 tft.setTextColor(BLACK);

595 tft.setFont (& FreeSans9pt7b);

596 tft.setCursor (55, startY + 25);

597 tft.println("End Point");

598

599 tft.fillRect ((tft.width() - butwidth) / 2, startY + butheight + 10,

butwidth , butheight , CYAN);

600 tft.setCursor (55, startY + butheight + 10 + 25);

601 tft.println("Continuous");

602

603 tft.fillRect ((tft.width() - butwidth * 0.7) / 2, startY + butheight * 4 +
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50, butwidth * 0.7, butheight * 0.8, RED);

604 tft.setFont (& FreeSans9pt7b);

605 tft.setTextColor(WHITE);

606 tft.setCursor(tft.width() / 2 - 53, startY + butheight * 4 + 40 + 32);

607 tft.println("Menu");

608 // tft.fillScreen(BLACK);

609 // tft.setFont (& FreeSans12pt7b);

610 // tft.setTextColor(WHITE);

611 // tft.setCursor (0, 40);

612 // tft.println (" MENU");

613

614 // tft.fillRect ((tft.width() - butwidth) / 2, startY , butwidth ,

butheight , CYAN);

615 // tft.setTextColor(BLACK);

616 // tft.setFont (& FreeSans9pt7b);

617 // tft.setCursor (55, startY + 25);

618 // tft.println (" Sensor Check ");

619

620 // tft.fillRect ((tft.width () - butwidth) / 2, startY + butheight + 10,

butwidth , butheight , CYAN);

621 // tft.setCursor (55, startY + butheight + 10 + 25);

622 // tft.println (" Measurements ");

623

624 // tft.fillRect ((tft.width () - butwidth * 0.7) / 2, startY + butheight *

4 + 50, butwidth * 0.7, butheight * 0.8, RED);

625 // tft.setFont (& FreeSans9pt7b);

626 // tft.setTextColor(WHITE);

627 // tft.setCursor(tft.width () / 2 - 53, startY + butheight * 4 + 40 + 32);

628 // tft.println (" SHUTDOWN ");

629 // Wait 3 seconds

630 break;

631

632

633 }

634 }

635

636 if (p.y > startY + butheight + 10 && p.y < startY + butheight * 2 + 10) /*

Option 2 */

637 {

638 tft.fillScreen(BLACK);

639 tft.setFont (& FreeSans12pt7b);

640 tft.setTextColor(ILI9341_ORANGE);

641 tft.setCursor(0, 40);

642 tft.println(" Continuous Assay ");

643 delay (1500);

644 int BlueLED = A21;

645 int UvLED = A1;

646 int Pump = A0;

647 // int Heater = A22;
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648 int SensorValueDark1;

649 int SensorValueDark2;

650 int SensorValue1 = 0;

651

652 int SensorValue11;

653 int SensorValue2 = 0;

654 int SensorValue22;

655 int PumpValue;

656 int HeaterValue;

657 int T0Blue;

658 int T1Blue;

659 int T0UV;

660 int T1UV;

661 int redline = 0xF800;

662 File dataFile;

663 char fileName [] = "CM00.csv"; // Base filename for logging.

664 for (byte i = 1; i <= 99; i++)

665 {

666 // check before modifying target filename.

667 if (SD.exists(fileName))

668 {

669 // the filename exists so increment the 2 digit filename index.

670 fileName [2] = i / 10 + ’0’;

671 fileName [3] = i % 10 + ’0’;

672 } else {

673 break; // the filename doesn’t exist so break out of the for loop.

674 }

675 }

676 pinMode(BlueLED , OUTPUT);

677 pinMode(UvLED , OUTPUT);

678 pinMode(Pump , OUTPUT);//

679 elapsedMillis tim;

680 while (tim < 5000) {

681 tft.fillScreen(BLACK);

682 tft.setFont (& FreeSans12pt7b);

683 tft.setTextColor(ILI9341_ORANGE);

684 tft.setCursor(0, 40);

685 tft.println("BaseLine Check");

686 for (int i = 0; i < 100; i++) {

687 analogWrite(BlueLED , 8000);

688 SensorValueDark2 = (SensorValueDark2 + analogRead(A6));

689 T0UV = SensorValueDark2 / 100;

690 delay (50);

691 analogWrite(BlueLED , 00);

692

693 }

694

695 }

696 Serial.print("Baseline");
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697 Serial.print(",");

698 dataFile = SD.open(fileName , FILE_WRITE);

699 Serial.print(fileName);

700 dataFile.print("Baseline");

701 dataFile.print(",");

702 int baseline = float (T0UV);

703 dataFile.println(baseline , DEC);

704 dataFile.close();

705

706 tft.fillScreen(BLACK);

707 tft.setFont (& FreeSans12pt7b);

708 tft.setTextColor(ILI9341_ORANGE);

709 tft.setCursor(0, 40);

710 tft.println("Measurement");

711 analogWrite(BlueLED , 8000);

712 SensorValue1 = analogRead (A7);

713 SensorValue1 = map(SensorValue1 , 0, 1023, 300, 110);

714 tft.drawLine (20, 300, 239, 300, WHITE);

715 tft.drawLine (235, 297, 239, 300, WHITE);

716 tft.drawLine (235, 303, 239, 300, WHITE);

717 tft.drawLine (20, 300, 20, 110, WHITE);

718 tft.drawLine (17, 114, 20, 110, WHITE);

719 tft.drawLine (23, 114, 20, 110, WHITE);

720 tft.setFont ();

721 tft.setTextSize (1);

722 tft.setCursor(0, 115);

723 tft.setTextColor(WHITE);

724 tft.print("100");

725 tft.setCursor (10, 310);

726 tft.setTextColor(WHITE);

727 tft.print("0");

728 tft.setCursor(0, 158);

729 tft.setTextColor(WHITE);

730 tft.print("75");

731 tft.drawLine (18, 160, 22, 160, WHITE);

732 tft.setCursor(0, 205);

733 tft.setTextColor(WHITE);

734 tft.print("50");

735 tft.drawLine (18, 207, 22, 207, WHITE);

736 tft.setCursor(0, 253);

737 tft.setTextColor(WHITE);

738 tft.print("25");

739 tft.drawLine (18, 255, 22, 255, WHITE);

740 tft.setCursor (100, 310);

741 tft.setTextColor(WHITE);

742 tft.print("Time (min)");

743 analogWrite(Pump , 000);

744

745 while (tim < 1000000) {
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746 for (int x = 0; x < 300; x++) {

747 delay (200);

748 analogWrite(Pump , 000);

749 //tft.setFont ();

750 // tft.setTextSize (1);

751 // tft.setCursor (0, 180);

752 // tft.setTextColor(WHITE);

753 // tft.print (analogRead(A8));

754 // tft.print (" ");

755 analogWrite(BlueLED , 8000);

756 SensorValue11 = map(analogRead(A6), 0, 1023, 300, 110);

757 // tft.setFont ();

758 //tft.setTextSize (1);

759 //tft.setCursor(0, 200);

760 //tft.setTextColor(WHITE);

761 //tft.print (SensorValue11);

762 //tft.print (" ");

763 // SensorValue22 = map(analogRead(A7), 0, 1023, 0, 320);

764 tft.drawLine(x - 1 + 20, SensorValue1 , x + 20, SensorValue11 , redline);

765 SensorValue1 = SensorValue11;

766 int timme = float (x);

767 Serial.print("Signal");

768 Serial.print(",");

769 dataFile = SD.open(fileName , FILE_WRITE);

770 Serial.print(fileName);

771 dataFile.print(timme);

772 dataFile.print(",");

773 int signal1 = float (SensorValue1);

774 dataFile.println(SensorValue1 , DEC);

775 dataFile.close();

776 }

777

778 delay (5000);

779 tft.fillScreen(BLACK);

780 tft.setFont (& FreeSans12pt7b);

781 tft.setTextColor(WHITE);

782 tft.setCursor(0, 40);

783 tft.println(" MENU");

784

785 tft.fillRect ((tft.width() - butwidth) / 2, startY , butwidth , butheight ,

CYAN);

786 tft.setTextColor(BLACK);

787 tft.setFont (& FreeSans9pt7b);

788 tft.setCursor (55, startY + 25);

789 tft.println("Sensor Check");

790

791 tft.fillRect ((tft.width() - butwidth) / 2, startY + butheight + 10,

butwidth , butheight , CYAN);

792 tft.setCursor (55, startY + butheight + 10 + 25);
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793 tft.println("Signal Acquisition");

794

795 tft.fillRect ((tft.width() - butwidth * 0.7) / 2, startY + butheight * 4 +

50, butwidth * 0.7, butheight * 0.8, RED);

796 tft.setFont (& FreeSans9pt7b);

797 tft.setTextColor(WHITE);

798 tft.setCursor(tft.width() / 2 - 53, startY + butheight * 4 + 40 + 32);

799 tft.println("SHUTDOWN");

800 break;

801 }

802 analogWrite(BlueLED , 00);

803 analogWrite(Pump , 0);

804

805 }

806 if (p.x > (tft.width() - butwidth * 0.7) / 2 && p.x < (tft.width () - (tft.

width() - butwidth * 0.7) / 2) && p.y > startY + butheight * 4 + 50 && p.y < startY +

butheight * 4 + 50 + butheight * 0.8) /* Option 5 Shutdown */

807 { delay (3000);

808 break;

809 }

810 }

811 }

812

813 if (p.x > (tft.width() - butwidth * 0.7) / 2 && p.x < (tft.width () - (tft.width()

- butwidth * 0.7) / 2) && p.y > startY + butheight * 4 + 50 && p.y < startY +

butheight * 4 + 50 + butheight * 0.8) /* Option 5 Shutdown */

814 {

815

816 tft.fillScreen(BLACK);

817 tft.setFont (& FreeSans18pt7b);

818 tft.setTextColor(RED);

819 tft.setCursor (0, 90);

820 tft.println(" YOU MAY");

821 tft.println(" TURN THE");

822 tft.println(" MAIN");

823 tft.println(" SWITCH");

824 tft.println(" OFF");

825 while (1) {}; /* Wait forever here */

826 }

827 }

828 }

829 }

830 }
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Appendix D

Bradford Calibration Curves

In this Annex the calibration curves for the protein detection are presented.

Figure D.1: Calibration curve for Tyrosinase determination using the Bradford assay.
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Figure D.2: Calibration curve for DOPA-decarboxylase determination using the Bradford assay.
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Appendix E

qPCR for Grape Pathogen

Confirmation

Table E.1: qPCR results of the infected grape samples. The Actin gene was used as a reference, as its
expression was not impacted by the presence of the fungal infection. Fungal biomass accumulation and
infection level was determined by qPCR amplification of the B. cinerea polygalacturonase 1 (PG1)

Sample ID CtCDSBcPG1 CtActin ∆Ct (Cttarget- CtActin) ∆∆Ct (Healthy samples values were subtracted) 2-∆∆Ct
EL 32 29.00±2.41 22.00±0.86 7.00±1.56 -4.44±1.56 30.17±25.55
EL 35 27.16±0.56 21.49±0.12 5.67±0.50 -5.03±0.50 33.88±10.72
EL 38 27.01±1.93 23.62±2.04 3.40±1.56 -6.23±1.56 101.93±69.46
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