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Resumo

As vantagens e o potencial de redes complexas de sistemas interconectados em grande escala

são inquestionáveis numa infinidade de áreas de engenharia, não apenas como oportunidades de in-

vestimento, mas também como uma transição natural no sentido da melhoria da eficiência, robustez e

escalabilidade. Concretamente, as megaconstelações de satélites prometem revolucionar tanto o fu-

turo das comunicações quanto a observação e monitorização da Terra. Ainda que estejam em curso

diligências conducentes à operacionalização destas soluções, as atuais tecnologias de comando re-

moto individual, aplicadas há décadas, comprometem a viabilidade funcional e financeira de tais em-

preendimentos. Assim, o objetivo da presente tese decorre desta lacuna no estado da arte. Primeiro, o

problema de controlo distribuı́do e descentralizado é formulado numa estrutura de horizonte recuante,

a que acrescem restrições de exequibilidade em larga escala. Segundo, é proposto um procedimento

de relaxação convexa para aproximar a solução ótima do problema de sı́ntese de um regulador num

ambiente descentralizado, validado com recurso a uma simulação numérica de larga escala e a resul-

tados experimentais. Adicionalmente, propõe-se uma solução de seguimento. Terceiro, é desenvolvida

uma nova solução de controlo, distribuı́da e descentralizada, para o caso particular de sistemas dinami-

camente desacoplados. A sı́ntese do controlador é distribuı́da pela rede introduzindo um aproximação

e um procedimento de agendamento de operações, além de técnicas de relação convexa, para cumprir

as restrições de exequibilidade em grande escala. Quarto, o potencial da solução para o controlo coop-

erativo de órbita da megaconstelação Starlink é ilustrado, com sucesso, num propagador de órbita de

alta fidelidade.

Keywords: Controlo Descentralizado, Sistemas Distribuı́dos de Robôs, Controlo em Rede,

Robótica Espacial, Agentes Autónomos, Megaconstelações
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Abstract

The advantages and tremendous potential of very large-scale complex networks of interconnected

systems are indisputable in a myriad of engineering fields, not only as business opportunities but also

as a natural change towards efficiency, reliability, and scalability. In particular, mega-constellations of

satellites promise to revolutionize the future of communications and Earth observation and monitoring.

Although efforts towards the deployment of these solutions are underway, decades-old tried and tested

individual ground-based tracking telemetry and command technologies condemn these ventures to prac-

tical unfeasibility and economic unviability. The goal of this thesis follows from the self-evident void in

the state-of-the-art, aiming to bring these endeavors to fruition. First, the distributed and decentralized

control problem is formulated in a receding horizon control framework alongside the severe large-scale

feasibility constraints. Second, a convex relaxation procedure is proposed to approximate the optimal so-

lution of the regulator synthesis problem in a decentralized setting, which is validated resorting to a large-

scale numeric simulation and experimental results. Moreover, a tracking solution is put forward. Third, a

novel distributed and decentralized networked control solution is developed for the particular case of dy-

namically decoupled systems. The controller synthesis computations are distributed across the network

leveraging the proposed convex relaxation, an approximation, and a scheduling procedure, to comply

with the feasibility constraints on a very large-scale. Fourth, the potential of the proposed solution is

successfully illustrated for the cooperative on-board orbit control of the Starlink mega-constellation. The

shape-keeping task is formulated in a novel framework with emphasis on efficiency and fuel saving.

Keywords: Decentralized Control, Distributed Robot Systems, Networked Control, Space Robotics,

Autonomous Agents, Mega-constellations
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Chapter 1

Introduction

1.1 Motivation

Driven by the ambition to adapt to the environment, overcome limitations, and thrive, innovation

is deeply rooted in the nature of the human species. Automatic control is born and keeps evolving

from this natural drive. The first documented use of automatic control is a water clock mechanism

designed in ancient Greece by Ktesibios (285–222 BC). Markings in a slowly draining water tank were

used to quantify the passage of time. Ktesibios employed a conic floating valve that is displaced by the

water level in a tank to control and maintain a constant water outflow, which enabled unprecedented

timekeeping accuracy. In the 17th century, the fly-ball governor, which uses a mechanical feedback

control system, was invented. This groundbreaking technological advance was employed to regulate

the speed of steam engines, key to the unprecedented production and population growth witnessed

during the industrial revolution. In the 1960s, the advances in digital computing and the seminal work of

Bellman and Pontryagin in optimal control culminated in the automatic landing in the Moon in 1969.

Over the past several decades, the fast-paced development of new sensors, robot technology, and

control algorithms has enabled the automation of numerous tasks. Some were formerly carried out by

humans, while others were previously unimaginable. The productivity, precision, consistency, robust-

ness, and ability to operate in harsh environments have been the main driving factors of this trend. For

instance, mapping the magnetic field of the Earth, analyzing the soil composition of Mars, and manufac-

turing mechanical parts with micrometre precision would be very challenging without the use of robotic

systems equipped with cutting-edge sensors, actuators, and control algorithms. Up until very recently, to

automate a particular task, few, oftentimes large, multi-purpose, very complex systems were designed.

Consider, as an example, the task of seabed mapping. It is carried out making use of either a complex

sonar system mounted on a vessel or by towing a single vehicle equipped with a cutting-edge underwa-

ter sonar system. Nevertheless, the inefficiency in covering extensive areas, the lack of robustness to

the failure of one of the many components that make up these complex systems, and the little flexibility

to adapt to changes in the environment have been major concerns that hinder the ability to perform tasks

on a very large-scale.
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On one hand, bearing in mind the aforementioned shortcomings, the field of swarm robotics has

arisen with a heavy inspiration in nature [1–3]. This novel framework aims to achieve tasks that are

beyond the capabilities of a single agent, by employing a large number of simple autonomous agents

collaboratively working towards a common goal, which mimics the behavior of ant colonies, bird flocks,

and fish schools. The potential of this framework is driven by three pivotal properties: i) Robustness,

since the failure of an agent does not compromise the swarm; ii) Flexibility, since different agent coordi-

nation strategies can be employed in response to changes in the environment; and iii) Scalability, since

the throughput of the task can be increased by deploying additional agents. On the other hand, there are

several tasks that require the automation of large-scale complex and spatially scattered processes. A

common example is the task of controlling the distribution of resources from spatially distributed sources

to different users under varying demands, for example, the problem of the distribution of electrical power.

Both robotic swarms and large-scale spatially distributed processes, which some authors also desig-

nate as multi-agent systems, can be modeled as large-scale networks of interconnected systems with

intricate dynamics and complex interactions. Therefore, henceforth, robotic swarms and large-scale

networks of spatially distributed processes are both analysed as very large-scale systems. Instead of

resisting the distributed nature of these frameworks by designing a single, very complex, expensive sys-

tem, which requires the transmission of data over long distances, one could embrace it and exploit its

compelling properties. This approach is designated by decentralized control and it has been a hot topic

for several decades, given its widespread applicability in a broad range of engineering fields.

A plethora of applications of decentralized control have been conceptualized for these frameworks.

In the field of swarm robotics, examples of applications are unmanned aircraft formation flight [4, 5],

unmanned underwater formations [6, 7], satellite formation control [8, 9], precision agriculture [10], fire-

fighting [11], surveillance [12], light shows [13], and exploration and navigation on Mars [14]. For large-

scale networks of spatially scattered processes, there are also pressing applications such as irrigation

networks [15, 16] and traffic networks [17], on which work that precedes the developments of this the-

sis has been carried out by the author [18]. Notwithstanding, one of the most promising applications

has to be power distribution networks [19, 20]. Indeed, with the increasing proliferation of smaller re-

newable energy sources, the number of sources and sinks of power grids is booming and spreading

geographically [21]. This change calls for network-wise management and efficient distribution in a smart

grid. It is in line with an acceleration of the energy efficiency improvement rate and transition towards

renewable energy sources for decarbonisation called for by the United Nations. The emergence of these

applications has accelerated the demand for efficient decentralized algorithms.

Despite the very compelling robustness, flexibility, and scalability properties of swarm robotics and

very large-scale complex networks of spatially distributed processes and the myriad of envisioned high-

impact applications that rely on them, most of the given examples are: i) yet to transition from concep-

tualization to deployment; ii) deployed only in very controlled environments as a proof of concept; or

iii) implemented in practice in a very small scale with a small number of agents. The reason is clear:

there are inhibiting technical challenges, especially regarding the feasibility and economic viability of the

implementation of state-of-the-art algorithms to these very large-scale systems. One remarkable ex-
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ception is the development of large-scale low Earth orbit (LEO) constellations. However, although some

prototypes have already started being deployed on a large-scale, their economical viability is doomed

unless control algorithms befitting the challenges of such large-scale systems are developed.

In what follows, the motivation for this work is further addressed from two angles. First, the technolog-

ical challenges behind the implementation feasibility of control algorithms over very large-scale systems

are analyzed. Second, the potential impact and feasibility challenges of LEO mega-constellations are

discussed.

1.1.1 Technical challenges

It is well established that as the scale of the systems increases, the classical control solutions, which

are developed in a centralized framework, eventually become infeasible to implement in practice. This

effect is commonly designated as the curse of dimensionality. The classical centralized control frame-

works require: i) infrastructure for the centralized coordination; ii) the transmission of a large amount of

information between every agent and the central node; and iii) serious computational power for real-time

processing in the central node. In these centralized configurations, each system must transmit local

information to a central computational unit. This central node processes the global data, received from

each system that makes up the network, to compute a control solution, which is posteriorly transmitted

to every system in the network. The communication protocol of a centralized solution can rely on data

transmission via a path of several physical communication links. Nevertheless, the information has to be

retransmitted via several systems to the central unit, which receives information from all nodes. As the

dimension of the network increases, the load on the communication links, the communication delays,

the complexity of the protocol, and the computational load of the central computational unit increase.

For these reasons, the sheer communication pressure and computational load in the central unit render

its implementation infeasible as the dimension of the network increases. Moreover, these strategies

offer little robustness to failure of the central processing node or the communication infrastructure. This

challenge, well-known for decades, has been extensively addressed, and many alternatives have been

proposed in a decentralized control framework. In fact, decentralized solutions rely on local compu-

tations and local communication to overcome the curse of dimensionality. No central computing unit is

required and, at no moment in time, any entity in the network has knowledge about the global state of the

network. Even though local communication relies on the same physical data transmission links that may

be used in a centralized configuration, the decisive difference is the amount of information that needs

to be handled at the protocol level. In a decentralized paradigm, only local information is transmitted

in each physical communication link, which does not scale as the dimension of the network increases.

Figure 1.1 depicts a scheme of the comparison between the communication requirements in centralized

and decentralized configurations. The sought-after scalability of the latter is achieved, nonetheless, at

the expense of increased complexity of the control algorithms and oftentimes sub-optimal performance.

The decentralized control and estimation problems can be formulated as optimization problems sub-

ject to constraints that arise from the decentralized nature of the network. Despite the large research
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(a) Centralized. (b) Decentralized.

Figure 1.1: Configuration of networked systems: physical links (dashed lines) and information flow (solid
lines).

effort in this field, it remains an open problem even for linear time-invariant (LTI) systems due to its

intractability [22]. On top of that, a significant portion of the envisioned large-scale applications has

underlying nonlinear dynamics, for which befitting solutions are even scarcer. Oftentimes, linearization

techniques are employed, approximating the dynamics of the nonlinear system over successive operat-

ing points [23]. This approach yields a more tractable linear time-varying (LTV) system for which decen-

tralized control strategies have to be designed. Nevertheless, when it comes to the implementation of

time-varying decentralized algorithms over very large-scale networks, more challenges are brought to

light in addition to the intricacies of the decentralized problem. As a result, the inevitable change from

large to very large-scale networked control systems calls for a consistent paradigm revolution from a

control standpoint. It is impossible to benefit from the robustness, flexibility, and scalability properties of

this novel architecture, if its implementation to real-life applications is unfeasible. Likewise, its economic

viability must not be jeopardized by the lack of befitting algorithms that take into account the challenges

imposed by the dimension of the network. For these reasons, heavy constrains at the: i) topological,

ii) communication, iii) synthesis, iv) computational, and v) memory level must be enforced to enable a

seamless practical implementation.

First, the topology of a network is characterized by the existence of couplings of some nature between

the systems that make up the network. For instance, if the local goal of a mobile robot represented by

system Si is to follow another robot Sj , then it is characterized by a tracking coupling of Si with Sj . It

is assumed that the number of systems with which each system has couplings does not scale with the

number of systems in the whole network. Note that this assumption is embedded in the definition of

swarm robotics and is inherent to large-scale spatially distributed processes. Therefore, it should be

regarded as a property, which should be cleverly exploited, rather than a constraint that is imposed.

Second, to seek a scalable solution, the number of communication links established with each system

must not scale with the number of systems in the network. As it was previously pointed out, these

limitations are addressed at the protocol level, i.e., the restrictions are applied to the exchange of data
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between systems, not on the physical communication links. Moreover, data transmissions between

systems cannot be considered instantaneous.

Third, the design of a control solution usually entails a synthesis stage with the goal of optimizing

the controller parameters for a particular task. On one hand, solutions for time-invariant dynamics and

topology can be synthesized prior to deployment, oftentimes referred to as offline synthesis. On the

other hand, if either the network topology or the network dynamics are time-varying, then the synthesis

procedure has to be carried out with a certain periodicity in real-time. Therefore, the synthesis procedure

must be carried out cooperatively distributing the load of the overall algorithm evenly among the systems

that make up the network.

Fourth, computational and memory resources available on-board each system are very limited. The

computational load of the real-time implementation of the cooperative control algorithms must be dis-

tributed across all agents in such a way that the replication of computations among agents is reduced to

a minimum, which circumvents the curse of dimensionality. Thus, the computational complexity and data

storage requirements of the algorithms running on-board each system must not scale with the number

of systems in the whole network.

Regarding these aspects, an important distinction is made in this thesis between the terms distributed

and decentralized. Although these are, oftentimes, used interchangeably by many authors, in this thesis

they characterize control algorithms with different characteristics. Herein, a control solution is said to be

decentralized if the implementation of the control law in each system can be deployed resorting to local

communication exclusively. In contrast, a control solution is said to be distributed if its control law can

be synthesized in real-time in a distributed manner across the systems of the network resorting to local

communication exclusively. For instance, if a control solution resorts to a local linear feedback in each

system, but the gains of such control law have to be synthesized in real time globally in a single node or

replicated in each system of the network, the control solution is decentralized but not distributed. Thus,

the inevitable paradigm change towards very large-scale networks calls for distributed and decentralized

control algorithms.

1.1.2 LEO mega-constellations

The conceptualization of large LEO constellations began in the 1990s, with Globalstar, Iridium,

Odyssey, and Teledesic, as an attempt to provide communication services globally. Nevertheless, none

of these projects but Iridium succeeded. They either filled for bankruptcy after deployment, were aborted,

or were significantly downscaled. The reason for their collapse was the reduced demand for these ser-

vices and the high deployments costs, which rendered these projects inviable [24]. Despite that, the

technological advances and soaring demand for broadband connectivity that were witnessed in the

following two decades led to a reawakening of LEO mega-constellation projects. These come as a com-

plement to the already established geosynchronous equatorial orbit (GEO) satellite communications. On

one hand, GEO communications proved, over the past several decades, to be reliable and have high

coverage, due to their high orbit. On the other hand, a single LEO satellite has much less coverage,
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thus requiring several satellites in a constellation to provide global connectivity. Nevertheless, due to

their lower orbit, these constellations: i) are able to reduce the latency by more than one order of magni-

tude; ii) require significantly less power for effective communication; iii) provide coverage to areas near

the poles of the Earth, which are not reliably provided by GEO communications providers; iv) allow for a

high channel reusability, which increases capacity by two to three orders of magnitude in relation to GEO

systems; and v) allow for active power control, unlike GEO or medium Earth orbit (MEO) communication

systems, using a narrow beam antenna on the receiver [25, 26]. For a more detailed and insightful analy-

sis on LEO communication systems and their advantages over MEO and GEO communication systems,

see [25]. Large-scale constellations of satellites in LEO are, with the current technology, unarguably a

solution to meet the increasing demand for reliable low-latency, high capacity, global broadband con-

nectivity. Indeed, if these services match or beat the current price of existing high-speed options, there

are projections that indicate that, at an affordable cost-per-engagement, the consumer market demands

for these systems could soar [24]. Nevertheless, there are still substantial hurdles to the success of the

new generation of LEO constellation communication systems. These hurdles are addressed in [24, 27].

Not surprisingly, the greatest concern is their economical viability. In fact, for the success of the recently

proposed solutions, the costs across the value chain must be reduced, namely: i) satellite manufac-

turing; ii) launch; iii) ground equipment and infrastructure; iv) user equipment; v) operating costs; and

vi) disposal services.

In recent years, four promising LEO constellation projects started development and testing, namely:

i) Telsat’s Telesat Lightspeed; ii) OneWeb; iii) SpaceX’s Starlink; and iv) Amazon’s Project Kuiper. The

projected characteristics of these constellations are detailed in [28, 29]. It is possible to note a paradigm

shift from the use of constellations of a small number of highly complex satellites to the employment of

a very large number of smaller and simpler satellites that cooperate in large-scale networks. In fact,

the term mega-constellation has been coined to designate these very large-scale constellations. For

instance, the Starlink constellation is projected to feature 11926 satellites in LEO over 8 shells, of which

over 3000 satellites have already been launched. Nevertheless, the aforementioned paradigm change

has not yet been accompanied by a paradigm change from an operations standpoint. As pointed out

in [27], the tracking telemetry and command (TT&C) system projected for these constellations does not

differ from the TT&C system architecture employed for a single satellite. This system consists of a sin-

gle centralized mission control center (MCC) with several ground terminals scattered across the globe

to allow for continuous monitoring of the whole constellation. However, the implementation of such a

centralized architecture in a mega-constellation is very challenging and expensive, because of the di-

mension of the network. First, it requires all-to-all communication via the MCC, which is achieved by

several ground stations scattered across the Earth. It consists of a massive amount of data that has to

be transmitted, in real-time, between a central node and a very large number of systems, across long

distances, which requires complex communication protocols and introduces significant delays. Second,

the amount of data that has to be processed in real-time by the MCC requires serious processing power.

Third, as mentioned previously, to monitor continuously each satellite of the constellation, i.e. to assure

continuous TT&C, there have to be several ground stations scattered across the Earth. Nevertheless,
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for several reasons, namely geo-political factors, it may not be possible to ensure a direct link with a

ground station over some areas. In that case, it would be necessary to retransmit TT&C data through

inter-satellite links (ISL) via a path of satellites to an available ground station. Although a large number

of gateways, which are installed in ground stations, and ISL are required for providing communication

services, continuous TT&C flow of data puts pressure on these links. Fourth, given its critical nature,

TT&C data is usually transmitted redundantly, which wastes much needed bandwidth. Fifth, the con-

tinuous flow of redundant TT&C data over long distance wireless links also requires significant power

consumption. Sixth, given the sensitivity of TT&C data and the fact that it is transmitted over an open

wireless link, complex protection protocols are required to maintain the integrity of the data. Seventh,

such a configuration is not robust to the failure of the central node, i.e., the MCC. For these reasons, the

current TT&C architecture is not suitable for mega-constellations, as it is very challenging to implement

in practice, wastes much needed resources, such as power and bandwidth, and, as a result, is very

expensive to maintain. As aforementioned, given the paramount importance of cutting costs for the via-

bility of mega-constellations, there has to be a paradigm shift as far as TT&C architecture is concerned

so that it is efficient and cost effective. This necessity has already been recently pointed out in [27].

The emergence, over the past decades, of decentralized solutions in various engineering fields as

an alternative to the use of these well-known centralized solutions is noteworthy. The management of

satellite mega-constellations could also be carried out in this fashion in a decentralized TT&C architec-

ture. In a decentralized configuration, low level constellation operations, such as orbit determination and

constellation control, are carried out cooperatively resorting to local communication between satellites

via ISL. The gains in efficiency and cost effectiveness of such a paradigm shift are self-evident. First,

only local communication between satellites in close proximity is required, which is assured by ISL.

Second, by employing cooperative algorithms that run in a distributed configuration across the whole

network, all-to-all communication is no longer required, which dramatically reduces the quantity of data

that is transmitted. Third, as the constellation management is carried out in a distributed manner, the

computational load is shared across multiple satellites. Fourth, the ISL are more secure and require less

power, given the proximity of the communication endpoints. For these reasons, the cost effectiveness of

LEO mega-constellations would greatly improve with the adoption of a decentralized architecture.

We are witnessing a tipping point. Given the soaring demand, the advantages of such large-scale

swarms of satellites constitute a promising business opportunity. Likewise, the advantages and tremen-

dous potential of the applications of very large-scale robotic swarms and very large-scale networks of

spatially distributed processes can no longer be ignored, not only as business opportunities but also as

a natural change towards efficiency, reliability, and scalability, with profound impact in our society. The

LEO mega-constellation venture is pioneering in this aspect and will certainly act as a catalyst for the

emergence of a number of similar projects across different fields. In what follows, it is shown that the

state-of-the-art tools are not well-suited for control networks of very large-scale, rendering their imple-

mentation to real-life applications very challenging or, more often than not, unfeasible. Once again in

history, the time has come for automatic control to push the boundaries of technology to enable ground-

breaking tasks with far-reaching societal impacts. The goal of this thesis follows from the self-evident
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void in the state-of-the-art, aiming to bring these endeavors to fruition.

1.2 State-of-the-art

Decentralized control has been given much attention over the past decade, resulting in a number of

very important contributions. The surveys [30–34] offer brief overviews of this extensive topic. In this

section, the presentation of the state-of-the-art is divided into three parts. First, the main approaches

found in the literature that address the decentralized control problem are detailed. Second, particu-

lar emphasis is given to approaches and strategies that are distributed, i.e., that can be synthesized

cooperatively in real-time in a distributed manner across the systems of the network resorting to local

communication exclusively. Third, state-of-the-art techniques for the control of formations and constel-

lations of satellites are briefly detailed.

1.2.1 Decentralized control

Although plenty of work has been carried out in decentralized control of LTI systems, the problem of

synthesizing such controllers, which consists in solving an optimization problem subject to a constraint

that arises from the decentralized nature of the configuration, is extremely difficult [22] and remains an

open problem. In fact, the optimal solution for a linear system may be nonlinear [35]. Furthermore, it

has been shown that the solution of a decentralized design control problem is the result of a convex

optimization problem if and only if quadratic invariance of the controller set is ensured [36, 37]. For

these reasons, the overwhelming majority of the approaches found in the literature attempt to find the

optimal linear solution, which is also a difficult nonconvex optimization problem that remains unsolved.

The research on decentralized control of LTV systems, which is naturally more challenging, has been

undergone to a much lesser extent. Even though a considerable fraction of real-life systems can be

modeled as LTI, there is a multitude of engineering problems that either require an LTV model [38, 39]

or can be approximated by an LTV system employing linearization techniques.

One of the proposed approaches for the design of a decentralized controller for an arbitrary network

of interconnected LTI systems is to design an H2-optimal control policy, which amounts to solving a

bilinear matrix inequality [40–42]. Although there are well-known algorithms to solve these problems, the

associated computational load renders this solution unfeasible for large-scale systems. This approach

is extended for LTV systems in [43] and for time-varying network topologies in [44].

Another promising approach to design a control law for an arbitrary decentralized configuration is

to relax the underlying optimization problem so that it becomes convex, allowing for the use of well-

known optimization techniques. Albeit optimal for the modified problem, the relaxed solution is only an

approximation to the solution of the original problem, thus careful relaxation is necessary to ensure that

the separation between both solutions is minimal. This approach is designated convex relaxation [45]

and it has been successfully employed in control theory [46, 47]. However, such results seldom have

stability or boundedness guarantees for the closed-loop system. In [48] this technique is employed to
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devise two algorithms for the decentralized controller synthesis problems of LTI systems, one of which

has a closed-form solution and, thus, is computationally efficient.

For systems which verify the aforementioned quadratic invariance condition, the decentralized formu-

lation of the control problem is convex and thus tractable, so they can be solved resorting to well-known

optimization techniques [49, 50]. Finally, powerful results can be found for even more specific classes of

systems, such as positive systems [51] and systems that rely on symmetric Hurwitz state matrices [52].

These approaches are very interesting from a theoretical standpoint, providing valuable insight into the

intricacies of the decentralized control problem. Nevertheless, the limiting assumptions on the control

networked system, imposed to achieve tractability, are rarely encountered in real-life applications.

Another approach found in the literature is to decouple the network of agents into clusters of agents

and consider the interactions between distinct clusters as disturbances. Applying standard techniques

to each of the clusters allows to obtain a control law that can be implemented in a decentralized con-

figuration and that can be computed in parallel cluster-wise. However, each local minimization iteration

does not take into account its effect on the performance of the remaining clusters, thus this solution

is sub-optimal. Moreover, unless the inter-cluster couplings are very weak, this approach leads to sig-

nificant performance losses. In [53], algorithms for optimized static and dynamic allocation of agents

across clusters are detailed, as an attempt to improve the approximation. It is of the utmost importance

to make the following distinction clear. These are decoupled strategies, in the sense that the interactions

between clusters are not considered at the synthesis level. On the contrary, all other aforementioned

approaches take into account couplings between agents at the synthesis level to find a decentralized

controller. Note that these algorithms can be implemented distributively among clusters, which is one of

the aforementioned technical challenges that must be tackled for the application in very large networks

of systems. However, this property is achieved at the expense of performance, since couplings between

clusters are neglected. Furthermore, the computations are carried out in a centralized manner in each

cluster, requiring i) all-to-all intra-cluster communication; and ii) an agent in each cluster that is in charge

of all the computations of the cluster. This approach was applied, for instance, for the control of large-

scale urban road networks, for example in [54], and for large-scale smart grids, for example in [55], given

that its implementation is feasible for very large-scale.

1.2.2 Distributed control

Farhood et al. [43] reduce the finite-horizon regulator problem of a network of interconnected LTV

systems into a sequence of linear matrix inequalities (LMIs). However, even though the synthesized

controller can be implemented in a decentralized framework with a topology inherited from the plant,

the synthesis of the controller must be performed in real-time in a single computational unit. Since the

computational and memory requirements of this solution cannot be distributed across the systems in

the network, the computational, memory, and communication burden render such solution unfeasible in

practice for very large-scale networks.

This challenge has been noted and addressed to a great extent for the cooperative localization prob-
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lem employing the extended Kalman filter (EKF) over very large-scale networks of mobile robots. In this

context, partially distributed solutions have been proposed relying on centralized-equivalent frameworks

[56], bookkeeping [57], and covariance intersection and split covariance intersection methods [58, 59].

Nevertheless, for each computational unit associated with a system, the communication, memory, and

computational requirements, respectively, of these solutions scale with the dimension of the network.

Thus, these are not suited to the envisioned very large-scale applications. A promising step towards

efficient distributed solutions has been made by [60, 61]. They propose a decentralized method that

relies on an approximation of the covariance between the estimation error of each pair of systems, for a

general network, which can be computed distributively and supports asynchronous communication and

measurements. Although the computational and communication burden of each system does not scale

with the dimension of the network, the memory requirements of each computational unit scale linearly

with the number of systems in the whole network.

Unlike the estimation problem, research into distributed control schemes even for decoupled LTV sys-

tems with a common control objective is rather limited and focuses mainly on particular control problems.

For instance, in [62] a solution is presented for the particular case of a formation of unmanned aerial

vehicles. These problems are most of the time tackled in a receding horizon control (RHC) scheme,

also designated as model predictive control by some authors. For a comprehensive overview of the

approaches to distributed RHC, see [63]. Nevertheless, some results for decoupled nonlinear systems

have already matured. Although these are designed in a distributed scheme, because of the nonlinear

dynamics they, generally, rely on local communication followed by the numerical solution of local opti-

mization problems in real-time. A distributed RHC solution in continuous-time with stability guarantees

is proposed in [64]. A decentralized RHC scheme suitable for leader-follower topologies is presented

in [65, 66]. Another very interesting distributed and decentralized approach to the RHC problem over

networks of decoupled nonlinear systems is proposed in [67]. Therein, unlike in this work, a priori knowl-

edge of the overall system equilibrium is assumed. Their approach is to divide the global optimization

problem in several smaller problems that concern each system and its neighborhood. At each time in-

stant, each system solves a local RHC problem to find optimal inputs for itself and the systems in its

neighborhood. Then, in each system, the optimal input of the first instant of the finite window concerned

with that system is used. Note that, in this framework, the optimal input that a system i predicts for an-

other system j in its neighborhood is, generally, different from the optimal input that system j computes

for itself. Sufficient stability conditions are derived as a function of this mismatch between optimal solu-

tions. However, this work does not provide a bound on the mismatch between solutions as a function of

the network topology and dynamics. Moreover, in this framework, to compute the control input at each

time instant, each system ought to receive the state of every neighbor and only then proceed with the

solution of the local receding horizon optimization problem. Thus, it is challenging to implement it in

practice without introducing significant delays.
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1.2.3 Formations and constellations of satellites

Orbit determination and control has already been given attention for small formations and constella-

tions of satellites, for example in [56, 68–72] for cooperative navigation and in [73–76] for cooperative

orbit control. However, these methods do not meet the aforementioned strict computational, memory,

and communication requirements that enable the application to very large-scale constellations of satel-

lites. One of the few works to address the decentralized constellation navigation problem is [56], at the

expense of unbearable computational load, since a centralized-equivalent approach is proposed. In [77]

a stable decentralized control solution is proposed leveraging local communication exclusively for the

particular case of a constellation of satellites over a single orbital plane.

A common approach to the cooperative orbit control problem is the bounding-box method, employed,

for instance, in [73] and [76]. In this scheme, a reference position is generated for each satellite around

which an error box is defined. Whenever each satellite is inside the error box no control input is used,

but when it leaves said box the feedback control is enabled to drive it inside of the error box. The main

advantage of this scheme is that the low-level control feedback loop of each satellite is decoupled from

the others. However, this decoupled scheme tries to correct common secular and periodic perturbations

that cause the satellites to drift in relation to the nominal constellation but that perturb the constellation

shape to a much lesser extent, thus wasting much-valuable fuel. If, to mitigate this effect, the nominal

positions are updated in real-time, then the global computation of consistent nominal positions for each

satellite has to be carried out in a centralized node or cooperatively across the network in real-time.

Nevertheless, this alternative requires tremendous communication load, which is unfeasible for large-

scale networks.

1.3 Goals

Comparing the state-of-the-art with the technical challenges that emerge with the envisioned very

large-scale applications, one of which is the LEO mega-constellation venture, it is clear that they are not

addressed adequately. The goal of this thesis follows from this, with the aim of enabling ground-breaking

applications with profound societal impact that rely on very large-scale systems.

This work addresses the problem of the design of decentralized and distributed control solutions to

very large-scale networks of systems with a common control objective. The problem is formulated in

a RHC framework considering: i) coupled LTV dynamics for each system and ii) coupled LTV tracking

outputs expressed in a generic, possibly time-varying, topology to model the network-wise control ob-

jective. Note that, as aforementioned, a control solution for a network of systems with coupled nonlinear

dynamics and coupled nonlinear tracking outputs can be obtained from this formulation making use of

linearization techniques.

More specifically, the goal of this thesis is threefold. First, the objective is to formulate the decen-

tralized control problem and formal distributed implementation feasibility constraints for very large-scale

systems. Second, the goal is to devise a local linear state feedback solution to the RHC problem subject
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to the communication, memory, and computational constraints which are critical for a feasible implemen-

tation to very large-scale systems. Third, the objective is to apply the developed distributed decentralized

RHC algorithm to the pressing cooperative orbit control problem of mega-constellations of satellites in

LEO to assess the performance and scalability of the proposed solution.

1.4 Solution overview

First, the decentralized distributed control problem is formulated as a RHC regulator problem. The

decentralized framework employed in this work is such that each system is associated with a com-

putational unit that computes its own control input making use of local communication and local state

feedback exclusively. These local communication restrictions are formulated as a sparsity constraint.

The communication, memory, and computational requirements are formalized in four constraints, three

of which establish bounds on the asymptotic growth of these resources as the dimension of the network

increases.

Second, the bulk of the theoretical contribution of this thesis lies on the development of a distributed

decentralized RHC solution. This objective is tackled in two stages, following a divide-and-conquer

approach. In a first instance, the necessary conditions of the decentralized optimization problem dis-

regarding the communication, memory, and computational feasibility constraints are analyzed to devise

a convex relaxation approach, designated by one-step relaxation. This approach is taken to reduce

the separation to the optimal solution of the RHC regulator problem, but an intuitive analysis of the

intricacies of the relaxation procedure is also conducted resorting to an equivalent formulation of the re-

laxation. Moreover, a decentralized tracking method is developed building on the regulator solution. The

devised convex relaxation approach is also validated resorting to numerical simulations and experimen-

tal results. In a second instance, the communication, memory, and computational feasibility constraints

are imposed building on the convex relaxation controller synthesis, for the particular case of decoupled

dynamics. This is achieved as the result of an approximation that is introduced, which allows to decouple

the gain synthesis procedure. This approximation is formally detailed, its origin and logic are explored,

and its role on the decoupling of the contributions of each system to the global tracking cost is made

clear.

Third, the set of relative orbital elements introduced in [78] is leveraged to formulate the cooperative

orbit control problem in a novel cooperative framework. Instead of considering independent reference

orbits for each satellite that makes up the constellation, a framework based on a coupled tracking ob-

jective is proposed to maintain constellation rigidity with emphasis on communication requirements and

fuel saving. High-fidelity simulations are carried out to assess the scalability and performance of the

proposed solution.
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1.5 Contributions

The goals of this thesis were envisioned to push the boundaries of automatic control to bring pressing

very large-scale tasks to fruition. The technical challenges that are hampering the transition from their

conceptualization to deployment were identified. From the comparison of the state-of-the art solutions

with these emerging technical challenges, there is a self-evident gap that this work set out to address.

The main contributions of this thesis are:

• Formulation of the decentralized RHC problem and the distributed implementation feasibility con-

straints for very large-scale systems;

• Derivation of a well-performing convex relaxation procedure;

• Development of decentralized regulator and tracker methods based on efficient global closed-form

solutions;

• Development of a distributed and decentralized RHC solution for the particular case of dynamically

decoupled systems;

• Development of a well-performing distributed decentralized solution to the pressing on-board orbit

control problem of satellites in a LEO mega-constellation.

This work has already been partially published in international peer-reviewed journals [79, 80] and

it is also under peer-review in an international journal [81]. In particular, Sections 3.1, 3.2, and 3.3 are

published in [79] with significant modifications; Section 3.4 is part of the work published in [80]; and

Chapters 4 and 5 are under peer-review in [81].

Furthermore, emphasis is put on transparency and reproducibility of the simulation results presented

in this thesis. Indeed, the implementation of the methods put forward in this work and the source-code

of all simulation examples are available in well documented open-source repositories:

• DECENTER toolbox (https://decenter2021.github.io);

• Quadruple-Tank Setup (https://github.com/decenter2021/quadruple-tank-setup);

• osculating2mean package (https://github.com/decenter2021/osculating2mean);

• tudat-matlab-thrust-feedback package

(https://github.com/decenter2021/tudat-matlab-thrust-feedback).

1.6 Thesis outline

This thesis is organized as follows. In Chapter 2, the decentralized RHC problem is formulated

alongside the communication, computational, and memory constraints that the control solution must

follow to allow for its implementation for very large-scale systems in real-time. In Chapter 3, the one-

step relaxation is derived and validated. In Chapter 4, the proposed distributed and decentralized RHC

13

https://decenter2021.github.io
https://github.com/decenter2021/quadruple-tank-setup
https://github.com/decenter2021/osculating2mean
https://github.com/decenter2021/tudat-matlab-thrust-feedback


algorithm is derived. In Chapter 5, the distributed and decentralized RHC algorithm put forward in this

thesis is applied to the orbit control problem of LEO mega-constellations. Chapter 6 presents the main

conclusions of this work.
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Chapter 2

Problem Statement and Notation

2.1 Notation

Throughout this work, sgn(x) and |x| denote the sign and absolute value, respectively, of a real

number x. The identity, null, and ones matrices, all of proper dimensions, are denoted by I, 0, and 1,

respectively. Alternatively, In, 0n×m, and 1n×m are also used to represent the n× n identity matrix and

the n×m null and ones matrices, respectively. The entry (i, j) of a matrix A is denoted by [A]ij . The i-th

component of a vector v ∈ Rn is denoted by [v]i and diag(v) denotes the n× n square diagonal matrix

whose diagonal is v. The column-wise concatenation of vectors x1, . . . ,xN is denoted by col(x1, . . . ,xN )

and diag(A1, ...,AN ) denotes the block diagonal matrix whose diagonal blocks are given by matrices

A1, ...,AN . The vectorization of a matrix A, denoted herein by vec(A), returns a vector composed of

the concatenated columns of A. The Kronecker delta is denoted by δij . Given a symmetric matrix P,

P ≻ 0 and P ⪰ 0 are used to point out that P is positive definite and positive semidefinite, respectively.

The Kronecker product of two matrices A and B is denoted by A ⊗ B. The cardinality of a set A is

denoted by |A|. The Cartesian product of two sets A and B is denoted by A×B. The modulo operation

is denoted by amodb, which returns the remainder of the integer division of a ∈ N by b ∈ N. The greatest

integer less than or equal to x ∈ R is denoted by ⌊x⌋.

2.2 Problem Statement

The problem statement is introduced in two steps. First, in Section 2.2.1, the models of the systems

of the network are defined, which are posteriorly grouped to define a global model for the network.

Second, in Section 2.2.2, the structure of the local RHC controllers is detailed and the control problem

is formulated for the global controller. Third, in Section 2.2.3, the communication, computational, and

memory constraints are defined. It is important to point out that this problem is stated and addressed for

a generic network of systems with coupled LTV dynamics and coupled LTV tracking outputs that express

a network-wise control objective. No further assumptions, neither on the dynamics of each system, nor

on the tracking output function, nor on the topology of couplings are made.
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2.2.1 Model of the network

Consider a network of N systems, Si with i = 1, . . . , N , each associated with one computational

unit, Ti. Each system is modeled by LTV dynamics, which are coupled with a set of other systems.

Each system has also an LTV tracking output, which is coupled with another set of systems. The

tracking outputs can express a control objective that is common to all the systems (for an example, see

Chapter 5). The dynamic couplings can be represented by a directed graph Gd := (Vd, Ed), which may

be time-varying, composed of a set Vd of vertices and a set Ed of directed edges. An edge e incident on

vertices i and j, directed from j towards i, is denoted by e = (j, i). For a vertex i, its in-degree, dν−i ,

is the number of edges directed towards it, and its in-neighborhood, dD−
i , is the set of indices of the

vertices from which such edges originate. Conversely, for a vertex i, its out-degree, dν+i , is the number

of edges directed from it, and its out-neighborhood, dD+
i , is the set of indices of the vertices towards

which such edges are directed. For a more detailed overview of the elements of graph theory used

to model this network, see [82] and [83]. In this framework, each system is represented by a vertex,

i.e., system Si is represented by vertex i ∈ Vd, and, if the dynamics of Si depend on the state of Sj ,

then this coupling is represented by an edge directed from vertex j towards vertex i in Gd , i.e., edge

e = (j, i) ∈ Ed. It is important to stress that the direction of the edge matters. Note, for instance, that

the fact that the dynamics of Si depend on the state of Sj does not, necessarily, imply the converse.

Analogously, the tracking output couplings can be represented by a directed graph Go. It is assumed

henceforth, without loss of generality, that i ∈ dD−
i . Moreover, given that the local goal of each system

Si is to drive the tracking output to zero, it is also assumed that the tracking output of system Si depends

on its state, i.e. i ∈ oD−
i . Thus, each vertex of both topology graphs is assumed to have a self-loop.

The dynamics of system Si are modeled by the discrete-time LTV system


xi(k + 1) =

∑
j∈dD−

i

Ai,j(k)xj(k) +
∑
j∈dD−

i

Bi,j(k)uj(k)

zi(k) =
∑
j∈oD−

i
Hi,j(k)xj(k),

(2.1)

where xi(k) ∈ Rni is the state vector, ui(k) ∈ Rmi is the input vector, and zi(t) ∈ Roi is the tracking

output vector, all of system Si; matrices Ai,j(k) with j ∈ dD−
i , Bi,j(k) with j ∈ dD−

i , and Hi,j(k) with j ∈
oD−

i are time-varying matrices that model the dynamics of system Si and its tracking output couplings

with the other systems in its in-neighborhood. Note that linearization techniques can be employed to

approximate the dynamics of a nonlinear system with a nonlinear tracking output as an LTV system of

the form of (2.1).

The global dynamics of the network can, then, be modeled by the discrete-time LTV system

x(k + 1) = A(k)x(k) +B(k)u(k)

z(k) = H(k)x(k),

(2.2)

where x(k) := col(x1(k), . . . ,xN (k)) ∈ Rn is the global state vector; u(k) := col(u1(k), . . . ,uN (k)) ∈ Rm

is the global input vector; z(k) := col(z1(k), . . . , zN (k)) ∈ Ro is the global tracking output vector; A(k) is
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a block matrix whose block of indices (i, j) is Ai,j(k), if j ∈ dD−
i , and 0ni×nj

otherwise; B(k) is a block

matrix whose block of indices (i, j) is Bi,j(k), if j ∈ dD−
i , and 0ni×mj

otherwise; and H(k) is a block

matrix whose block of indices (i, j) is Hi,j(k), if j ∈ oD−
i , and 0oi×nj otherwise.

Before proceeding with the problem statement, it is worth pointing out that the network-wise control

objective of virtually all large-scale networks can be expressed by sparse tracking couplings. In partic-

ular, oν−i , the number of tracking output couplings of a system Si, is bounded and independent of N ,

the number of systems in the network. The novel distributed solution presented in Chapter 5 takes ad-

vantage of the sparsity of these couplings to allow a distributed and decentralized RHC algorithm under

communication, computational, and memory limitations.

2.2.2 Decentralized receding horizon problem

The goal of the proposed controller is to regulate the global tracking output making use of local linear

state feedback. In a centralized configuration, each system has access to the global state of the network,

i.e., to the state of every other system, at the expense of all-to-all communication via a central node. In a

decentralized configuration, that is not the case: each system Si only has access to the state of a subset

of systems. As before, the communication topology can be represented by a directed graph Gc. If Si has

access to the state of Sj via directed communication from Sj to Si, then it is represented by an edge

directed from vertex j towards vertex i in Gc. Given that each system is naturally able to communicate

with itself, it is assumed that i ∈ cD−
i . Thus, at each discrete time instant k, only the states of the

systems in the communication in-neighborhood of Si are known to Ti. Figure 2.1 depicts a scheme of

the dynamic, output, and communication topologies. The control input of Si is, thus, of the form

ui(k) = −
∑

j∈cD−
i

Ki,j(k)xj(k), (2.3)

where Ki,j(k) for j ∈ cD−
i are the controller gains of Si.

The goal is to design optimal controller gains according to a performance criteria. Note that, due to

the dynamics and tracking couplings between systems, the gains of each system cannot be designed

independently. For that reason, the local controllers are concatenated to define a global controller, which

is used to formulate a global problem. The global control input is given by

u(k) = −K(k)x(k), (2.4)

where K(k) is the global gain matrix. Note that the global control law (2.4) is equivalent to the concate-

nation of the local control laws (2.3) if and only if K(k) follows the sparsity pattern of block matrix EGc
,

whose block of indices (i, j) is given by

EGc i,j =

1mi×nj
, j ∈ cD−

i

0mi×nj
, j /∈ cD−

i .
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Dynamics
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objective

Figure 2.1: Scheme of the dynamics, tracking output, and communication topologies.

This sparsity condition is denoted as K(k) ∈ Sparse(EGc), with

Sparse(E) :=
{
[K]ij ∈ Rm×n : [E]ij = 0 =⇒ [K]ij = 0; i = 1, ...,m, j = 1, ..., n

}
.

If all-to-all communication were possible, then EGc
= 1, corresponding to a centralized configuration.

Note that, in a centralized framework, if the pair (A(k),B(k)) is uniformly completely controllable, then

it is possible to design a globally exponential stable controller. However, in a decentralized framework,

that is only a necessary condition.

The goal is to minimize the infinite-horizon performance cost

J∞ :=

N∑
i=1

Ji∞ =

N∑
i=1

∞∑
τ=0

(
zTi (τ)Qi(τ)zi(τ) + uTi (τ)Ri(τ)ui(τ)

)
,

where Qi(τ) ⪰ 0 and Ri(τ) ≻ 0 are known time-varying matrices of appropriate dimensions that weigh

the local tracking output and input of each system Si, respectively. The proposed method consists of an

approximation to the solution of the infinite-horizon problem above, considering multiple finite-horizon

problems with an associated cost of the form

J(k) :=

N∑
i=1

(
zTi (k +H)Qi(k +H)zi(k +H) +

k+H−1∑
τ=k

(
zTi (τ)Qi(τ)zi(τ) + uTi (τ)Ri(τ)ui(τ)

))
, (2.5)

where H ∈ N denotes the length of the finite window. The extension of this problem to an infinite-horizon

is achieved by making use of the RHC scheme. At each discrete time instant k, one considers a finite

window {k, ..., k + H}, with H large enough so that the gains computed within that window converge
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to those that would be obtained if an arbitrarily large window was used. Then, the gains that minimize

J(k) are computed for the appropriate window and only the first is actually used to compute the control

action for that time instant, discarding the remaining gains. At the next time instant, k + 1, a new finite

window is considered and a new sequence of gains is computed to minimize J(k + 1), and so forth. To

reduce the computational load, d ∈ N gains may be used, instead of just one, defining a new window

and computing the gains associated with it every d time steps. Although the higher d is, the less the

computational load is, if too large a value of d is chosen, a degradation of performance and robustness

may occur.

To formulate the problem globally, (2.5) can be rewritten as

J(k) = zT (k +H)Q(k +H)z(k +H) +

k+H−1∑
τ=k

(
zT (τ)Q(τ)z(τ) + uT (τ)R(τ)u(τ)

)
,

where Q(τ) := diag (Q1(τ), . . . ,QN (τ)) and R(τ) := diag (R1(τ), . . . ,RN (τ)). Note that designing a

decentralized controller for a network of systems, whose local dynamics are described by the LTV system

(2.1), is equivalent to designing a controller (2.4) for the global network (2.2), whose gain must follow

a sparsity pattern. One aims to optimally compute a sequence of gains that follow the sparsity pattern

required for a fully decentralized configuration. For a finite-horizon, solve the optimization problem

minimize
K(τ)∈Rm×n

τ∈{k,...,k+H−1}

J(k)

subject to K(τ) ∈ Sparse(EGc), τ = k, . . . , k +H − 1

u(τ) = −K(τ)x(τ), τ = k, . . . , k +H − 1

x(τ+1) = A(τ)x(τ) +B(τ)u(τ), τ = k, . . . , k +H − 1.

(2.6)

Even for systems with LTI dynamics, the optimization problem (2.6) is nonconvex and its optimal

solution is still an open problem. In Chapter 3, (2.6) is relaxed so that it becomes convex, allowing for

an approximate solution to the original problem. Figure 2.2 depicts a flowchart of the RHC scheme.

2.2.3 Implementation feasibility constraints

It is of the utmost importance to remark that the solution devised for (2.6) must be feasible to im-

plement in real-time in a decentralized configuration. In particular, the procedure to compute each gain

Ki,j(k), with j ∈ cD−
i , in Ti must follow several constraints regarding communication, computational,

and memory requirements. In this section, these constraints are presented with detail and a set of

requirements for the distributed control solution is defined.

First, there are various communication requirements associated with the computation of the controller

gains. A very important aspect to take into account is the synchronization of the data transmissions. On

one hand, a variable stored in Tj at time instant k that is required to perform a computation in Ti at

time instant k would have to be transmitted instantaneously. These are denoted as hard real-time trans-

missions, for which very complex synchronization algorithms are required. On the other hand, in a soft
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Initialization: Select the finite window length, H.
Select number of gains to use in each finite window, d.

Assign k = 0.

Define a new finite window {k, . . . , k +H}.

Compute the sequence of gains,
K(τ), τ = k, . . . , k + H − 1, for the

current finite window, that solves (2.6)

Store K(τ) for τ = k, . . . , k+d−1 and, using
(2.4), compute u(τ), τ = k, . . . , k + d − 1

over the window as time progresses.

Assign k = k + d.

Figure 2.2: Flowchart of the RHC scheme for the infinite-horizon problem.

real-time transmission, the receiving computational unit only makes use of the transmitted data since, at

least, the discrete time instant that follows the instant of the transmission. One can readily point out that

the definition of the local control input (2.3) requires a hard real-time transmission. In fact, xj(k), with

j ∈ cD−
i , has to be instantaneously transmitted to Ti, because it is known to Tj only at time instant k and

it is required in Ti at time instant k. For this case in particular, various techniques can be used to allow

for a feasible implementation, since the state of a system is a small data transfer and it can be easily

predicted over small time intervals. For that reason, in this thesis, the communication requirements are

focused on the gain computation, for which hard real-time transmissions are not allowed. Second, the

number of available communication links between systems is limited. Although there are decentralized

solutions in the literature that require all-to-all communication (see Section 1.2), these are not scalable

to very large-scale networks. Thus, to seek a scalable solution, the number of communications links es-

tablished with each system must not increase with an increase of the number of systems in the network,

i.e., the communication complexity of each system ought to be O(1) with the dimension of the network,

N . It is very important to point out that the aforementioned communication link limitations are addressed

at the protocol level, i.e., the restrictions are applied to the exchange of data between systems, not on

the physical communication links. In particular, Ti is not allowed to access data from Tk via a path of

systems through which the information could be retransmitted. Such a configuration would, for large-

scale networks, increase communication delays, decrease the robustness of the architecture, result in

an uneven distribution of the communication burden, and increase the complexity of the communication

protocol. Third, the memory of each computational unit is limited. For that reason, the amount of data to

be stored in each one must not scale with the dimension of the network. That is, the data storage com-

plexity of each computational unit ought to grow with O(1) with the dimension of the network, N . Fourth,

the computational resources available to each computational unit, which are required to implement the

local control solution, are limited. The computational load of the global control algorithm must be dis-

tributed across all computational units in such a way that each carries out computations concerning their
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system exclusively, which circumvents the curse of dimensionality. For that reason, the computational

complexity of the floating-point operations carried out by each computational unit must grow with O(1)

with the dimension of the network, N .

To sum-up, the control solution must satisfy the following constraints.

Constraint 1. Hard real-time transmissions are not allowed for the synthesis of controller gains.

Constraint 2. The communication complexity of each system ought to grow with O(1) with N .

Constraint 3. The data storage complexity of each computational unit ought to grow with O(1) with N .

Constraint 4. The computational complexity of each computational unit ought grow with O(1) with N .

The goal is to design a decentralized control solution that solves the optimization problem (2.6) sub-

ject to the communication, memory, and computational Constraints 1–4, which are critical for a feasible

implementation to very large-scale systems. The decentralized gain synthesis procedure proposed in

Chapter 4, which is based on a convex relaxation of (2.6), does not satisfy these constraints. In Chap-

ter 4, that solution is leveraged to devise a distributed synthesis procedure that abides by these feasibility

constraints.
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Chapter 3

Decentralized linear quadratic control

In this thesis, a divide-and-conquer approach is followed. In this chapter, the decentralized RHC

problem stated in Section 2.2.2 is addressed disregarding the computational, memory, and communica-

tion constraints put forward in Section 2.2.3. These results are then leveraged, in Chapter 4, to devise

a distributed synthesis procedure that abides by these feasibility constraints for the particular case of

dynamically decoupled systems. In this chapter, for simplicity, we consider time-invariant topologies, but

the results in Chapter 4 are extended to consider time-varying topologies. This chapter is organized as

follows. In Section 3.1, a convex relaxation to the RHC tracking output regulation problem is devised.

In Section 3.2, a tracking solution is proposed building on the regulator results. Finally, in Sections 3.3

and 3.4, the proposed control solutions are validated resorting to numeric simulations and experimental

results, respectively.

3.1 One-step convex relaxation

As aforementioned, the optimization problem (2.6) is nonconvex. Thus, to use standard optimization

techniques, convex relaxation is performed. Albeit optimal for the modified problem, the relaxed solution

is only an approximation to the solution of the original problem. For this reason, careful relaxation is

necessary to ensure that the separation between both solutions is minimal. In this work, the proposed

convex relaxation procedure, designated one-step relaxation, is derived from an analysis of the nec-

essary conditions of a constrained minimum of (2.6). Recall that, in this chapter, the communication,

memory, and computational Constraints 1–4 put forward in Section 2.2.3 are not taken into account.

Despite that, in what follows, it will become clear that the results of this chapter can be leveraged to

devise a distributed solution that abides by those constraints. Consider the following preliminary result.

Theorem 3.1. The solutions to the necessary condition for a constrained minimum of (2.6) follow


[(
S(τ)K(τ)−BT (τ)P(τ + 1)A(τ)

)
x(τ)xT (τ)

]
ji
= 0 , [EGc

]ji ̸= 0

[K(τ)]ji = 0 , [EGc
]ji = 0,

(3.1)
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for τ = k, . . . , k +H − 1, where P(τ) is a symmetric positive semidefinite matrix given by

P(k +H) = HT (k +H)Q(k +H)H(k +H)

P(τ)=H(τ)TQ(τ)H(τ) +KT (τ)R(τ)K(τ) + (A(τ)−B(τ)K(τ))
T
P(τ+1)(A(τ)−B(τ)K(τ)) ,

(3.2)

for τ = k, . . . , k +H, and

S(τ) := BT (τ)P(τ + 1)B(τ) +R(τ), (3.3)

for τ = k, . . . , k +H − 1. Furthermore, it follows that

Vk(τ) = xT (τ)P(τ)x(τ) (3.4)

for τ = k, . . . k +H, where Vk(τ) is the cost-to-go, which is defined as

Vk(τ) := zT (k +H)Q(k +H)z(k +H) +

k+H−1∑
s=τ

(
zT (s)Q(s)z(s) + uT (s)R(s)u(s)

)
. (3.5)

Proof. See Section A.1.

Remark 3.1. The proof of Theorem 3.1 follows the Lagrange-multiplier approach. Nevertheless, it is

possible to obtain the same result following an approach based on dynamic programming, which offers

additional insight into the anatomy of the problem. This alternative derivation is presented in Section A.2.

Theorem 3.1 puts emphasis on the nonconvexity of (2.6) since there are, in general, multiple solutions

to the necessary condition of a constrained minimum. In particular, it is interesting to notice the presence

of the factor x(τ)xT (τ), which is of rank 1, in (3.1). To understand its origin and implications consider

the following result.

Theorem 3.2. Let xc(τ), τ = k, . . . , k+H, and uc(τ), τ = k, . . . , k+H−1, denote the states and inputs,

respectively, that arise from the centralized solution to (2.6), i.e., the solution with EGc
= 1. If each node

in Gc has a self-loop, i.e. i ∈ cD−
i ∀i ∈ Vc, and

∑
j∈cD−

i

|[xc(τ)]j | ≠ 0 ∨ [uc]i = 0, ∀i ∈ {1, . . . ,m} ∀τ ∈ {k, . . . , k +H − 1}, (3.6)

then there exist K(τ) ∈ Sparse(EGc
), τ = k, . . . , k +H − 1, that solve (2.6) such that x(τ) = xc(τ),∀τ ∈

{k, . . . , k +H − 1}.

Proof. See Section A.3.

At first sight Theorem 3.2 seems very encouraging since, under mild conditions, one can synthesize

decentralized controller gains that attain optimal centralized performance. Nevertheless, to compute

those gains, the state at the beginning of the window, i.e, x(k), would have to be known, which is impos-

sible to achieve without all-to-all communication. The intuition behind the proposed one-step relaxation

is to achieve a decentralized gain synthesis procedure that does not depend on the initial state of each
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finite window. Given that the dependence of (3.1) on x(k) is expressed by the factor x(τ)xT (τ), the

convex relaxation approach that is followed is to approximate a single solution to (3.1), not necessarily

optimal, which follows


[
S(τ)K(τ)−BT (τ)P(τ + 1)A(τ)

]
ji
= 0, [EGc

]ji ̸= 0

[K(τ)]ji = 0, [EGc ]ji = 0.

(3.7)

Theorem 3.3. Let lj denote a column vector whose entries are all set to zero except for the j-th one,

which is set to 1, and Lj := diag(lj). Define a vector mj ∈ Rm to encode the non-zero entries in the j-th

column of K(τ) as [mj ]i = 0, [EGc
]ij = 0

[mj ]i = 1, [EGc
]ij ̸= 0

, i = 1, ...,m ,

and let Mj := diag(mj). Then, the gain of the one-step sub-optimal solution to (2.6) is given by

K(τ) =

n∑
j=1

(I−Mj +MjS(τ)Mj)
−1 MjB

T (τ)P(τ + 1)A(τ)Lj , (3.8)

τ = k, . . . , k +H − 1, where P(τ + 1) is given recurrently by (3.2).

Proof. See Section A.4.

Remark 3.2. Notice that (3.8) is similar to the centralized solution to (2.6), given by

K(τ) = S(τ)−1BT (τ)P(τ + 1)A(τ) .

The fundamental difference between them is that, imposing the sparsity constraint, the entries of the

j-th column of K(τ) depend on MjS(τ)Mj , instead of S(τ). This reduced form of S(τ) corresponds to

one of its principal submatrices, in which the i-th row and i-th column are replaced by zeros if [EGc ]ij = 0

for i = 1, ...,m. It is important to note that, due to the form of (3.8), this similarity does not mean that the

global decentralized gain is obtained by setting to zero the entries of the unconstrained regulator gain

corresponding to the null entries of the sparsity pattern. The solution is, in fact, much more intricate.

Remark 3.3. The sequence of gains that arises in Theorem 3.3 can only be computed backward in time.

It is solved sequentially starting at τ = k + H − 1 with P(k + H) known by the boundary condition in

(3.2). Then, the one-step solution is found by taking turns computing K(τ) with (3.8) and P(τ) with (3.2).

Thus, for each time instant, the gain computation requires a window of the future dynamic matrices of the

system to be known a priori. This is identical to the centralized solution for LTV systems. The application

of this algorithm is, thus, possible either if one has a model of the evolution of the system with time or if

it is used in combination with an online prediction algorithm.

Remark 3.4. The computation of the closed-form solution (3.8) requires O(n4) floating point operations,

using Gaussian elimination. Instead of using it, the exact numeric algorithm proposed in published work

by the author [84] can be, alternatively, employed to compute each gain with a computational complexity
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of O(|χ|3), where |χ| denotes the number of nonzero entries of EGc
. Generally, in decentralized control

applications, |χ| ≈ cn, where c ∈ N is a constant. This is the case for the networks of tanks considered

in Sections 3.3 and 3.4 and for the LEO satellite mega-constellation considered in Chapter 5. Thus,

it follows that a computational complexity of O(n3) is achieved, which is equal to the computational

complexity of the centralized solution. An efficient MATLAB implementation of the one-step solution can

be found in the DECENTER toolbox, available at https://decenter2021.github.io/documentation/

LQROneStepLTV.

Recall that the one-step relaxation stems from the analysis of the necessary condition of a con-

strained minimum of (2.6). The motivation behind this relaxation approach is to reduce the separation

to the optimal solution. Nevertheless, it is also desirable to evaluate whether it has any physical mean-

ing that can be leveraged to gather additional insight into the intricacies of the solution. In that regard,

consider the following result.

Theorem 3.4. The gain of the one-step solution presented in Theorem 3.3 is given by the solution to

minimize
K(τ)∈Rm×n

tr(P(τ))

subject to K(τ) ∈ Sparse(EGc
)

(3.2),

(3.9)

for τ = k, ..., k +H − 1, where P(τ + 1) is given recurrently by (3.2).

Proof. See Section A.5.

First, recall the definition of the cost-to-go in (3.5). Matrix P(τ) can, thus, be intuitively regarded as

a measure of the contribution of the correlation between the states of the systems to the cost-to-go. It is

possible to notice from (3.9) that the one-step relaxation ignores the cross correlation components and

attempts no minimize only the diagonal contributions. Second, similarly to the computation of the one-

step solution according to Theorem 3.3, which is discussed in Remark 3.3, the optimization problems

(3.9) are solved sequentially backward in time. In each time instant, the gain is obtained with the aim

of minimizing tr(P(τ)), which is related to Vk(τ) as previously discussed. Therefore, the one-step relax-

ation is greedy since it disregards the contribution of each gain to the overall cost of the whole window,

which is given by Vk(k) = J(k). Although this analysis suggests a degradation of performance, in what

follows the one-step solution is shown to yield good performance, resorting to numerical simulations in

Section 3.3 and experimental results in Section 3.4.

To sum up, the one-step relaxation is proposed to efficiently compute a sequence of gains that

approximates the solution to the nonconvex optimization problem (2.6), which has to be solved at each

time instant in a RHC scheme. Note that the problem is formulated globally, thus, the local decentralized

controller gains can then be extracted from the globally synthesized sparse gain matrices, which allows

for its decentralized implementation according to (2.3), leveraging local communication exclusively. It is

very important to remark that the computation of the one-step solution according to Theorem 3.3 makes

use of global matrices. For that reason, it follows that all-to-all communication for the one-step gain
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synthesis procedure can only be avoided if the global computations are replicated in each computational

unit. In this architecture, the global optimization problem (2.6) would have to be solved approximately

in each computational unit at each time instant to extract the local gain corresponding to that system.

Thus, according to Remark 3.4, the computational and memory complexity in each computational unit

would grow with O(N3) with respect to the dimension of the network. These requirements are not in line

with the computational and memory feasibility constraints set forth in Section 2.2.3.

3.2 Extension to the tracking problem

More often than not, one is interested in tracking a reference signal, r(k), with the output of the

system, z(k), instead of driving the output of the system to zero. On one hand, if the reference signal

is feasible, in the sense that there exists a sequence of inputs that drive the output along the desired

trajectory, the tracking problem degenerates into a regulation problem [85, Chapter 4]. In fact, in these

conditions, it easy to define the tracking error dynamics and apply the one-step solution devised in

Section 3.1 to regulate them. On the other hand, if the trajectory is not feasible, which is generally the

case for piecewise constant reference signals, for instance, the extension is not as straightforward. This

section details an approach to the design of a tracker, suitable both for centralized and decentralized

configurations. For a decentralized configuration, the tracker is designed building on the results of the

one-step relaxation put forward in Section 3.1.

3.2.1 Tracker design

The proposed tracker consists of a combination of feedforward and feedback terms. For each time

instant, consider an equilibrium point consistent with the reference signal as if the system were LTI. The

feedforward terms are designed to maintain such equilibrium, for each time instant as if the system were

LTI, as well as to ensure the transition to the succeeding equilibrium point, since the system is, in fact,

LTV. Writing the dynamics of the system alongside the feedforward terms yields an LTV system for the

dynamics of the tracking error. The one-step solution, presented in Section 3.1, is then applied to the

error dynamics, from which a feedback term stems. The origin and purpose of each of the different

terms is made clearer in the following derivation.

It is well known that for perfect tracking to be possible one needs, in general, as many inputs as the

dimension of the vector to track [86, Theorem 3.14], i.e., m = o. For this reason, the tracker designed

in this work assumes that the reference and input vectors have the same dimension, i.e., r(k) ∈ Rm.

Furthermore, it is assumed that, for k ∈ N0, H(k) has full rank, i.e., rank(H(k)) = m, which is necessary

if one aims to follow an arbitrary reference of dimension m.

First, an equilibrium point for time instant k, if the system were LTI, that follows the reference signal
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r(k) is sought. To that purpose, define x̄(k) ∈ Rn and ū(k) ∈ Rm such that

x̄(k) = A(k)x̄(k) +B(k)ū(k)

H(k)x̄(k) = r(k)

(3.10)

is satisfied for k ∈ N0. The augmented matrix of the linear system of equations (3.10) is given byA(τ)− I B(τ) 0

H(τ) 0 r(τ)

 . (3.11)

It is possible to note that, provided that H(τ) has full rank, then the rank of the augmented matrix

is equal to the rank of the coefficient matrix, i.e., the submatrix on the left of (3.11). It follows directly

from Rouché–Capelli theorem [87, Theorem 2.38] that (3.10) has, at least, one solution (x̄(τ), ū(τ)).

However, the tracker design that is proposed herein encompasses a more integrated approach, as it will

be seen shortly, and the solution of (3.11) is not explicitly shown at this point. The proposed approach

aims to drive the system to follow the sequence of pairs (x̄(k), ū(k)), penalizing only the error in the

tracking space. Define the tracking error in the space of the system state as e(k) := x(k)− x̄(k). Using

(2.2) and (3.10) allows to write the dynamics of the tracking error as

e(k + 1) = A(k)e(k) +B(k)(u(k)− ū(k))− (x̄(k + 1)− x̄(k)) . (3.12)

The regulator cannot be applied to (3.12) because of the presence of the last term. For that reason,

one may attempt to write the difference x̄(k + 1)− x̄(k) as the combination of an additional feedforward

control action, ua(k), and a disturbance, d(k), i.e.,

x̄(k + 1)− x̄(k) = B(k)ua(k) + d(k) , (3.13)

which allows to rewrite the tracking error dynamics (3.12) as

e(k + 1) = A(k)e(k) +B(k)(u(k)− ū(k)− ua(k))− d(k) . (3.14)

Note that the tracking error, e(k + 1), defined in this formulation, is given by the difference between the

actual state of the system and x̄(k+1), not just the difference between the output of the system and the

reference signal. For that reason, the main concern is the minimization of the component of the error in

the tracking space, i.e., the column space of H(k + 1). Therefore, instead of choosing ua(k) such that

the norm of the disturbance is minimal, it is selected such that the component of the disturbance in the

tracking space is minimized. The design of the reference and feedforward terms then takes the form of
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a quadratic optimization problem with linear equality constraints, for a finite window, given by

minimize
x̄(τ),ū(τ),τ=k,...,k+H
ua(τ),τ=k,...,k+H−1

k+H−1∑
τ=k

||H(τ + 1)d(τ)||2

subject to

x̄(τ) = A(τ)x̄(τ) +B(τ)ū(τ)

H(τ)x̄(τ) = r(τ)

, τ = k, . . . , k +H .

(3.15)

Using (3.13) to expand the cost function of the optimization problem (3.15) yields a quadratic expression.

Thus, it is possible to find the optimal solution for this optimization problem using well-known optimization

techniques, as shown in the following result.

Theorem 3.5. There is either one or infinitely many solutions, all globally optimal, to the optimization

problem (3.15), which are given by the solutions to the system of linear equations

Gχ̄ = r̄ , (3.16)

where χ̄ ∈ R((3m+2n)H+2m+2n) corresponds to

χ̄=
[
x̄T(k) ūT(k)ua

T(k)λT(k)γT(k). . .λT(k+H−1) γT(k+H−1) x̄T(k+H) ūT(k+H)λT(k+H)γT(k+H)
]T
,

where λ(τ) ∈ Rn and γ(τ) ∈ Rm are Lagrange multipliers. The vector r̄ ∈ R((3m+2n)H+2m+2n) is written

as

r̄ =
[
01×(2m+2n) rT (k) . . . 01×(2m+2n) rT (k+H−1) 01×(m+2n) rT (k+H)

]T
,

and G ∈ R((3m+2n)H+2m+2n)×((3m+2n)H+2m+2n) is a symmetric block tridiagonal matrix given by

G =



ᾱk β̄k 0

β̄
T
k ᾱk+1

. . .
. . . . . . . . .

. . . ᾱk+T−1 β̄k+T−1

0 β̄
T
k+T−1 ᾱk+T


,

with

ᾱk =



HT (k + 1)H(k + 1) 0n×m HT (k+1)H(k+1)B(k) AT (k)− I HT (k)

0m×n 0m×m 0m×m BT (k) 0m×m

BT (k)HT (k+1)H(k+1) 0m×m BT (k)HT (k+1)H(k+1)B(k) 0m×n 0m×m

A(k)− I B(k) 0n×m 0n×n 0n×m

H(k) 0m×m 0m×m 0m×n 0m×m


,
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ᾱτ =



HT (τ+1)H(τ+1) +HT (τ)H(τ) 0n×m HT (τ+1)H(τ+1)B(τ) AT (τ)− I HT (τ)

0m×n 0m×m 0m×m BT (τ) 0m×m

BT (τ)HT (τ+1)H(τ+1) 0m×m BT (τ)HT (τ+1)H(τ+1)B(τ) 0m×n 0m×m

A(τ)− I B(τ) 0n×m 0n×n 0n×m

H(τ) 0m×m 0m×m 0m×n 0m×m


,

for τ = k + 1, . . . , k +H − 1,

ᾱk+H =


HT (k+H)H(k+H) 0n×m AT (k+H)− I HT (k+H)

0m×n 0m×m BT (k+H) 0m×m

A(k+H)− I B(k+H) 0n×n 0n×m

H(k+H) 0m×m 0m×n 0m×m

 ,

and

β̄τ =



−HT (τ + 1)H(τ + 1) 0n×m 0m×m 0n×n 0n×m

0m×n 0m×m 0m×m 0m×n 0m×m

−BT (τ)HT (τ + 1)H(τ + 1) 0m×m 0m×m 0m×n 0m×m

0n×n 0n×m 0n×m 0n×n 0n×m

0m×n 0m×m 0m×m 0m×n 0m×m


,

for τ = k, . . . , k +H − 1.

Proof. See Section A.6 in Appendix A.

Remark 3.5. Note that (3.10) is a system of linear equations with n + m constraints and n + m un-

knowns. If H(τ)B(τ) is invertible, multiplying the first equation of (3.10) by H(τ) and making use of the

second equation yields ū(τ) = (H(τ)B(τ))−1 (r(τ)−H(τ)A(τ)x̄(τ)). Substituting this for ū(τ) in the

first equation of (3.10) and solving for x̄(τ) it is possible to conclude that, for the particular case for which

rank(H(τ)B(τ)) = m and rank(I −A(τ) + B(τ)(H(τ)B(τ))−1H(τ)A(τ)) = n, the solution of (3.10) is

unique and given by

x̄(τ) =
[
I−A(τ) +B(τ)(H(τ)B(τ))−1H(τ)A(τ)

]−1
B(τ)(H(τ)B(τ))−1r(τ)

ū(τ) = (H(τ)B(τ))−1 (r(τ)−H(τ)A(τ)x̄(τ))

. (3.17)

For this reason, the linear equality constraint fully defines (x̄(τ), ū(τ)) for the time instant τ . Moreover,

if rank(H(τ + 1)B(τ)) = m, it is possible to achieve H(τ + 1)d(k) = 0. The feedforward term ua(k) is,

thus, computed as follows

H(k + 1) (x̄(k + 1)− x̄(k)) = H(k + 1)B(k)ua(k) +H(k + 1)d(k)

⇐⇒ ua(k) = (H(k + 1)B(k))
−1

(r(k + 1)−H(k + 1)x̄(k))
. (3.18)

Therefore, for every time instant τ for which one or both of these particular cases are verified, the system

of linear equations (3.16) may be reduced, allowing for a decrease in computational load.
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Remark 3.6. The matrix G in the system of linear equations (3.16) is a symmetric block tridiagonal

matrix. There are plenty of algorithms to solve systems of linear equations featuring such sort of matrices

based on cyclic reduction [88], which allows parallelization [89].

An regulator, either decentralized using the method put forward in Section 3.1, or centralized, may be

applied to the tracking error dynamics, given by (3.14). The control action for the output tracking problem

is, then, given by

u(k) = −K(k)(x(k)− x̄(k)) + ū(k) + ua(k) , (3.19)

where K(k) is the regulator feedback gain.

It is interesting to remark the effect of each of the three terms that make up the control action (3.19).

First, ū(k) is a feedforward term that allows to maintain the output of the system constant and equal to

the reference signal of the current time step, r(k), if the system were LTI, with dynamics defined by A(k)

and B(k). Second, ua(k) is another feedforward term that compensates the change in the reference

signal, which is time-varying, in the following time step. Third, −K(k)(x(k) − x̄(k)) is a feedback term

that drives to zero the component in the tracking space of the difference between the state of the system

and x̄(k). It is also interesting to point out that, if there is a feasible trajectory that follows the reference

signal, then there exists ua(k) for which the disturbance d(k) in (3.14) is null. Therefore, the feedback

term vanishes as time goes to infinity and the actuation tends to be given by both feedforward terms. On

top of that, if the reference is a step function, then the term ua(k) vanishes as well.

3.2.2 Addition of integral action

If the model of the system is exact and the reference signal is a feasible trajectory, then the proposed

output tracking design achieves null steady-state error. However, in the overwhelming majority of real

scenarios that is not the case. Having that in mind, to improve steady-state performance and add

robustness to the controller, an integral action feedback term may be included.

Consider new state variables that correspond to the integral of the tracking error, given by

xI(k) =

k∑
τ=0

(z(τ)− r(τ)) =

k∑
τ=0

H(τ)e(τ) .

Then, making use of the error dynamics (3.14), one can define the augmented system e(k + 1)

xI(k + 1)

 = A(k)

 e(k)

xI(k)

+B(k) (u(k)− ū(k)− ua(k))−

 In

H(k + 1)

d(k) , (3.20)

where

A(k) =

 A(k) 0

H(k + 1)A(k) I

 and B(k) =

 B(k)

H(k + 1)B(k)

 .

One can, now, add the integral action feedback term applying the regulator to the augmented system
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(3.20) with weighting matrices Q(k) and R(k) given by

Q(k) =

HT (k)Q(k)H(k) 0

0 QI(k)

 and R(k) = R(k) ,

where QI(k) ∈ Rm×m is the positive semidefinite matrix that weights the integral of the tracking error.

Note, again, that this procedure is suitable both for a centralized configuration and for a decentralized

configuration using the one-step design synthesis method put forward in Section 3.1. The resulting gain

matrix has the form K(k) = [K(k) KI(k)] ∈ Rm×(n+m), where K(k) and KI(k) ∈ Rm×m are the error

and integral action feedback gains, respectively. The control input of the proposed approach is, thus,

given by

u(k) = −K(k)(x(k)− x̄(k))−KI(k)xI(k) + ū(k) + ua(k) . (3.21)

If there is a sudden significant change in the reference signal that cannot be attained by the system,

the tracking error is significant until the controller has enough time to drive the output of the system to

the reference. During that period, the integral states keep accumulating the tracking error, which leads

to what is know as integral windup, resulting in a significant overshoot until the integral states decrease,

in absolute value, to normal operation values. In this design, the integral action term is only included to

provide for better performance after the transient state, rejecting disturbances. Thus, a very simple and

effective anti-windup technique for this formulation is to saturate the integral state variables and disable

the integrators while they are saturated. That is, the integral state is subject to an entrywise saturation

[xI(k)]i =

[xI(k)]i , |[xI(k)]i| ≤ [xsat
I ]i

[xsat
I ]i sgn ([xI(k)]i) , |[xI(k)]i| > [xsat

I ]i

, i = 1, ...,m ,

where xsat
I ∈ Rm is a constant vector that holds the saturation limits of each of the corresponding entries

of xI(k). To disable the integrator whose state is saturated, one can subtract the difference between the

integral state before and after the saturation from the corresponding integral state. The drawback of this

anti-windup technique is that the magnitude of the perturbations that the controller is able to reject is

limited by the chosen saturation limits. For this reason, the entries of xsat
I are selected to be the minimum

possible that still allow for the rejection of the perturbations with the expected highest magnitude that the

system is subject to. Figure 3.1 depicts the block diagram of the proposed tracking system.

3.3 Numeric validation

The goal of this section is to validate the one-step convex relaxation approach and to show the scala-

bility of the proposed methods resorting to numeric simulations. The methods put forward in this chapter

are applied to a network of N tanks, which corresponds to the generalization of the quadruple-tank net-

work introduced in [90]. This network is analogous to various industrial processes, which are among the

vast range of applications modeled by large-scale networks of interconnected systems. Given that the
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Figure 3.1: Block diagram of the proposed tracking system, with anti-windup integral action.

dynamics of the projected system are nonlinear, to employ the methods devised one can approximate

its behavior by an LTV system, linearizing and discretizing its dynamics about successive equilibrium

points.

3.3.1 N tanks network dynamics

Consider N interconnected tanks, as shown in Figure 3.2, where N is an even integer. The water

level of tank i is denoted by hi. The network is actuated by N/2 pumps, which are controlled by the lower

tanks, whose inputs are denoted by ui for i = 1, ..., N/2, in accordance with the schematic. Each pump

is connected to a three-way valve that regulates the fraction of the flow, held constant, that goes to each

of the tanks supplied by the pump. Each tank has a sensor, which measures its water level. Making use

of mass balances and Bernoulli’s law, the system dynamics, in the absence of noise, are given by
Aiḣi(t) = −ai

√
2ghi(t) + aN

2 +i

√
2ghN

2 +i(t) + γikiui(t), i = 1, ..., N/2

Aiḣi(t) = −ai
√
2ghi(t) + (1− γi−N

2 −1)ki−N
2 −1ui−N

2 −1(t), i = N/2 + 2, ..., N

AN
2 +1ḣN

2 +1(t) = −aN
2 +1

√
2ghN

2 +1(t) + (1− γN
2
)kN

2
uN

2
(t)

, (3.22)

where Ai and ai are the cross sections of tank i and of its outlet hole, respectively; the constant γi

represents the fraction of the flow that passes through the valve i to the lower tanks; ki is the constant

of proportionality between the flow and the input of pump i; and g denotes the acceleration of gravity.

Furthermore, the input of each pump is subject to a hard constraint ui ∈ [0, usat], where usat ∈ R+.

The nonlinear dynamics (3.22) are linearized about a given equilibrium point, characterized by equi-

librium water levels, h0i , i = 1, ..., N ; and inputs u0i , i = 1, ..., N/2. Writing the state and control vectors,
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…
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Figure 3.2: Schematic of the N tanks network.

respectively, as

xc(t) =


h1(t)− h01

...

hN (t)− h0N

 and uc(t) =


u1(t)− u01

...

uN
2
(t)− u0N

2

 ,

the continuous-time linearized system is given by

ẋc(t) = Ac(t)xc(t) +Bc(t)uc(t) (3.23)

with Ac(t) ∈ RN×N and Bc(t) ∈ RN×N/2 given by

[Ac(t)]ij =


−1/Ti , i = j

Aj

AiTj
, j = i+N/2

0 ,otherwise

,

[Bc(t)]ij =



γiki/Ai , i = j

(1− γj)kj/Ai , j = i−N/2− 1

(1− γj)kj/Ai , i = N/2 + 1, j = N/2

0 ,otherwise

,

where Ti is the time constant of tank i, given by

Ti =
Ai
ai

√
2h0i
g

.

Provided that this system is slow, one can assume that the water level measurements and control
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inputs are updated with a constant period Tc. Under this assumption, the discretization of (3.23) yields

x(k + 1) = A(k)x(k) +B(k)u(k) ,

where

A(k) = eAc(kTc)Tc ,

B(k) =

(∫ Tc

0

eAc(kTc)τdτ

)
Bc(kTc),

and

u(k) = uc(kTc) .

It is important to remark that to perform the linearization, each local controller ought to access the

necessary variables of the network that define the equilibrium point, through communication. Provided

that the water levels change slowly, it may be carried out with a given periodicity, Tlin = qTc, where q is

an integer number, thereby reducing the computational load.

3.3.2 Controller implementation

The problem considered for this network is the design of a decentralized solution to control the water

level of the lower tanks. For that reason, the output of the network is computed as in (2.2), using

H(k) =
[
IN/2 0N/2

]
. Thus, the output dynamics are decoupled and the output coupling graph Go is

constituted by self-loops exclusively. The water level of the lower tanks are the variables used to define

each equilibrium point, as a means of ensuring that the system dynamics used for their control are as

accurate as possible. Recall, from Section 3.1, that the global computations of the one-step solution

have to be replicated in each local computational unit. For this reason, each time a new linearization

is performed, every computational unit has to receive through communication the water level of the

lower tanks, compute the remaining variables that define the equilibrium point, and linearize the relevant

entries of matrix A(k) about that point. It is import to note that this additional communication requirement

for linearization purposes arises from the nonlinear nature of the plant. If the plant were LTV, all-to-all

communication would not be necessary. The controller design approach consists of a local controller

in each of the lower tanks, which computes the control action of the associated pump, making use

of the measurement of its own water level only. Thus, the state feedback communication graph Gc is

constituted by self-loops exclusively. The control action of the decentralized controllers is computed

using the tracker design proposed in Section 3.2, that makes use of the one-step method developed

in Section 3.1 to compute the feedback gains. Given that the reference signal one desires to track in

the simulations is not a feasible trajectory, an integral feedback term is also included alongside an anti-

windup technique, as detailed in Section 3.2.2, to improve the steady-state performance. Thus, for the
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linearized system, each local controller computes an input of the form

[u(k)]i = − [K(k)]ii ([x(k)]i − [x̄(k)]i)− [KI(k)]ii [xI(k)]i + [ū(k)]i + [ua(k)]i

for i = 1, ..., N/2, in such a way that each tank has only access to its measured water level and to the

integral of its tracking error. Note that ui(k) and [u(k)]i are distinct, the former is the input to pump i and

the latter is the i-th component of u(k). It is important to remark that the dynamics of the quadruple-tank

network verify the two conditions explored in Remark 3.5 for every time instant. Thus, the reference

values (x̄(k), ū(k),ua(k)) can be computed independently using (3.17) and (3.18) for each time instant.

Furthermore, (x̄(k), ū(k)) does not have, necessarily, to be calculated with (3.17) using the linearized

system. In fact, the analogous nonlinear equation is



0 = −ai
√

2g h̄i(k) + aN
2 +i

√
2g h̄N

2 +i(k) + γikiūi(k), i = 1, ..., N/2

0 = −ai
√

2g h̄i(k) + (1− γi−N
2 −1)ki−N

2 −1ūi−N
2 −1(k), i = N/2 + 2, ..., N

0 = −aN
2 +1

√
2g h̄N

2 +1(k) + (1− γN
2
)kN

2
ūN

2
(k)

h̄i(k) = [r(k)]i, i = 1, ..., N/2

, (3.24)

with

[x̄(k)]i = h̄i(k)− h0i (k) , [ū(k)]i = ūi(k)− u0i (k),

for i = 1, . . . , N , where h0i (k) and u0i (k) are the equilibrium water level of tank i and equilibrium input of

pump i, respectively, computed in the last linearization prior to the time instant k. The unique closed-

form solution to (3.24) can found by algebraic manipulation, as detailed in [79]. It is also interesting to

point out that the closed-form solution to (3.24) can also be used to compute the equilibrium point for

each linearization, given that the water levels of the lower tanks are the variables chosen to define the

equilibrium point. Note that the use of the nonlinear equilibrium solution to find x̄(k) and ū(k) is not

only computationally efficient but also much more accurate because it does not rely on the linearization,

which is only updated every q time steps. The actual pump input is, thus, computed making use of

ui(k) = − [K(k)]ii
(
hi(k)− h̄i(k)

)
− [KI(k)]ii [xI(k)]i + [ū(k)]i + [ua(k)]i + u0i (k) , (3.25)

for i = 1, . . . , N/2. Although the controller design put forward is not projected to handle hard input

constraints, as this network requires, to meet those constraints on the control inputs of the pumps, the

computed inputs, given by (3.25), are saturated. Comparing the local controller (3.25) with the global

controller (3.21), it follows that the feedback gain of the augmented system, K(k) = [K(k) KI(k)],

must follow the sparsity pattern defined by EGc =
[
IN/2 0N/2 IN/2

]
. The scheme of the dynamic,

output, and communication topologies of the network of N tanks is depicted in Figure 3.3.

Given that both the centralized and one-step methods require the dynamics of the system in a time

window that spans future instants, and considering that the dynamics of the network vary with its state

vector, it is not possible to simulate this method online without the use of a mechanism that predicts the
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(a) Gd. (b) Go = Gc.

Figure 3.3: Scheme of the dynamic, output, and communication topologies of the network of N tanks.

future evolution of the state vector, thus allowing to obtain the linearized dynamics. For that reason, a

very simple iterative linear quadratic regulator (iLQR) smoothing scheme, based on [91, 92], is used.

This approach is an iterative algorithm, applied to a finite window H, which consists of backward and

forward passes carried out in turns, as a means of computing the control action for the nonlinear system.

For the initialization of the algorithm, start with an initial control input and the resulting trajectory for

the window considered, that is, u(τ) for τ = k, ..., k + H − 1 and x(τ) for τ = k, ..., k + H. From

this initial trajectory, one can linearize the system dynamics around successive equilibrium points and

find an LTV system that approximates the nonlinear system throughout the window. In this particular

case, for the initialization, an initial control input was chosen such that the water level in the lower

tanks remains constant throughout the window, which approximates the nonlinear dynamics by an LTI

system, due to the way the linearization was defined. Then run the backward and forward passes, in

this order, in turns, until convergence is reached. The backward pass consists of the computation of

the control action, using (3.25), considering the approximate LTV system given by the previous forward

pass. Note that the equilibrium water levels in the lower tanks and the feedforward terms of the control

input only have to be computed once, since they do not depend on the evolution of the system. The

forward pass is the simulation of the nonlinear system using the control action computed in the previous

backward pass, whose trajectory is used to update the LTV system that approximates the dynamics of

the nonlinear system throughout the window. The algorithm stops when the maximum relative difference

of the norm of the actuation throughout the window, computed in two consecutive iterations, is below

10−4. The linearizations performed in each iteration are also carried out with a periodicity Tlin. After

convergence has been reached, one can make use of the first d gains of the window. A new window

{k+ d, ..., k+ d+H − 1} is then defined and so forth. A flowchart of the iLQR scheme used for the gain

computation for a finite window is presented in Figure 3.4.

Alternatively, the linearization could have been carried out about the equilibrium points defined by

the reference signal, at the expense of less accurate model dynamics. This linearization scheme would

not require all-to-all communication for the linearization. Nevertheless, since the goal of this section is

the validation of the convex relaxation proposed in Section 3.1 for LTV dynamics, the iLQR approach is
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followed to assess the performance of the relaxation for accurate model dynamics. In Chapters 4 and 5

the focus is turned to the distributed implementation aspects.

Initialization: Select the finite window length, H.
Select the number of gains to use in each finite window, d.
Select an initialization control input, u(τ), τ = k, . . . ,H − 1.

Compute h̄i(τ), i = 1, . . . , N/2; ū(τ);
and ua(τ) for τ = k, . . . , k + H − 1.

Simulate the nonlinear system using the
previously computed control inputs to obtain
an updated trajectory, x(τ), τ = k, . . . , k+H.

Linearize the nonlinear system
about x(τ), τ = k, . . . , k + H.

Use (3.8) to compute the one-step se-
quence of gains, K(τ), τ = k, . . . , k +H − 1,

for the linearized LTV system.

Use (3.25) to compute the updated con-
trol input, u(τ), τ = k, . . . , k + H − 1.

Is the stopping
criterion met?

Store K(τ); h̄i(τ), i = 1, . . . , N/2; ū(τ);
and ua(τ) for τ = k, . . . , k + d − 1.

Yes

No

Figure 3.4: Flowchart of the iLQR scheme used for the gain computation for a finite window.

3.3.3 Simulation results

The network was simulated for N = 40 tanks and the values of its physical constants are presented

in Table 3.1. The sampling time was set to Tc = 1 s and the linearization period to Tlin = 10Tc. The

initial level of the tanks is set to hi = 20 cm for i = 1, ..., N . The reference signal is given by

[r(t)]i =



25 + 5 sgn (sin (2πt/100)) , i = 4n+ 1

30 + 10 cos (t/35) , i = 4n+ 2

25 + 5 sgn (sin (2πt/200)) , i = 4n+ 3

30 + 10 cos (t/50) , i = 4n+ 4

, n ∈ {0, ..., N/4− 1} ,

which is sampled with a periodicity of Tc.

The RHC scheme detailed in Section 2.2.2 is employed with a finite window length ofH = 30, roughly

twice the time constant of the slowest pole of the system, which is enough for the centralized and one-
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Table 3.1: Values of the physical constants of the N tanks network.

Constant Value

Ai, i odd 28 cm2

Ai, i even 32 cm2

ai, i odd ≤ N/2 0.071 cm2

ai, i even ≤ N/2 0.057 cm2

ai, i > N/2 0.040 cm2

g 981 cm s−2

ki 3.33 cm3 s−1 V−1

γi, i odd 0.7
γi, i even 0.6
usat 12 V

step methods to approximate the infinite-horizon solution. The proposed method is compared with the

analogous centralized solution, i.e., using the unconstrained linear quadratic regulator (LQR) solution to

compute the LQR feedback gains of (3.25). Due to the nonlinear dynamics of the network, the controller

parameters were tuned empirically. The weighting matrices were set to R(k) = IN/2, Q = 20IN/2,

and QI = 0.05IN/2. The integral state saturation limits vector was selected as [xI
sat]i = 10 cm for

i = 1, ..., N/2, for both methods.
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Figure 3.5: Evolution of the water levels of the network of N tanks.

Figure 3.5 depicts the nonlinear simulation of the water level of four tanks, one for each of the four

types of reference signals, for the centralized and one-step methods. No sensor or process noise was
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considered in this simulation. The simulation was also carried out making use of d = 15 and d = 10 of

the gains computed for each window instead of just one, for the centralized and decentralized solutions,

respectively. Figure 3.6 depicts the evolution of the input to the pumps associated with the tanks whose

water level is plotted in Figure 3.5. First, it is clear that none of the solutions diverge and all drive

the system output very close to the reference signal, yielding a very good performance. Note that the

system is nonlinear and the control inputs are subject to hard constraints, none of which were taken into

account in the design of the decentralized controller. Moreover, the variation of the water level in the

tanks is considerable, which allows for a significant variation in the dynamics of the system throughout

the simulation. Second, the fact that the proposed method for the computation of the decentralized

feedback gains has a closed-form solution allows for its use in large-scale networks, as in this example,

showing the scalability of the methods put forward. Third, it is interesting to notice that despite having

considered a fully decentralized design, the performance obtained with the centralized solution is not

considerably better. In fact, given that the use of a decentralized solution reduces tremendously the

communication needs, particularly for a large-scale network as the case being considered, the use of a

decentralized solution is very compelling. Fourth, regarding the proposed RHC scheme, it is clear that

the use of more that one gain of each finite window does not introduce a noticeable loss of performance,

yielding results very similar to those which make use of just the first gain. For this reason, it is possible

to reduce the computational cost of this control approach dramatically, without any significant loss of

performance.
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Figure 3.6: Inputs of the pumps of the network of N tanks.
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3.4 Experimental validation

In this section, the one-step convex relaxation approach is validated resorting to experimental results

in a network of four tanks, which is a particularization of the N tanks network detailed in Section 3.3 for

N = 4. The experimental setup is proposed and thoroughly analyzed in published work by the author

[80]. That work aims to provide the community of control educators, practitioners, and researchers

with an open-source low-cost experimental setup and dedicated interface, which is flexible and very

easily reproducible. The setup can be adjusted to allow for several configurations for flexibility. A user-

friendly dedicated MATLAB/Simulink interface with a personal computer is developed. It supports a

seamless shift between a numeric simulation of the quadruple-tank process dynamics with processs

and sensor noise and the interface with the physical experimental plant. All the materials and parts are

inexpensive, can be readily obtained, and allow for a fast assembly. The computer-aided design (CAD)

models of all the parts, the required technical drawings, the wiring schematics, the printed circuit board

(PCB) design, the MATLAB/Simulink interface, assembly tutorials, and several examples are provided in

the open-source repository available at https://github.com/decenter2021/quadruple-tank-setup.

As a result, each setup is very easily reproducible, costs under 650C, and takes roughly 4 hours to

assemble.

Four pumps are used in this setup: i) two for the actuation; and ii) two additional pumps that can

be used as disturbance water flows that can be connected to any two of the four tanks. The scheme of

the experimental quadruple-tank network with the addition of disturbance flows is depicted in Figure 3.7.

The CAD model and physical implementation of the setup are presented in Figure 3.8. It consists

of a 1 meter tall structure of 4 tanks supported by acrylic slabs. The water flows are directed using

transparent flexible tubing. The water level is measured using one resistive water level sensor in each

of the tanks. The valves, as well as several other components of the plant, are 3D printed. The setup is

controlled via the circuit on the top slab of the plant with a dedicated PCB, which can be interfaced with

MATLAB/Simulink via Universal Serial Bus (USB). The parameters of the tanks and pumps of the setup

used for the experimental simulations are depicted in Tables 3.2 and 3.3, respectively.

Table 3.2: Parameters of the tanks of the quadruple-tank experimental setup.

Parameter Tank 1 Tank 2 Tank 3 Tank 4

A 29.79 cm2 29.79 cm2 20.74 cm2 20.49 cm2

a 0.1241 cm2 0.1350 cm2 0.03327 cm2 0.03310 cm2

For the RHC algorithm, a finite window length of H = 30 and d = 10 are chosen. A minimum

relative improvement of 10−4 is selected as the stopping criterion for the iLQR procedure. The weighting

matrices were set to R(k) = I2, Q = 20I2, and QI = 0.05I2. The integral state saturation limits vector

was selected as [xI
sat]1 = [xI

sat]2 = 10 cm. Impulsive disturbance flows are felt at t = 250 s in tank 2

and at t = 300 s in tank 1. A constant disturbance flow is also felt starting at t = 400 s in tank 2 until

the end of the simulation. The output, as well as the control action, are presented in Figure 3.9 for a

numeric simulation and an experimental result. The evolution of the numeric and experimental results is
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Figure 3.7: Schematic of the experimental quadruple-tank network with the addition of disturbance flows
to tanks 2 and 3.

(a) CAD model. (b) Physical implementation.

Figure 3.8: Quadruple-tank process setup.
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Table 3.3: Parameters of the pumps of the quadruple-tank experimental setup.

Parameter Pump 1 Pump 2

usat− 0 V 0 V
usat+ 12 V 12 V
c1 39.01 cm3s−1 41.15 cm3s−1

c2 -1.214 ×10−3 9.874 ×10−3

c3 33.86 ×10−3 43.04 ×10−3

k 3.137 cm3s−1V−1 3.314 cm3s−1V−1

γ 0.7569 0.7563

very similar except for tank 3, which suggests a poorer identification for this tank. It is also possible to

see that the synthesized decentralized control law is able to successfully track a time-varying reference

signal and to reject impulsive and constant disturbances.
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(a) Numerical results: evolution of the water level.
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(c) Numerical results: evolution of the control ac-
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(d) Experimental results: evolution of the control ac-
tion.

Figure 3.9: Evolution of the output and control action of the quadruple-tank process decentralized tracker
for both numerical simulations and experimental results.
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Chapter 4

Distributed and Decentralized RHC

In this chapter, the one-step relaxation proposed in Chapter 3 is leveraged to design a decentralized

control solution that approximates the solution to the optimization problem (2.6) subject to the commu-

nication, computational, and memory restrictions in Constraints 1–4 put forward in Section 2.2.3, which

are critical for a feasible implementation to very large-scale systems. In this chapter, the particular case

of dynamically decoupled systems is considered. The derivation of the distributed and decentralized

RHC solution follows two steps: i) decoupling of the real-time gain synthesis procedure, in Section 4.2;

and ii) scheduling of the computations, in Section 4.3. In Section 4.4, the communication, computa-

tional, and memory requirements of the proposed solution are analyzed. This solution is presented, in

a first instance, for a time-invariant network topology and, in Section 4.5, it is extended to a time-varying

topology.

4.1 Preliminaries

Before proceeding with the derivation, it is convenient to make a few considerations to lighten the

notation employed henceforth. Dynamically decoupled systems are considered, i.e., (i, j) ∈ Ed =⇒

i = j, thus, A := diag (A1, . . . ,AN ) and B := diag (B1, . . . ,BN ), where Ai and Bi denote, for simplicity,

matrices Ai,i and Bi,i, respectively, for i ∈ {1, . . . , N}. Furthermore, local state feedback via directed

communication is allowed according to graph Gc, which, for the sake of simplicity, is selected to be equal

to the tracking output coupling graph Go. These graphs are henceforth denoted by G = Go = Gc.

4.2 Gain synthesis decoupling

Define a block decomposition of P(τ) and S(τ), whose blocks of indices (i, j) are denoted by

Pi,j(τ) ∈ Rni×nj and Si,j(τ) ∈ Rmi×mj , respectively. Making use of this block decomposition, one can

rewrite (3.2) in a decoupled manner for each of the blocks of P(τ) as a function of the local dynamics
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and tracking output matrices as

Pp,q(k+H) =
∑

r∈D+
p ∩D+

q

HT
r,i(k+H)Qr(k+H)Hr,j(k+H)

and

Pp,q(τ) =
∑

r∈D+
p ∩D+

q

HT
r,i(τ)Qr(τ)Hr,j(τ) +

∑
r∈D+

p ∩D+
q

KT
r,i(τ)Rr(τ)Kr,j(τ)

+
∑
r∈D+

p

∑
s∈D+

q

(Ap(τ)δpr −Br(τ)Kr,p(τ))
T
Pr,s(τ + 1) (Aq(τ)δqs −Bs(τ)Ks,q(τ)) .

(4.1)

One can also express the blocks of S(τ) as a function of the blocks of P(τ + 1) as

Si,j(τ) = BT
i (τ)Pi,j(τ + 1)Bj(τ) + δijRj(τ),

which follows immediately from (3.3). Moreover, leveraging the aforementioned block decomposition,

the relaxed conditions (3.7) of the feedback gains of the form Kj,i(τ) can also be written in a decoupled

manner, for each i ∈ {1, . . . , N}, as


∑
p∈D+

i
Sj,p(τ)Kp,i(τ)−BT

j (τ)Pj,i(τ + 1)Ai(τ) = 0, j ∈ D+
i

Kj,i(τ) = 0, j /∈ D+
i .

(4.2)

For each set D+
i , let D+

i =
{
pi1, . . . , p

i
|D+

i |

}
. Then, concatenating the feedback gains of the form Kj,i(τ),

with j ∈ D+
i , and combining the corresponding decoupled relaxed conditions of the first member of (4.2),

it follows that

K̃i(τ) = S̃i(τ)
−1P̃i(τ + 1), (4.3)

where

K̃i(τ) :=


Kpi1,i

...

Kpi
|D+

i
|
,i

 ,

S̃i(τ) :=


Spi1,pi1 . . . Spi1,pi|D+

i
|

...
. . .

...

Spi
|D+

i
|
,pi1

. . . Spi
|D+

i
|
,pi

|D+
i

|

 , (4.4)

and

P̃i(τ+1) :=


BT
pi1
(τ)Ppi1,i

(τ + 1)Ai(τ)

...

BT
pi
|D+

i
|

(τ)Ppi
|D+

i
|
,i(τ + 1)Ai(τ)

 . (4.5)

Note that, although (4.3) provides an expression to compute the gains of systems Sj with j ∈ D+
i in
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relation to the state of system Si, it cannot be computed without full knowledge of P(τ + 1). This is due

to the fact that the propagation of Pj,i(τ) with j ∈ D+
i in (4.1) depends on several Pr,s(τ+1) with r ∈ D+

j

and s ∈ D+
i , which in turn depends on blocks of P(τ + 2) that are even less coupled with Si, and so on.

For this reason, this result is not suitable for implementation in a distributed framework. In this section,

under a reasonable approximation, the computation of these gains is decoupled. Then, an algorithm is

put forward to allow for their distributed computation across the computational units of each system such

that the communication, memory, and computational constraints presented in Section 2.2.3 are met.

Approximation 4.1. Consider Pp,q(τ), with p ∈ D+
i and q ∈ D+

i for some i, and Pr,s(τ +1), with r ∈ D+
p

and s ∈ D+
q . In the decentralized algorithm put forward in this work, Pr,s(τ + 1) is considered to be null

in the computation of Pp,q(τ) in the computational unit Ti if (r, s) /∈ ψi, where

ψi =
⋃
j∈D+

i

ϕj , (4.6)

with

ϕi := D+
i ×D

+
i = {(p, q) ∈ N2 : p ∈ D+

i ∧ q ∈ D
+
i }. (4.7)

The main result of this chapter is supported by Approximation 4.1. Next, it is argued that this ap-

proximation makes sense in the context of RHC of a large-scale network. Note that, from (3.4) in

Theorem 3.1, Pr,s(τ) is a measure of the contribution of the correlation between the states of systems

Sr and Ss to the global cost. Consider Figure 4.1, which represents the topology of Approximation 4.1

in a graph. Intuitively, it is expected that the influence of Pr,s(τ + 1) is more dominant in the compu-

tation of Kp,i(k) for p ∈ D+
i if both the states of Sr and Ss are coupled with the output of a system Sk

that is coupled with the output of Si. Having this in mind, to decouple the gain synthesis of each local

controller, each computational unit Ti keeps and updates each Pp,q(τ) with (p, q) ∈ ϕi. Henceforth, the

approximation of matrix Pp,q(τ) that stored and updated in Ti is denoted by Pi,(p,q)(τ). Thus, making

Figure 4.1: Graphic illustration of Approximation 4.1.
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use of Approximation 4.1, (4.1) becomes

Pi,(p,q)(τ) =
∑

r∈D+
p ∩D+

q

HT
r,i(τ)Qr(τ)Hr,j(τ) +

∑
r∈D+

p ∩D+
q

KT
r,i(τ)Rr(τ)Kr,j(τ)

+
∑
r∈D+

p

∑
s∈D+

q

(r,s)∈ψi

(Ap(τ)δpr −Br(τ)Kr,p(τ))
T
PD+

i ,(r,s)
(τ + 1) (Aq(τ)δqs −Bs(τ)Ks,q(τ)) ,

(4.8)

where the subscript D+
i in PD+

i ,(r,s)
(τ + 1) indicates, by abuse of notation, that PD+

i ,(r,s)
(τ + 1) is

computed in Tk with k ∈ D+
i . Note that, with Approximation 4.1, the propagation of P(τ) in (4.8) can be

computed in a distributed manner. It is important to remark that PD+
i ,(r,s)

(τ + 1), inside the summation

in (4.8), is not necessarily computed in Ti, since only Pi,(p,q)(k|k), with (p, q) ∈ ϕi, are updated in Ti.

Therefore, Si has to receive Pk,(r,s)(τ + 1) through communication from a system Sk, with k ∈ D+
i .

Lemma 4.1. The approximation induced by Approximation 4.1 is exact if the topology of the network

follows

∀i ∈{1, . . . , N} ∀p, q ∈ D+
i D+

p ×D+
q ⊆

⋃
j∈D+

i

D+
j ×D

+
j .

Proof. Consider computational unit Ti. Note that ∪j∈D+
i
D+
j × D

+
j = ∪j∈D+

i
ϕj = ψi, i.e., the set of

systems pairs (r, s) whose matrix Pr,s(τ +1) is known by the out-neighborhood of Ti. According to (4.1),

the exact propagation in Ti requires that, for every p, q ∈ D+
i , Pr,s(τ + 1) is accessible to Ti, for every

r ∈ D+
p and s ∈ D+

q , i.e., Pr,s(τ + 1) with (r, s) ∈ D+
p × D+

q . Thus, if these are contained in ψi for every

system Si, then the decoupled propagation is exact.

According to Lemma 4.1, the approximation induced by Approximation 4.1, which is used in the main

result of this chapter, is exact for some network topologies. In these cases, it is possible to distribute the

computations of the globally synthesized controller across the computational units without disregarding

any components of P(τ + 1). Examples of these topologies are string, tree, and ring configurations.

After introducing Approximation 4.1, which allows for the decoupling of the gain synthesis procedure,

it is possible to state the proposed RHC algorithm, as presented in the following result.

Theorem 4.1 (Distributed and decentralized RHC). The solution of the optimization problem (2.6) un-

der the one-step convex relaxation (3.7), under Approximation 4.1, and subject to the communication,

computational, and memory constraints detailed in Section 2.2.3 is given, for a time-invariant coupling

topology, by the local filter iterations presented in Algorithm 1 (see Remarks 4.1–4.3 for some details

regarding its implementation).

Proof. The local gain computation is performed according to (4.3). Under Approximation 4.1, the dis-

tributed propagation of P(τ) is computed according to (4.8). The variables required by the gain computa-

tion and covariance propagation that are unknown to Ti can obtained via local communication with Tj for

j ∈ D+
i . Finally, for considerations regarding the scheduling of the computations, see Section 4.3, and

for a detailed analysis of the communication, computational, and memory requirements of this algorithm,

see Section 4.4.
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Algorithm 1 Distributed and decentralized RHC algorithm for the local gain synthesis of a new window
of gains at time instant k in computational unit Ti, for a time-invariant coupling topology.

Output: Ki,p(τ),∀p ∈ D−
i , τ = k, . . . , k + d− 1

Step 1: Predict: Ai(τ),Bi(τ), Ri(τ), τ = k, . . . , k +H − 1;
Hi,p(τ),∀p ∈ D−

i , τ = k + 1, . . . , k +H;
Qi(τ), τ = k + 1, . . . , k +H.

Step 2: Transmit: Qi(k +H)1/2Hi,p(k +H),∀p ∈ D−
i to ∀p ∈ D−

i \ {i}.
Step 3: Receive: Qp(k +H)1/2Hp,i(k +H) from ∀p ∈ D+

i \ {i}.
Step 4: For: τ = k +H − 1, . . . , k

Step 4.1: Transmit: Ri(τ),Bi(τ) to ∀p ∈ D−
i \ {i};

Qp(τ + 1)1/2Hp,i(τ + 1),∀p ∈ D+
i to ∀q ∈ D−

i \ {i};
If: τ ̸= k

Qi(τ)
1/2Hi,p(τ),∀p ∈ D−

i to ∀p ∈ D−
i \ {i};

End if
If: τ ̸= k +H − 1

Rp(τ + 1),Bp(τ + 1),∀p ∈ D+
i to ∀q ∈ D−

i \ {i};
Ai(τ + 1) to ∀p ∈ D−

i ;
Kp,i(τ + 1),∀p ∈ D+

i to ∀q ∈ D−
i \ {i};

Pi,(p,q)(τ + 1) for some (p, q) ∈ ϕi to ∀l ∈ D−
i \ {i}.

End if
Step 4.2: Receive: Rp(τ),Bp(τ) from ∀p ∈ D+

i \ {i};
Qp(τ + 1)1/2Hr,p(τ + 1),∀r ∈ D+

i from ∀p ∈ D+
i \ {i};

If: τ ̸= k

Qp(τ)
1/2Hp,i(τ),∀p ∈ D+

i from p ∈ D+
i \ {i};

End if
If: τ ̸= k +H − 1

Rr(τ + 1),Br(τ + 1),∀r ∈ D+
p from ∀p ∈ D+

i \ {i};
Ap(τ + 1) from p ∈ D−

i ;
Kr,p(τ + 1),∀r ∈ D+

p from ∀p ∈ D+
i \ {i};

Pp,(r,s)(τ + 1) for some (r, s) ∈ ϕp from ∀p ∈ D+
i \ {i}.

End if
Step 4.3: Compute:

If: τ = k +H − 1

Pi,(p,q)(τ + 1)←
∑
r∈D+

p ∩D+
q
HT
r,p(τ + 1)Qr(τ + 1)Hr,q(τ + 1),∀(p, q) ∈ ϕi;

Else
Compute Pi,(p,q)(τ + 1)∀(p, q) ∈ ϕi making use of (4.8).

End if
Step 4.4: Compute:

Sp,q(τ)← BT
p (τ)Pi,(p,q)(τ + 1)Bq(τ) + δpqRq(τ),∀(p, q) ∈ ϕi;

Compute S̃i(τ) and P̃i(τ + 1) making use of (4.4) and (4.5);
K̃i(τ)← S̃i(τ)

−1P̃i(τ + 1);
End for

Step 5: Transmit: Kp,i(τ), τ = k, . . . , k + d− 1 to ∀p ∈ D+
i \ {i}.

Step 6: Receive: Ki,p(τ), τ = k, . . . , k + d− 1 from ∀p ∈ D−
i \ {i}.
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Remark 4.1. Note that, in Algorithm 1, the data transmission and reception procedure is described

generically. In fact, only a fraction of the data in the memory of a computational unit Ti has to be transmit-

ted to a neighboring computational unit Tr, with r ∈ D−
i . As an example, not all Pi,(p,q)(τ+1),∀(p, q) ∈ ϕi,

are required for the computations performed in Tr. Therefore, the data transmission protocol should be

adapted to each application, depending on the network topology, to keep data transmissions to a mini-

mum.

Remark 4.2. For a computational unit Ti, in the computation in Step 4.3, there are matrices PD+
i ,(r,s)

(τ+

1) which have to be retrieved either from memory, if (r, s) ∈ ϕi, or from another computational unit Tj ,

with j ∈ D+
i , in Step 3. Oftentimes, PD+

i ,(r,s)
(τ) is available from more than one source, so a selection

rule should be put in place. There are several alternatives for this rule, which depend significantly on

the application. In what follows a few examples are given. First, one can reduce the communication

cost by prioritizing content in the memory of Ti and, if it is not available, retrieve it from Tj with which

communication is cheaper. Second, one can prevent delays by choosing the content which can be

retrieved the fastest. Third, one can associate, in each computational unit Ti, a scalar loss Li,(p,q) ∈ R

to the computation of Pi,(p,q)(τ),∀(p, q) ∈ ϕi, that is an empirical metric of its accuracy. An example

of an empirical metric is the number of times that Approximation 4.1 was used in the computation of

Pi,(p,q)(τ), i.e., the number of terms of the summation in (4.1) that were disregarded, which is given by

Li,(p,q) =
∣∣(D+

p ×D+
q

)
\ ψi

∣∣ . (4.9)

On one hand, for a time-invariant topology, the empirical losses of this example are constant with time

and, thus, a computational unit may retrieve only PD+
i ,(r,s)

(τ+1) from the computational unit Tk, with

k ∈ D+
i , which is known to have the lowest Lk,(r,s), thereby reducing communication pressure. On

the other hand, if the topology is time-varying, this metric has to be updated at each time instant in

Step 4.3 of Algorithm 1. In general, in Step 4.2 all the available PD+
i ,(r,s)

(τ + 1) are retrieved with their

respective losses, and either their weighted average or the average of the ones with the minimum loss

is considered.

Remark 4.3. Note that the computations performed in Step 4.3 of Algorithm 1 do not guarantee the

positive definiteness of the resulting matrices, which may lead to numerical problems. To prevent it, the

computations in these steps should be written in matrix form as follows. Let D+
p = {rp1 , . . . , r

p

|D+
p |} and

consider W̃p(τ) of dimension np ×
∑
r∈D+

p
nr and P̃

(p,q)

D+
i

(τ + 1) of dimension
∑
r∈D+

p
nr ×

∑
s∈D+

q
ns,

which are defined below. Consider the decomposition of W̃p(τ) as a block row, whose block of index j

is denoted by
[
W̃p(τ)

]
(1,j)
∈ R

np×nr
p
j , and the block matrix decomposition of P̃(p,q)

D+
i

(τ +1), whose block

of indices (i, j) is denoted by
[
P̃

(p,q)

D+
i

(τ + 1)
]
(i,j)
∈ R

nri
×nr

q
j . If one defines

[
W̃p(τ)

]
(1,j)

:= Ap(τ)δprpj −Brpj
(τ)Krpj ,p

(τ)
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and [
P̃

(p,q)

D+
i

(τ + 1)
]
(i,j)

:=

PD+
i ,(r

p
i ,r

q
j )
(τ + 1), (rpi , r

q
j ) ∈ ψi

0, (rpi , r
q
j ) /∈ ψi

then, (4.8) may be rewritten as

Pi,(p,q)(τ) =
∑

r∈D+
p ∩D+

q

HT
r,i(τ)Qr(τ)Hr,j(τ) +

∑
r∈D+

p ∩D+
q

KT
r,i(τ)Rr(τ)Kr,j(τ)

+ W̃p(k)P̃
(p,q)

D+
i

(τ + 1)W̃T
q (k).

(4.10)

The propagation step in matrix form in (4.10) is more robust to numerical error than (4.8). Additionally, in

networks with few communication links, numerical problems can be prevented by ensuring the positive

definiteness of P̃(p,q)

D+
i

(τ +1) with p = q before performing the computation in (4.10). This should be done

by: i) performing an eigendecomposition of P̃(p,q)

D+
i

(τ+1); ii) forcing the negative eigenvalues to a positive

value, for instance the lowest positive eigenvalue; and iii) recomputing P̃
(p,q)

D+
i

(τ + 1) from the inverse of

the decomposition. This procedure maintains the directions of the contribution of the state correlations

to the global cost encoded in P(τ + 1).

4.3 Scheduling

In Section 4.2, under appropriate approximations, an algorithm was devised for the decoupled syn-

thesis of the RHC gains over a finite-window {k, . . . , k+H−1}. This algorithm allows for distributing the

global computation across the computational units of the systems that make up the network. Neverthe-

less, recall that, as put forward in Section 2.2.2, for the application of this framework to the infinite-horizon

problem, a new window of gains of length H has to be computed every d time steps, of which only d

gains are used to compute the control input according to (2.3). Furthermore, the decoupled gain com-

putation in Algorithm 1 is carried out backward in time. Thus, at the time instant that corresponds to the

beginning of each window, all RHC gains over that window must have already been computed. Since

these computations involve several communication instances, the steps in Algorithm 1 have to be prop-

erly scheduled to make use of soft real-time data transmissions only, as required by the communication

constraints for a feasible large-scale implementation detailed in Section 2.2.3. This issue is addressed

in this section.

Denote the control discretization time by Tc, which is the sampling time of the LTV system (2.1). Let

Tt denote the interval of time between allowed communication instances, i.e., Tt must be set so that it is

greater than the time it takes for a system to communicate with the systems in its neighborhood and to

perform floating-point operations with the data received in that transmission. Generally, Tc is significantly

larger than the minimum achievable Tt. It is important to remark that, in general, parallel to the control

computations, there are also estimation algorithms running over the network. These usually require a

higher rate of communication than control algorithms. Thus, one can set Tt to the sampling time of the

estimation algorithm.
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Algorithm 1 requires H + 2 data transmissions between systems in the neighborhood of each other.

Only after the last transmission of Algorithm 1, the gains Ki,p(τ),∀p ∈ D−
i , τ = k, . . . , k + d − 1 are

available to Ti. To compute the control feedback according to (2.3), these gains need to be available in

Si at t = kTc. Therefore, to avoid hard real-time transmissions, they must be sent at most at t = kTc−Tt.

Thus, the proposed approach is to schedule the H + 2 transmissions of Algorithm 1 such that they are

performed at a rate of 1/Tt. Thus, it takes ∆− := (H + 2)Tt to run Algorithm 1. For that reason, the

computation of the RHC gains over the window {k, . . . , k+H−1} must start at t = kTc−∆−. A scheme

of the proposed scheduling of Algorithm 1 over a timeline is depicted in Figure 4.2, for the illustrative time

interval [kTc; (k+d)Tc[. In this time interval, the control input is computed according to (2.3), making use

of the gains in the window {k, . . . , k +H − 1}, which is represented in the line adjacent to the timeline

that comprises kTc ≤ t < (k+ d)Tc. As aforementioned, the computation of these gains must be carried

out starting at t = kTc −∆− and they only become available for use in the control law at t = kTc, which

is represented by the left rectangle with diagonal fill in the scheme. Moreover, during the application

of the control inputs in kTc ≤ t < (k + d)Tc, the computation of the gains corresponding to the next

finite window needs to start being carried out, which is represented in the scheme by the rectangle with

diagonal fill in the right.

Running Alg. 1 over the window Running Alg. 1 over the window

Figure 4.2: Illustration of scheduling of Algorithm 1 over a timeline.

First, it is worth remarking that the proposed scheduling requires that the dynamics of a system Si
over the window {k, . . . , k +H − 1} are predicted at t = kTc −∆−. Thus, if ∆− is too large, the quality

of the prediction may be degraded. Second, if dTc < ∆−, i.e., d/(H + 2) < Tt/Tc, the gain computation

of two consecutive windows overlaps (rectangles with diagonal fill in Figure 4.2 overlap). If Tt is not

large enough to handle twice the communication and computational pressure, then it may lead to the

unfeasibility of the control solution.

4.4 Communication, computational, and memory requirements

In this section, the communication, computational, and memory requirements of Algorithm 1 are

analyzed and it is verified that the Constraints 1–4 imposed in Section 2.2.3 are followed. To allow for

a clearer analysis and lighter notation, in this section, the complexity is written for an homogeneous

network, i.e., a network of identical systems. In particular, systems with the same order n1, output

dimension o1, dimension of in-neighborhood ν−1 , and dimension of out-neighborhood ν+1 are considered.
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First, making use of the scheduling of the computations in Algorithm 1 proposed in Section 4.3, only

soft real-time transmissions are required for the distributed computation of the controller gains. Second,

in Section 4.1, the graph Gc was defined to allow for local state feedback via directed communication

according to the topology of the tracking output couplings, which is characterized by Go. It follows from

Algorithm 1 that one directed transmission on the opposite direction of the links in Gc is also required in

the synthesis procedure of each window in Steps 5 and 6. Thus, communication between systems is

restricted to the tracking output coupling graph with undirected edges. In this configuration, system Si
can only receive information from system Sj if the tracking output of Sj is coupled with the state of Si or

the converse, i.e., j ∈ D+
i ∪D

−
i . In fact, system Si requires the exchange of data through communication

with at most max
(
ν−i , ν

+
i

)
−1 systems in each iteration of the filter. Thus, the communication complexity

of system Si is O
(
max

(
ν−i , ν

+
i

))
. Given that neither ν−i , the number of systems whose state is coupled

with the output of Si, nor ν+i , the number of systems whose tracking output is coupled with the state of

Si, increase with the size of the network, then the communication complexity of each system grows with

O(1) with the dimension of the network.

Third, according to Algorithm 1, each system Si has to store in memory: i) the matrices that model

the dynamics of Si over the window {k, . . . , k+H − 1}; ii) the tracking output and control input weighting

matrices of Si; iii) Pi,(p,q)(τ + 1), with (p, q) ∈ ϕi; and iv) the sequences of controller gains Ki,p(τ),∀p ∈

D−
i , τ = k, . . . , k+d−1 and Kp,i(τ),∀p ∈ D+

i , τ = k, . . . , k+H−1. The data storage complexity of these

is: i)O
(
max

(
n1,m1, ν

−
1 o1

)
nH
)
; ii)O

(
max

(
m2

1, o
2
1

)
H
)
; iii)O((ν+1 )

2
n21); and iv)O(m1n1max(ν+1 , ν

−
1 )H),

respectively. Of course there are auxiliary variables, which are required to be handled at each iteration,

that require temporary memory storage, but these do not have a greater memory footprint than the

aforementioned variables. Thus, the data storage complexity of each system grows with O(1) with the

dimension of the network, since the memory required in each computational unit does not scale with the

number of systems in the network.

Fourth, as far as the computational complexity is concerned, the most intensive computations of

Algorithm 1 are the propagation of Pi,(p,q)(τ), with (p, q) ∈ ϕi, in Step 4.3. These computations require

O((ν−1 )4n31) floating-point operations in total, which grows with O(1) with the dimension of the network.

It is possible to conclude that the algorithm put forward in this thesis follows the constraints presented

in Section 2.2.3 to be suitable to be implemented in very large-scale networks.

4.5 Extension to time-varying coupling topologies

Oftentimes, the tracking output couplings between systems vary with time due to: i) the failure of

systems of the network; ii) the introduction of new systems in the network; or iii) switching tracking

configurations. In this section, the distributed and decentralized control solution is extended to allow

for a time-varying tracking output coupling topology. To that purpose, consider, now, a time-varying

directed graph G(k), with time-varying in-degree ν−i (k), in-neighborhood D−
i (k), out-degree ν+i (k), out-

neighborhood D+
i (k), and define ϕi(k) and ψi(k) analogously to (4.7) and (4.6), respectively, for system

Si.
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The extension of Algorithm 1 to a time-varying tracking output coupling topology is given by Algo-

rithm 2. Notice that a similar outline is followed. It is important to remark that, in Algorithm 2, Pi,(p,q)(τ+1)

is only computed between systems Sp and Sq whose states are both coupled with the output of Si in

the previous time instant, i.e., (p, q) ∈ ϕi(τ). This allows to lessen the communication burden, since the

computations are more efficiently distributed across all computational units.

Even though the extension to a time-varying topology is quite straightforward as far as distributing

the gain synthesis across of the systems is concerned, that is not the case for the scheduling of the

computations over time. Recall the scheduling procedure proposed in Section 4.3. It is possible to point

out that the fact that the computation of the RHC gains over the window {k, . . . , k+H − 1} must start at

t = kTc −∆−, requires that at t = kTc −∆− a system Si receives data through communication from Sp,

with p ∈ D+
i (k +H). That is, at t = kTc −∆− communication between Si and a system with which Si

is coupled at t = (k +H)Tc is required. In most applications, if two systems are coupled at a given time

instant, communication between them is probably feasible at that time instant. However, at a given time

instant, communication between two systems that are coupled an interval of time HTc + ∆− later may

not be feasible due to the changing spatial configuration of the network over time. For example, consider

the problem of maintaining a formation of unnamed aerial vehicles (UAVs). At a given time instant, two

UAVs may be separated by an obstacle. If a tracking output coupling is expected to be established

between them in the future and if H is required to be large, then communication between them may be

required when they are still separated by the obstacle, which may be difficult to achieve. It is important

to point out that the effect of this aspect varies greatly with the application in question. On one hand, in

applications with slowly time-varying coupling topologies and spatial configurations, the communication

requirements needed to implement the scheduling procedure proposed in Section 4.3 are likely feasible.

On the other hand, in applications that, in the time frame of the receding horizon window, there are

significant spatial configuration changes that impede communication links between systems, then some

additional considerations should be taken into account.

Consider the in-neighborhood and out-neighborhood D−
i (τ) and D+

i (τ), for τ = k, . . . , k + H, that

would be obtained if no restrictions on the establishment of the communication links existed. Define

Ci(τ) as the set of systems with which system Si can establish a communication link, in an undirected

sense, at t = kTc − (τ − k + 2)Tt, for τ = k, . . . , k +H. Then, consider instead an in-neighborhood and

out-neighborhood restricted to the set of systems with which communication is feasible, i.e.,

D̃±
i (τ) := D

±
i (τ) ∩ Ci(τ), (4.11)

for τ = k, . . . , k + H. Making use of these restricted neighborhoods, the communication requirements

in Algorithm 2 are feasible. Note that ϕ̃(τ) is defined analogously. It is important to point out that to

compute the first d gains of the window, which are actually used to compute the control input with (2.3),

no restrictions can be enforced, i.e., D±
i (τ) ⊆ Ci(τ). Therefore, d should be sufficiently small to allow for

that. In Chapter 5, this scheme is applied to the mega-constellation orbit control problem, for which the

communication links between satellites are heavily restricted by the Earth’s curvature.
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Algorithm 2 One-step RHC algorithm for the local gain synthesis of a new window of gains at time
instant k in computational unit Ti for a time-varying coupling topology.

Output: Ki,p(τ),∀p ∈ D̃−
i (τ), τ = k, . . . , k + d− 1

Step 1: Predict: D̃−
i (τ), D̃

−
i (τ), τ = k, . . . , k +H, according to (4.11);

Ai(τ),Bi(τ), Ri(τ), τ = k, . . . , k +H − 1;
Hi,p(τ),∀p ∈ D̃−

i (τ), τ = k + 1, . . . , k +H;
Qi(τ), τ = k + 1, . . . , k +H.

Step 2: Transmit: Qi(k +H)1/2Hi,p(k +H),∀p ∈ D̃−
i (k +H) to ∀p ∈ D̃−

i (k +H) \ {i}.
Step 3: Receive: Qp(k +H)1/2Hp,i(k +H) from ∀p ∈ D̃+

i (k +H) \ {i}.
Step 4: For: τ = k +H − 1, . . . , k

Step 4.1: Transmit: Ri(τ),Bi(τ) to ∀p ∈ D̃−
i (τ) \ {i};

Qp(τ + 1)1/2Hp,i(τ + 1),∀p ∈ D̃+
i (τ + 1) to ∀q ∈ D̃−

i (τ) \ {i};
If: τ ̸= k

Qi(τ)
1/2Hi,p(τ),∀p ∈ D̃−

i (τ) to ∀p ∈ D̃−
i (τ) \ {i};

End if
If: τ ̸= k +H − 1

Rp(τ + 1),Bp(τ + 1),∀p ∈ D̃+
i (τ + 1) to ∀q ∈ D̃−

i (τ) \ {i};
Ai(τ + 1) to ∀p ∈ D̃−

i (τ);
Kp,i(τ + 1),∀p ∈ D̃+

i (τ + 1) to ∀q ∈ D̃−
i (τ) \ {i};

Pi,(p,q)(τ + 1) for some (p, q) ∈ ϕi(τ + 1) to ∀l ∈ D̃−
i (τ) \ {i}.

End if
Step 4.2: Receive: Rp(τ),Bp(τ) from ∀p ∈ D̃+

i (τ) \ {i};
Qp(τ + 1)1/2Hr,p(τ + 1),∀r ∈ D̃+

i (τ + 1) from ∀p ∈ D̃+
i (τ) \ {i};

If: τ ̸= k

Qp(τ)
1/2Hp,i(τ),∀p ∈ D̃+

i (τ) from p ∈ D̃+
i (τ) \ {i};

End if
If: τ ̸= k +H − 1

Rr(τ + 1),Br(τ + 1),∀r ∈ D̃+
p (τ + 1) from ∀p ∈ D̃+

i (τ) \ {i};
Ap(τ + 1) from p ∈ D̃−

i (τ);
Kr,p(τ + 1),∀r ∈ D̃+

p (τ + 1) from ∀p ∈ D̃+
i (τ) \ {i};

Pp,(r,s)(τ + 1) for some (r, s) ∈ ϕ̃p(τ + 1) from ∀p ∈ D̃+
i (τ) \ {i}.

End if
Step 4.3: Compute:

If: τ = k +H − 1

Pi,(p,q)(τ+1)←
∑

r∈D̃+
p (τ+1)∩D̃+

q (τ+1)

HT
r,p(τ+1)Qr(τ+1)Hr,q(τ+1),∀(p, q) ∈ ϕ̃i(τ);

Else
Pi,(p,q)(τ + 1)←

∑
r∈D̃+

p (τ+1)∩D̃+
q (τ+1)

(
HT
r,i(τ + 1)Qr(τ + 1)Hr,j(τ + 1)+

KT
r,i(τ + 1)Rr(τ + 1)Kr,j(τ + 1)

)
+W̃p(k+1)P̃

(p,q)

D̃+
i (τ+1)

(τ+2)W̃T
q (k),∀(p, q) ∈ ϕ̃i(τ).

End if
Step 4.4: Compute:

Sp,q(τ)← BT
p (τ)Pi,(p,q)(τ + 1)Bq(τ) + δpqRp(τ),∀(p, q) ∈ ϕ̃i(τ);

Compute S̃i(τ) and P̃i(τ + 1) making use of (4.4) and (4.5);
K̃i(τ)← S̃i(τ)

−1P̃i(τ + 1);
End for

Step 5: Transmit: Kp,i(τ), τ = k, . . . , k + d− 1 to ∀p ∈ D+
i (τ) \ {i}.

Step 6: Receive: Ki,p(τ), τ = k, . . . , k + d− 1 from ∀p ∈ D−
i (τ) \ {i}.
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Chapter 5

Application to on-board orbit control

of LEO mega-constellations

In this chapter, the distributed decentralized RHC algorithm developed in Chapter 4 is applied to

the cooperative orbit control problem of LEO mega-constellations. The scheme presented in this chap-

ter is novel and it is developed aiming for efficiency and fuel saving in a distributed and decentralized

framework. Note that, unlike the state-of-the-art decentralized control algorithms, it follows the commu-

nication, computational, and memory constraints presented in Section 2.2.3, which are necessary for an

effective real-time implementation in very large-scale networks such as a mega-constellation. All source

code of the implementation of the proposed algorithm to this problem is available as an example in the

DECENTER Toolbox at https://decenter2021.github.io/examples/DDRHCStarlink.

5.1 Mega-constellation model

Consider a constellation with a total of T satellites. The satellites are evenly distributed over P

orbital planes at a nominal inclination ī and with a nominal relative phasing between adjacent planes

of β̄ = 2πF/T , where F is the phasing parameter. Such a configuration is designated as a Walker

constellation and it is denoted by ī : T/P/F . The nominal orbits are circular and have a semi-major axis

of ā. This constellation can be modeled as a network of coupled systems, Sj , each associated with a

computational unit Tj , with j = 1, ..., T . Let pi ∈ R3 and vi ∈ R3 denote the position and velocity vectors,

respectively, of Si expressed in the J2000 Earth centered inertial (ECI) frame. The dynamics of each

satellite of the constellation are modeled independently, since there is no dynamical coupling between

them. Each satellite Si is equipped with Hall effect thrusters, aligned according to the local TNW frame

(x axis along the velocity vector, z axis along the orbit’s angular momentum vector, and y axis completes

the right-handed coordinate system) that generate a force ui ∈ R3 expressed in the TNW local frame.

Each thruster has a maximum thrust, Ct1. The model of the dynamics of a single satellite Si is, thus,
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given by 
ṗi = vi

v̇i = −µpi/||pi||32 + aJ2i + aPi +RECI
TNWui/mi

ṁi = −||ui||1/(Ispi g0),

(5.1)

where mi denotes the mass of the satellite, µ denotes the gravitational parameter of the Earth, aJ2i ∈

R3 and aPi ∈ R3 denote the perturbation accelerations of the effect of J2 and all other perturbations,

respectively, RECI
TNW denotes the rotation matrix from the TNW local frame to the J2000 ECI frame,

Ispi denotes the specific impulse of the Hall effect thrusters of Si, and g0 denotes the standard gravity

acceleration.

In this application, for control law synthesis purposes, the parameterization of the orbits of each

satellite of the constellation is achieved by the set of non-singular mean orbital elements for near-circular

inclined orbits (a, u, ex, ey, i,Ω), respectively semi-major axis, mean argument of latitude, two eccentricity

vector components, inclination, and longitude of ascending node. These can be related with the more

common Keplerian set (a, e, i,Ω, ω,M), which has a singularity for circular orbits, with


u =M + ω

ex = e cosω

ey = e sinω,

where e denotes the eccentricity, ω denotes the argument of perigee, and M denotes the mean anomaly.

Denote the state of a satellite Si, made up of the aforementioned six non-singular mean orbital elements,

by

xi(t) = [ai(t) ui(t) exi(t) eyi(t) ii(t) Ωi(t)]
T
.

The satellite orbital mechanics (5.1) are nonlinear and, thus, have to be linearized to employ the

distributed and decentralized method put forward in this work. The linearization of the dynamics of each

satellite is carried out about a nominal orbit. These are defined such that the set of nominal orbits of

all satellites makes up a consistent nominal constellation, in the sense that the nominal separations:

i) along-track; ii) inter-plane; and iii) in relative phasing between adjacent planes are enforced. It is

very important to remark that this nominal constellation is used for linearization purposes only – it is not

employed for bounding-box tracking of each individual satellite at any point. The necessity of enforcing

constellation-wide constraints in the definition of each nominal orbit is made clear in the formulation of

the orbit control problem as a RHC problem in Section 5.2.
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The nominal state of Si at time instant t, x̄i(t) =
[
āi(t) ūi(t) ēxi(t) ēyi(t) īi(t) Ω̄i(t)

]T , is defined by



āi(t) = ā

ūi(t) = ūt0 + ((i− 1) mod T/P ) 2πP/T + ⌊(i−1)P/T ⌋2πF/T + (Ṁ + ω̇)(t− t0)

ēx,i(t) = 0

ēy,i(t) = 0

īi(t) = ī

Ω̄i(t) = Ω̄t0 + ⌊(i−1)P/T ⌋2π/P + Ω̇(t− t0).

(5.2)

Above, Ṁ , ω̇, and Ω̇ are the secular rates, including the effect of J2, on the mean anomaly, argument of

perigee, and longitude of ascending node, respectively, which are given by [93, Chapter 8]

Ṁ =
3n̄R2⊕J2

4ā2
(
3 sin2 ī− 2

)
,

ω̇ =
3n̄R2⊕J2

4ā2
(
4− 5 sin2 ī

)
,

and

Ω̇ = −
3n̄R2⊕J2

2ā2
cos ī,

for a nominal orbit, where n̄ :=
√
µ/ā3, and R⊕ denotes the Earth’s mean equatorial radius. Note that

the nominal orbits of all satellites in (5.2) depend on three constellation-wise parameters (t0, ūt0 , Ω̄t0),

whose physical meaning is that the nominal orbit of S1 has mean argument of latitude ūt0 and longitude

of ascending node Ω̄t0 at time instant t0. These three parameters are designed herein as the anchor of

the nominal constellation.

There are a few aspects worth pointing out regarding the anchor of the nominal constellation. First, all

satellites must agree on an anchor for the nominal constellation at any time instant. Second, to minimize

linearization errors, the anchor should be selected such that the nominal position of each satellite is as

close as possible to their actual position. Thus, since the position of the satellites drifts away from their

nominal position with time, due to neglected secular effects, other perturbations, and maneuvers, the

anchor must be updated from time to time. Third, note that the evolution of the nominal states takes

the effect of the Earth’s oblateness into account, which significantly decreases the frequency with which

the anchor has to be updated. Fourth, the computation of the anchor for a time instant t0 should be

performed in accordance with an optimization problem of the form

minimize
ūt0

,Ω̄t0

T∑
i=1

(
α (ui(t0)− ūi(t0)) + α

(
Ωi(t0)− Ω̄i(t0)

))
,

where α : R → R is a convex function. Given that ūi(t0) does not depend on Ω̄t0 and Ω̄i(t0) does not

depend on ūt0 , the optimization above can be decoupled into two problems: one corresponding to ūt0

and other to Ω̄t0 . Fifth, for the sake of simplicity, in this application, α(·) = (·)2 is chosen, which leads to
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the closed-form solutionūt0 =
∑T
i=1 (ui(t0)− ((i− 1) mod T/P ) 2πP/T − ⌊(i− 1)P/T ⌋2πF/T )

Ω̄t0 =
∑T
i=1 (Ωi(t0)− ⌊(i− 1)P/T ⌋2π/P ) .

(5.3)

However, to improve the robustness to outliers, the ℓ1 norm, i.e., α(·) = | · |, or Huber loss function

could be used instead, still leading to a convex optimization problem. Sixth, even though the optimiza-

tion problem above cannot be easily decoupled to be distributed across the computational units of the

satellites in the network, it is not a serious issue, since it is only required to be solved sporadically. Thus,

it can either be: i) computed in a centralized node and then the solution broadcast to the network; or

ii) solved distributively over a period of time making use of distributed gradient methods with asymptotic

consensus guarantees [94]. It is worth pointing out that a new anchor (t0, ūt0 , Ω̄t0) can be used starting

at t = t0 + ∆, where ∆ can be as large as necessary to allow for communication and centralized or

cooperative computations.

The evolution of the state of Si is linearized about the aforementioned nominal orbits, defining a rela-

tive position δxi(t) based the set of orbital elements δxi(t) := [ai(t) δui(t) δex,i(t) δey,i(t) δii(t) δΩi(t)],

introduced in [78], which is defined as

δxi(t) :=



ai(t)/āi(t)− 1

ui(t)−ūi(t) +
(
Ωi(t)−Ω̄i(t)

)
cos īi(t)

ex,i(t)− ēx,i(t)

ey,i(t)− ēy,i(t)

ii(t)− īi(t)(
Ωi(t)− Ω̄i(t)

)
sin īi(t)


. (5.4)

This set parameterizes the position of the satellite, xi(t), in relation to its nominal position, x̄i(t). In [95–

97], the dynamics (5.1), taking the effect of J2 into account but neglecting the remaining perturbations,

are linearized about near-circular nominal orbits. Making use of Floquet theory, system transition and

convolution matrices are derived to write the discrete-time LTV system

δxi((k + 1)Tc) = Ai(k)δxi(kTc) +Bi(k)ui(kTc)/mi(kTc) (5.5)

with a sampling time Tc and assuming that ui(t) and mi(t) remain constant over each interval [kTc; (k+

1)Tc[. Given that electric propulsion is employed, which has very reduced propellant mass rates, the

constant mass approximation is very reasonable (as an example, the Hall effect thrusters considered

in the illustrative simulations in the sequel reach a mass rate of the order of 10−6 Kg/s at full throttle).

Henceforth, to alleviate the notation, the continuous time instant t = kTc is denoted by the discrete-time

index k. As an example, δxi(kTc) and ui(kTc) are denoted by δxi(k) and ui(k), respectively. For circular

nominal orbits and following the notation herein, the state transition matrix Ai(k) is given, according to
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[97], by

Ai(k) =



1 0 0 0 0 0

−Λ̄Tc 1 0 0 −4K̄Tc sin 2̄i 0

0 0 cos∆ω − sin∆ω 0 0

0 0 sin∆ω cos∆ω 0 0

0 0 0 0 1 0

7
2K̄Tc sin 2̄i 0 0 0 2K̄Tc sin

2 ī 1


and the convolution matrix Bi(k) by

Bi(k) =



2∆u
n̄āW̄

0 0

− Λ̄∆u2

n̄āW̄ 2
2∆u
n̄āW̄

Ψ2,3

2Ψ4,2 Ψ3,2 0

−2Ψ3,2 Ψ4,2 0

0 0 Ψ5,3

7
2
K̄∆u2 sin 2ī
n̄āW̄ 2 0 Ψ6,3


, (5.6)

where

Ψ2,3 :=
4K̄ sin 2̄i

n̄āW̄ 2
(cos(ūi(kTc + Tc))− cos(ūi(kTc)) + sin(ūi(kTc))∆u) ,

Ψ3,2 :=
cos(ūi(kTc + Tc))− cos(ūi(kTc) + C̄∆u)

n̄ā(1− C̄)W̄
,

Ψ4,2 :=
sin(ūi(kTc + Tc))− sin(ūi(kTc) + C̄∆u)

n̄ā(1− C̄)W̄
,

Ψ5,3 :=
sin(ūi(kTc + Tc))− sin(ūi(kTc))

n̄āW̄
,

Ψ6,3 := −
W̄+2K̄ sin2 ī

n̄āW̄ 2
(cos(ūi(kTc + Tc))− cos(ūi(kTc)))− 2K̄ sin2 ī sin(ūi(kTc))∆u/

(
n̄āW̄ 2

)
,

∆u := W̄Tc,

∆ω := K̄(5 cos2 ī− 1)Tc,

K̄ := (3/4)n̄R2⊕J2/ā
2,

Λ̄ := (3/2)n̄+ (7/2)K̄(3 cos2 ī− 1),

W̄ := n̄+ K̄(8 cos2 ī− 2), and

C̄ := K̄(5 cos2 ī− 1)/W̄ .

Note that Ai(k) is time-invariant and equal for all satellites, whereas Bi(k) is time-varying and depends

on the known nominal evolution of the mean argument of latitude. Thus, these matrices can be easily

predicted in Ti over a window of future time instants.
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5.2 Controller implementation

Now that the constellation has been modeled as an LTV system, the constellation orbit control prob-

lem has to be formulated as a RHC problem. In this work, in an attempt to reduce fuel consumption

and to follow the communication, computational, and memory constraints detailed in Section 2.2.3, a

control scheme is devised such that the satellites control their position relative to each other. On one

hand, the semi-major axis, eccentricity, and inclination of the orbit of each satellite may be controlled in

a decoupled fashion, thus an inertial tracking output component given by

zi,in(k) =


ai(k)− āi(k)

ex,i(k)− ēx,i(k)

ey,i(k)− ēy,i(k)

ii(k)− īi(k)

 =


āi(k)δai(k)

δex,i(k)

δey,i(k)

δii(k)


is considered for each satellite Si, which is not coupled with any other satellites. Note that driving zi,in(k)

to zero is equivalent to driving the semi-major axis, eccentricity, and inclination to their nominal values.

On the other hand, to maintain the shape of the constellation, δui(k) and δΩi(k) ought to be controlled

in relation to other satellites. To achieve a distributed solution, each satellite ought to be coupled with

only a small number of satellites, which does not scale with the number of satellites in the constellation.

Furthermore, the satellites with which Si is coupled should be in its proximity, which is more convenient

to establish communication links. Thus, it is considered that two satellites are coupled if they are within

a tracking range R of each other, i.e., ||pi − pj || ≤ R, up to a maximum of |D−|max satellites in D−
i . If

more than |D−|max − 1 satellites other than Si are within a tracking range of Si, only the |D−|max − 1

closest are considered. Since the nominal evolution of the constellation is known, it is easy to predict

the coupling topology over a window of future time instants. Let D−
i \ {i} =

{
ji1, . . . , j

i
|D−

i |−1

}
. Then the

relative tracking output component is given by

zi,rel(k) := col

(
zref
i,ji1

(k), . . . , zref
i,ji

|D−
i

|−1

(k)

)

with

zrefi,j (k) :=

 ui(k)− uj(k)− (ūi(k)− ūj(k))

Ωi(k)− Ωj(k)−
(
Ω̄i(k)− Ω̄j(k)

)


=

δui(k)−δuj(k)−(δΩi(k)−δΩj(k)) / tan ī
(δΩi(k)− δΩj(k)) / sin ī

 .
(5.7)

Thus, if G(k) contains a directed spanning tree, driving zrefi,j (k) to zero maintains the shape of the constel-

lation. It is interesting to point out that the definition of the relative tracking output (5.7) makes use of the

nominal constellation just to retrieve the nominal angular spacing in u and Ω between Si and Sj . Thus,

the actual position of the satellite is inevitably going to slowly drift away from the nominal constellation,
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while maintaining the desired shape. Defining the tracking output of Si as zi(k) := col(zi,rel(k), zi,in(k)),

it can be written as

zi(k) =
∑
p∈D−

i

Hi,p(k)δxp(k) (5.8)

with

Hi,p(k) :=



1|D−
i |×1 ⊗Hrel

Hin

 , p = i

−

lk ⊗Hrel

04×6

 , p = ji,k,

where

Hin :=


ā 0 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

 ,

and

Hrel :=

0 1 0 0 0 −1/ tan ī

0 0 0 0 0 1/ sin ī

 .
The tracking output weighting matrices Qi(k) are of the form

Qi(k) := diag
(
I|D−

i |−1 ⊗Qrel
i (k),Qin

i (k)
)
,

where Qrel
i (k) ∈ R2×2, Qin

i (k) ∈ R4×4, and Ri(k) ∈ R3×3 are defined in the sequel for the illustrative

constellation under study.

The evolution of the state of each satellite state is modeled by the LTV system (5.5) and the con-

stellation orbit control problem is formulated as the regulation of the tracking output (5.8). Thus, we are

in the conditions of applying the distributed and decentralized RHC method put forward in Chapter 4.

The tracking output coupling graph G(k) is time-varying, thus one has to follow Algorithm 2. A selection

rule based on the time-varying empirical loss analogous to (4.9) is employed, as detailed in Remark 4.2.

To avoid numerical problems, the procedures detailed in Remark 4.3 are employed. Considering the

convolution matrix as defined in (5.6), one obtains the feedback law

ui(k) = −mi(k)
∑

j∈D−
i (k)

Ki,j(k)δxj(k).

However, more often than not, the relative mean orbital elements are not readily available to each satel-

lite from on-board sensors or filters. It is more usual for each satellite to have access to its position

and velocity in a Cartesian coordinate system, which can be obtained making use of a global naviga-

tion satellite system (GNSS) receiver, for instance. Although it is easy to compute the relative mean

orbital elements from the mean orbital elements and nominal orbital elements according to (5.4), it is not
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straightforward to obtain the mean orbital elements from the Cartesian position and velocity. In fact, if

ones applies the Keplerian orbit transformation directly to the Cartesian position and velocity, one obtains

osculating orbital elements, which contain very significant short-period oscillations due to the Earth’s un-

even gravity field and other perturbations. For instance, in the conditions of the illustrative simulations

in the sequel, these oscillations lead to differences between osculating and mean orbital elements that

reach 6 km in the semi-major axis. If one neglected these differences, the controller feedback would

attempt to counteract these natural oscillations, thus wasting fuel and degrading tracking performance.

To aim for meter-level tracking accuracy and to reduce fuel consumption, a transformation inspired in

the one proposed in [98] is employed to account for the Earth’s uneven gravity field making use of the

spherical harmonic expansion up to a desired degree, which is the main source of these oscillations. An

open-source MATLAB implementation and thorough documentation of this transformation is made avail-

able in the osculating2mean toolbox at https://github.com/decenter2021/osculating2mean, which

is based on [99–101] and [102]. In the simulation results in the sequel, the Earth’s gravity field EGM96

spherical harmonic expansion [103] up to degree and order 12 is employed.

5.3 Illustrative mega-constellation and tuning

The illustrative mega-constellation of a single shell, inspired in the first shell of the Starlink constel-

lation, was chosen to assess the performance of the method devised in this thesis. In this section, the

illustrative mega-constellation is described and the parameters of the control solution are tuned. The

constellation is a Walker 53.0 deg : 1584/72/17. The phasing parameter of this Starlink shell is not pub-

licly available, so it was chosen according to [104] such that the minimum distance between satellites is

maximized. All satellites are assumed to be identical. The parameters that characterize the illustrative

constellation are presented in Table 5.1.
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Figure 5.1: Number of satellites within ISL range at 0 TDB seconds since J2000.

The evolution of the minimum, maximum, and average number of satellites within tracking output
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Table 5.1: Parameters of the constellation.

Configuration

Inclination (̄i) 53.0 deg

Number of satellites (T ) 1584

Number of orbital planes (P ) 72

Phasing parameter (F ) 17

Semi-major axis (ā) 6921.0 km

Eccentricity (ē) 0

Satellites

Initial mass 260 kg

Drag coefficient (CD) 2.2

Section area (A) 24.0 m2

Solar radiation pressure coefficient (CR) 1.2

Solar radiation pressure area (SRPA) 10.0 m2

Electric thrusters

Maximum thrust (Ct1) 0.068 N

Specific impulse (Isp) 1640.0 s

coupling range of each satellite of the constellation as a function of R, at 0 Dynamical Barycentric Time

(TDB) seconds since J2000, is depicted in Figure 5.1. A tracking output coupling range of R = 750 km

is considered. It allows for every satellite of the constellation to share a tracking output coupling with,

at least, another satellite at any time. The maximum in-neighborhood cardinality is set to |D−|max = 6,

which allows for each satellite to establish tracking output couplings with up to 5 other satellites. In

Figure 5.2 a snapshot of the projection of the position of each satellite of the constellation over the

Earth’s surface, as well as the tracking output couplings, at 0 TDB seconds since J2000 is shown. An

animation of the evolution of the ground track of the constellation and of the tracking output couplings

can be viewed in the website of the DECENTER Toolbox. It is interesting to note that, due to the higher

density of satellites at extreme latitudes, much more couplings are established. This fact allows for more

accurate control in these regions, which is desirable to avoid collisions.

The control discretization time is set to Tc = 10 s, which is small enough to achieve a good ap-

proximation of the continuous-time nonlinear dynamics model and large enough such that the control

input update frequency is attainable by the Hall effect thrusters. The tracking output coupling topology

varies greatly with time, thus the parameters H and d of the scheduling of the RHC distributed and

decentralized algorithm have to be tuned thoughtfully, according to the limitations and communication

requirements pointed out in Section 4.5. The interval of time between allowed communications is set to

Tt = 1 s, which is the period of GNSS signals and the sampling time of a filter relying on them. Due to

the curvature of the Earth and the low altitude of this LEO shell, the satellites quickly lose line-of-sight

between each other. Therefore, at a given time instant, communication between two satellites that are

coupled an interval of time later is not necessarily feasible. The approximate theoretical line-of-sight

range such that the ISL do not enter the atmosphere any lower than the Thermosphere is given by
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Figure 5.2: Snapshot of ground track and tracking output couplings of the simulated constellation at 0
TDB seconds since J2000.

RLOS = 2
√
ā2 − (R⊕ + 80 km)2 = 5, 014 km [105]. This range is supported by an ISL system, since

multiple laser ISLs of up to 4, 900 km have been reported between LEO satellites since 2008 [106]. To

evaluate the volatility of tracking couplings between satellites, a pair of satellites that establishes a track-

ing coupling in a particular time instant is chosen at random and then the positions of these satellites are

backtracked until they are out of line-of-sight range. This procedure is repeated several times. Figure 5.3

depicts an histogram of the interval of time that the pairs of satellites remained in line-of-sight range.

Figure 5.3: Intervals of time two satellites are in line-of-sight range before establishing a tracking cou-
pling.

Consider the computation of the RHC gains over a generic window {k, . . . , k +H − 1}, according to

the scheduling solution proposed in Section 4.5. The computation of this window starts at ts = kTc −

(H+2)Tt with the computation of the gains at its end, which corresponds to time instant te = kTc+HTc.
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If none of the satellites that are coupled at te are in line-of-sight at ts, then it is pointless to consider

such parameter H, since the restricted coupling neighborhood (4.11) of each satellite would not contain

any other satellites due to communication constraints. Notice that, in Figure 5.3, no pair of satellites

remained in line-of-sight range for more than ∆tmax = 1320 s. Therefore, the constraint

(H + 2)Tt +HTc < ∆tmax (5.9)

arises from this observation. Likewise, no restriction due to communication requirements can be en-

forced for the first d discrete time instants of each RHC finite-window, as concluded in Section 4.5. The

computation of the first d gains of the window starts at ts = kTc − (d+ 1)Tt with the computation of the

gain that corresponds to time instant te = kTc + dTc. To ensure that the communication requirements

are met, the satellites that are coupled at te must be in line-of-sight, at least, since ts. From Figure 5.3,

the minimum time for the maintenance of line-of-sight is ∆tmin = 360 s. Thus, the constraint

(d+ 1)Tt + Tcd < ∆tmin. (5.10)

arises from this observation. After algebraic manipulation of (5.9) and (5.10) and considering non-

overlapping computation windows, as described in Section 4.3, one obtains


H < (∆tmax − 2Tt)/(Tt + Tc)

d < (∆tmin − Tt)/(Tt + Tc)

d ≥ (H + 2)Tt/Tc

=


H < 120.7

d < 32.6

d ≥ 0.2 +H/10 .

The parameters H = 100 and d = 25 were chosen from the rather tight constraints above. Note that

these are still valid even if Tt is doubled.

The weighting matrices Qrel
i (k) ∈ R2×2, Qin

i (k) ∈ R4×4, and Ri(k) ∈ R3×3 were adjusted empirically

and set to Qrel
i (k) = (1/10−4)2I, Qin

i (k) = diag(1/(ā10−4)2), 1/(0.5× 10−2)2I2, 1/(10
−2)2), and Ri(k) =

(1/Ct1)
2I2.

5.4 Simulation results

In this section, the simulation results are presented for the aforementioned illustrative mega-constellation.

A realistic nonlinear numerical simulation was computed making use of the high-fidelity TU Delft Astro-

dynamic Toolbox1 (TUDAT) [107]. The orbit propagation of the satellites of the constellation makes use

of NASA’s SPICE ephemerides, and accounts for several perturbations:

1. Earth’s gravity field EGM96 spherical harmonic expansion [103] up to degree and order 24;

2. Atmospheric drag NRLMSISE-00 model [108], assuming constant drag coefficient and section

area;
1TUDAT documentation available at https://docs.tudat.space/ and source code at https://github.com/tudat-team/tudat-bundle/.
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3. Cannon ball solar radiation pressure, assuming constant reflectivity coefficient and radiation area;

4. Third-body perturbations of the Sun, Moon, Venus, Mars, and Jupiter.

The numerical propagation is assured by a fourth-order Runge-Kutta integration method with fixed step-

size of Tc = 10 s. The feedback control law computation is carried out in MATLAB. To implement

the thrust feedback interface between TUDAT and MATLAB the tudat-matlab-thrust-feedback pack-

age, made available at https://github.com/decenter2021/tudat-matlab-thrust-feedback, is em-

ployed. A scheme of the simulation environment is depicted in Figure 5.4.

Figure 5.4: Scheme of the simulation environment.

Note that, for this single shell, the concatenation of the states of every satellite amounts to 6×1584 =

9504 states, which is the dimension of the global system of an equivalent centralized framework. Thus,

the implementation of a centralized control algorithm would require performing computations, in real-

time, with very large dimension matrices. For instance, matrix P(τ), which is non-sparse in general,

would amount to 722.6×106 bytes in double precision. Moreover, in a centralized framework, there would

have to be all-to-all communication of large amounts of data over long distances via the MCC, which is

achieved by several ground stations scattered across the Earth. On top of that, in areas where it may

not be possible to ensure a direct link with a ground station, the information must flow through a path of

satellites to an available ground station, thereby putting a lot of pressure on the communication system

of the satellites. As a result, the intensive real-time global computations and sheer communication

requirements render an equivalent centralized framework inviable.

A simulation of the mega-constellation during 12 orbital periods is carried out. An anchor for the

nominal constellation is computed at 0 TDB seconds since J2000, according to (5.3). The anchor is

not updated during the simulation. The evolution of the mean absolute error (MAE) in the semi-major

axis, eccentricity, and inclination is depicted in Figures 5.5(a) and 5.5(b). To evaluate the performance

of the relative tracking between the satellites, the mean argument of latitude error, eui
(k), and lon-

gitude of ascending node error, eΩi
(k), are defined for each satellite i. Consider an instantaneous

hypothetical anchor, computed according to (5.3), for each time instant k. These errors are defined as
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eui
(k) := ui(k) − ūi(k) and eΩi

(k) := Ωi(k) − Ω̄i(k), where ūi(k) and Ω̄i(k) are computed according to

(5.2) making use of the aforementioned instantaneous hypothetical anchor for time instant k. It is very

important to remark that these anchors are only employed for performance assessment purposes in a

post-processing step, they are not involved in the control law in any way. The evolution of the MAE of

the mean argument of latitude and longitude of ascending node is depicted in Figure 5.5(c). The steady-

state MAE, obtained by averaging the MAE of the last three orbital periods of the simulation, is depicted

in Table 5.2.

Table 5.2: Steady-state MAE.

a− ā (m) e i− ī (rad) āeui
(m) āeΩi

(m)

Steady-state MAE 2.887 5.554× 10−4 2.450× 10−4 4.253 3.582

First, it is visible that the satellites of the constellation are successfully driven to their nominal semi-

major axis and relative separations, despite the large initial errors. Second, although the method pro-

posed in this thesis is designed for LTV systems under very strict communication, computational, and

memory limitations, it is able to perform well in a network of systems with nonlinear dynamics. Third, in

this simulation there was no need to update the anchor, confirming that its update period is large enough

to allow for either a centralized or distributed computation. Fourth, it is visible in Table 5.2 that this so-

lution reaches meter-level accuracy, not only for the semi-major axis, but also for the relative tracking

components.

It is also interesting to analyze the evolution of a single satellite. Figures 5.6(a) and 5.6(b) show the

evolution of the semi-major axis, eccentricity, and inclination tracking errors and Figure 5.6(c) depicts

the evolution of the components of the control input, all for satellite 1. It is possible to notice that there is

a steady-state error in the eccentricity and inclination tracking, but it is not significant. Figure 5.7 shows

the trajectory of the mean argument of latitude and longitude of ascending node relative tracking errors.

It is very interesting to remark that, for initial kilometer-level relative tracking errors, the proposed solution

successfully drives and maintains the shape of the constellation with meter-level accuracy, as seen in

Figure 5.7.

69



0 2 4 6 8 10 12

0

200

400

600

800

1000

1200

1400

1600

1800

8 8.5 9 9.5 10 10.5 11 11.5 12

0

5

(a) Semi-major axis.

0 2 4 6 8 10 12

0

1

2

3

4

5

10
-4

(b) Eccentricity and inclination.

0 2 4 6 8 10 12

0

0.5

1

1.5

2

2.5

3

3.5

4
10

-3

8 8.5 9 9.5 10 10.5 11 11.5 12

0

0.5

1

1.5

10
-6

(c) Mean argument of latitude and longitude of ascending node.

Figure 5.5: Evolution of the MAE.
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Chapter 6

Conclusions

Applications of very large-scale systems can no longer be ignored as a business opportunity by

the industry nor as a natural shift towards efficiency, reliability, and scalability. They have potential

for unprecedented societal impact in fields ranging from efficient large-scale distribution of electrical

power to low-latency global broadband connectivity. Nevertheless, the transition from conceptualization

to deployment of these emerging very large-scale tasks is hampered by severe technical challenges.

Indeed, the economical viability of these ventures is doomed unless control algorithms that abide by

these challenges are developed. Comparing the state-of-the-art solutions with the requirements befitting

such very large-scale, it is clear that there is a void that needs to be addressed to enable these ground-

breaking innovations.

First, it was possible to formulate the decentralized control problem globally in a RHC framework,

modeling the limited communication of the decentralized scheme as a sparsity constraint on the global

feedback gain. The implementation feasibility constraints on a very large-scale are modeled as bounds

on the asymptotic growth rate of computational, memory, and communication resources with the dimen-

sion of the network.

Second, it was possible to conclude that the necessary conditions for a minimum of the decentralized

RHC optimal synthesis problem, disregarding in a first instance the large-scale feasibility constraints,

depend on the initial global state of the network, which is not available in a decentralized framework. A

convex relaxation procedure is proposed to approximate the optimal solution of the synthesis problem

without full knowledge of the state of the network. The control synthesis procedure that is obtained

from the relaxation can be computed in closed-form. Moreover, a tracking solution is developed as well,

building on the regulator results. Both regulator and tracker methods are validated resorting to a large-

scale numeric simulation and experimental results of networks of interconnected tanks. Even though

the system is nonlinear and the control inputs are subject to hard constraints, none of which were taken

into account in the design of the decentralized controller, the proposed solution drives the output of the

system to the reference signal, yielding very good performance.

Third, a distributed and decentralized control solution was successfully devised for the particular

case of decoupled dynamics, building on the proposed convex relaxation procedure. It is shown that
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a thoughtfully devised approximation allows to decouple the relaxed global synthesis procedure and to

distribute the computations across the systems. A scheduling procedure for the computations is also

put forward. This algorithm: i) is devised to account for communication and computation delays; ii) only

requires local communication; and iii) ensures that the computational and memory requirements in each

system do not scale with the dimension of the network. These requirements are in line with the large-

scale implementation feasibility constraints. This is the main contribution of this thesis, since it enables

the use of distributed control algorithms in applications of large-scale networks with unprecedented

societal impact.

Fourth, the distributed decentralized control solution is applied to the orbit control problem of LEO

mega-constellations. The LEO mega-constellation ventures that aim at providing low-latency global

broadband connectivity are doomed to be economically inviable, unless suitable distributed and decen-

tralized on-board TT&C solutions are employed. These are very large-scale networks of decoupled sys-

tems with nonlinear dynamics with a common control objective of maintaining the constellation shape.

The control problem is formulated relying on a set of relative orbital elements, which allowed to write

the shape-keeping task as a coupled sparse tracking output regulation problem. The proposed method

shows promising performance for the orbit control problem of a shell of the Starlink mega-constellation.

Fifth, emphasis is put into the transparency and reproducibility of the results presented in this thesis.

Indeed, the implementation of the methods put forward in this work, the source-code of all simulation

examples, and the details of the experimental apparatus are available in well documented open-source

repositories.

6.1 Future Work

Great strides still have to be made to further develop the subject of this thesis. Although a scalable

well-performing distributed and decentralized solution has been developed, there is still a lot of room for

improvement. Future research endeavors should address:

• The development of a distributed and decentralized solution for: i) coupled dynamics and de-

coupled tracking outputs and ii) coupled dynamics and tracking outputs, building on the one-step

relaxation;

• An event-triggered actuation scheme to reduce the fuel consumption in the application to the LEO

mega-constellation;

• The comparison in terms of tracking performance and fuel consumption with the bounding-box

method;

• A LEO mega-constellation with multiple shells.
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Appendix A

Proofs

A.1 Proof of Theorem 3.1

The proof of the result follows the Lagrange-multiplier approach detailed, for instance, in [109]. The

goal of using this approach is to ease the inclusion of the constraints of (2.6), which allows to write (2.6)

as an unconstrained optimization problem. Writing an augmented performance index, J ′(k), that takes

into account the linear feedback action (2.4), as well as the state equation (2.2), yields

J ′(k) = xT (k+H)HT (k+H)Q(k+H)H(k+H)x(k+H)

+

k+H−1∑
τ=k

xT (τ)
(
HT (τ)Q(τ)H(τ) +KT (τ)R(τ)K(τ)

)
x(τ)

+

k+H−1∑
τ=k

λT (τ + 1) [(A(τ)−B(τ)K(τ))x(τ)− x(τ + 1)] ,

(A.1)

where λ(τ+1) ∈ Rn is the Lagrange-multiplier associated with each of the constraints that arise from the

state equation. The augmented performance index (A.1) is often written, for convenience, as a function

of the Hamiltonian, defined, in this case, as

H ′(τ) = xT (τ)
(
HT (τ)Q(τ)H(τ) +KT (τ)R(τ)K(τ)

)
x(τ) + λT (τ + 1) (A(τ)−B(τ)K(τ))x(τ) ,

which yields

J ′(k) = xT (k +H)HT (k +H)Q(k +H)H(k +H)x(k +H)− λT (k +H)x(k +H)

+H ′(k) +

k+H−1∑
τ=k+1

(
H ′(τ)− λT (τ)x(τ)

)
.

(A.2)
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Taking the differential of the augmented performance index (A.2), one obtains

dJ ′(k) =
(
2HT (k +H)Q(k +H)H(k +H)x(k +H)− λ(k +H)

)T
dx(k +H)

+

k+H∑
τ=k+1

(
∂H ′(τ − 1)

∂λ(τ)
− x(τ)

)T
dλ(τ) +

(
∂H ′(k)

∂vec (K(k))

)T
dvec (K(k))

+

(
∂H ′(k)

∂x(k)

)T
dx(k) +

k+H−1∑
τ=k+1

[(
∂H ′(τ)

∂vec (K(τ))

)T
dvec (K(τ)) +

(
∂H ′(τ)

∂x(τ)
− λ(τ)

)T
dx(τ)

]
.

(A.3)

Define the set χ of integer pairs of the form (j, i) to index the non-zero entries of K(k) as

(j, i) ∈ χ if [EGc
]ji ̸= 0

(j, i) /∈ χ otherwise
, j = 1, ...,m, i = 1, ..., n . (A.4)

The necessary conditions for the constrained minimum follow from (A.3) and from the sparsity con-

straint. For a fixed initial state x(k) and free final state x(k +H), the constrained minimum requires that

dJ ′(k) = 0 holds for any: i) dx(τ), with τ = k + 1, ..., k + H; ii) dλ(τ), with τ = k + 1, ..., k + H; and

iii) [dK(τ)]ji, with τ = k, ..., k +H − 1 and (j, i) ∈ χ. Hence, it follows that

x(τ + 1) =
∂H ′(τ)

∂λ(τ + 1)
, τ = k, ..., k +H − 1 , (A.5a)

λ(τ) =
∂H ′(τ)

∂x(τ)
, τ = k + 1, ..., k +H − 1 , (A.5b)[

∂H ′(τ)

∂K(τ)

]
ji

= 0 , τ = k, ..., k +H − 1, (j, i) ∈ χ , (A.5c)

[K(τ)]ji = 0 , τ = k, ..., k +H − 1, (j, i) /∈ χ , (A.5d)

and

λ(k +H) = 2HT (k +H)Q(k +H)H(k +H)x(k +H). (A.5e)

Above, (A.5a) is the state equation, (A.5b) is the costate equation, (A.5c) is the stationary condition,

(A.5d) is the sparsity constraint, and (A.5e) is the boundary condition. It is interesting to remark the

usefulness of the Hamiltonian function, which allows to write the constraints of the optimization problem

as neat identities involving its partial derivatives. As the form of the boundary condition suggests, the

Lagrage-multipliers can possibly be written as λ(τ) = 2P(τ)x(τ), where P(τ) is a symmetric positive

semidefinite matrix. In that case, from the boundary condition (A.5e), it follows that

P(k +H) = HT (k +H)Q(k +H)H(k +H). (A.6)

In fact, making use of the costate equation (A.5b), this hypothesis yields

P(τ)x(τ) =
(
HT (τ)Q(τ)H(τ) +KT (τ)R(τ)K(τ)

)
x(τ) + (A(τ)−B(τ)K(τ))

T
P(τ + 1)x(τ + 1),
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τ = k, . . . , k +H − 1, which holds for every x(τ) if and only if

P(τ) = HT (τ)Q(τ)H(τ)+KT (τ)R(τ)K(τ)+(A(τ)−B(τ)K(τ))
T
P(τ +1) (A(τ)−B(τ)K(τ)) . (A.7)

For this reason, the hypothesis (3.4) on the form of the Lagrange multipliers, λ(τ) = 2P(τ)x(τ), is valid,

and P(τ) is given by the recursive closed-form expression (3.2). Making use of (A.5c), and using also

the closed-loop system dynamics

x(τ + 1) = (A(τ)−B(τ)K(τ))x(τ) , (A.8)

one can write

[
R(τ)K(τ)x(τ)xT (τ)−BT (τ)P(τ + 1) (A(τ)−B(τ)K(τ))x(τ)xT (τ)

]
ji
= 0 , (A.9)

for all (j, i) ∈ χ and τ = k, . . . k+H−1. Finally, (3.1) follows immediately from (A.9) and (A.5d). One can

also prove (3.4) by induction. Consider τ = k+H. Note that Vk(k+H) = xT (k+H)P(k+H)x(k+H),

which follows directly from (A.6). Now consider a generic τ . It follows from (3.5), the command action

(2.4), and the global dynamics (2.2) that

Vk(τ) = Vk(τ + 1) + xT (τ)
(
HT (τ)Q(τ)H(τ) +KT (τ)R(τ)K(τ)

)
x(τ). (A.10)

Substituting the inductive hypothesis (3.4) in (A.10) and making use of the closed-loop system dynamics

(A.8) yields

Vk(τ) = xT (τ)
(
HT (τ)Q(τ)H(τ) +KT (τ)R(τ)K(τ)

)
x(τ)

+ xT (τ)
(
(A(τ)−B(τ)K(τ))

T
P(τ + 1) (A(τ)−B(τ)K(τ))

)
x(τ) ,

which by comparison with (A.7) concludes the proof by induction.

A.2 Alternative proof of Theorem 3.1

Consider the cost-to-go defined in (3.5). To make use of the optimality principle, on which dynamic

programming is based, assume that the optimal cost-to-go at time instant τ + 1, V ⋆k (τ + 1), is known.

Note that such optimal cost-to-go depends on the state of the system at time instant τ + 1, x(τ + 1).

Therefore to put emphasis on this dependence, it is represented henceforth by V ⋆k (τ + 1,x(τ + 1)). By

the definition of the cost-to-go in (3.5), one can write

Vk(τ,x(τ)) = xT (τ)HT (τ)Q(τ)H(τ)x(τ) + uT (τ)R(τ)u(τ) + Vk (τ + 1,A(τ)x(τ) +B(τ)u(τ)) . (A.11)
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Applying the principle of optimality [110, Proposition 1.3.1] to (A.11) yields

V ⋆k (τ,x(τ)) = min
K(s)∈Sparse(EGc )
s=τ,...,k+H−1

Vk(τ,x(τ))

= min
K(τ)∈Sparse(EGc )

uT (τ)R(τ)u(τ) + min
K(s)∈Sparse(EGc )
s=τ+1,...,k+H−1

Vk (τ + 1,A(τ)x(τ) +B(τ)u(τ))


+ xT (τ)HT (τ)Q(τ)H(τ)x(τ).

Given that J(k) = Vk(k), the decentralized problem (2.6) can be written as H optimization problems,

one for each gain of the finite window,

min
K(τ)∈Sparse(EGc )

(
uT (τ)R(τ)u(τ) + V ⋆k (τ + 1,A(τ)x(τ) +B(τ)u(τ))

)
, (A.12)

τ = k, . . . , k +H − 1. Making use of the closed-loop system dynamics (A.8), as well as of (3.4), which

was proved in Section A.1 independently of the Lagrange multiplier approach, one can rewrite (A.12) as

min
K(τ)∈Sparse(EGc )

[
xT (τ)

(
KT (τ)R(τ)K(τ)+(A(τ)−B(τ)K(τ))TP(τ+1)(A(τ)−B(τ)K(τ))

)
x(τ)

]
. (A.13)

Note that P(τ +1) does not depend on K(τ), thus, it is possible to solve (A.13) for each K(τ) backward

in time. Taking the derivative of the objective function of (A.13) w.r.t. the unconstrained entries of K(τ)

yields [
R(τ)K(τ)x(τ)xT (τ)−BT (τ)P(τ + 1) (A(τ)−B(τ)K(τ))x(τ)xT (τ)

]
ji
= 0 , (A.14)

for all (j, i) ∈ χ, where the set χ is defined as in (A.4), and τ = k, . . . k + H − 1. Note that (A.14) is

analogous to the constrained condition on each gain in (A.9) that arises using the Lagrange multiplier

approach. Finally, (3.1) follows immediately from (A.14) and the sparsity constraint K(k) ∈ Sparse(EGc).

A.3 Proof of Theorem 3.2

The result is proved by induction. Consider τ = k. Note that at the beginning of the finite window

x(k) = xc(k). Consider, now, a generic time instant τ + 1. The input u(τ) follows u(τ) = K(τ)x(τ),

where K(τ) ∈ Sparse(EGc
). By induction hypothesis, it follows that it can be written as u(τ) = K(τ)xc(τ)

in vector form, and as

[u(τ)]i = [K(τ)xc(τ)]i =
∑

j∈cD−
i

[K(τ)]ij [xc(τ)]j ,

for each component. Consider, now, each component of index i. If [uc(τ)]i = 0, then, by appropriate

choice of [K(τ)]ij with j ∈ cD−
i , it is possible to attain [u(τ)]i = [uc(τ)]i. Due to the hypothesis that

i ∈ cD−
i ∀i ∈ Vc, then cD−

i ̸= ∅. Furthermore, due to the hypothesis (3.6), if [uc(τ)]i ̸= 0, it follows that

at least one component [xc(τ)]j , with j ∈ cD−
i , is non-null. Thus, by appropriate choice of [K(τ)]ij with

j ∈ cD−
i , it is possible to attain [u(τ)]i = [uc(τ)]i. Given that by the inductive hypothesis x(τ) = xc(τ)
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and that there exists K(τ) ∈ Sparse(EGc
) so that u(τ) = uc(τ), it follows that x(τ + 1) = xc(τ + 1), thus

completing the proof.

A.4 Proof of Theorem 3.3

Applying the one-step relaxation to the necessary conditions of a constrained minimum of (2.6) given

by (3.1) yields (3.7). Taking the transpose of (3.7) yields


[
KT (τ)S(τ)−AT (τ)P(τ + 1)B(τ)

]
ij
= 0, [ETGc

]ij ̸= 0

[KT (τ)]ij = 0, [ETGc
]ij = 0

, τ = k, . . . , k + T − 1. (A.15)

Note that (A.15) has the same form, for the transpose of the gain, as the equation that arises in the

LTI formulation of the one-step method for the decentralized estimation problem, put forward in [111,

Theorem 4.1]. The closed-form solution (3.8) follows from that result.

A.5 Proof of Theorem 3.4

The optimization problems (3.9) are solved backward in time making use of the recurrence (3.2)

to compute P(τ), similarly to the procedure to compute the one-step gains according to Theorem 3.3,

which is outlined in Remark 3.3. Thus, the result is proved by showing that, for a known P(τ + 1), (3.9)

and (3.8) are equivalent. For a time instant τ , P(τ) is given by (3.2). Taking the derivative of its trace

with respect to K(τ) yields

∂

∂K(τ)
tr(P(τ)) = −2BT (τ)P(τ + 1)A(τ) + 2S(τ)K(τ) . (A.16)

Define χ to index the non-zero entries of EGc as in (A.4). Equaling the nonzero entries (i, j) ∈ χ of

(A.16) to zero and introducing the sparsity constraint on the gain matrix yields (3.7). The solution to

optimization problem (3.9) is, thus, given by (3.8).

A.6 Proof of Theorem 3.5

The following derivation makes use of the Lagrange multiplier approach. The Lagrangian function of

the optimization problem can be written as

L(k) = 1

2

k+H−1∑
τ=k

(x̄(τ+1)− x̄(τ)−B(τ)ua(τ))
T
HT (τ+1)H(τ+1) (x̄(τ+1)− x̄(τ)−B(τ)ua(τ))

+

k+H∑
τ=k

(
λT (τ) ((A(τ)− I) x̄(τ) +B(τ)ū(τ)) + γT (τ) (H(τ)x̄(τ)− r(τ))

)
.

(A.17)
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The necessary conditions for the constrained minimum follow from (A.17)

∂L(k)
∂λ(τ)

= (A(τ)− I) x̄(τ) +B(τ)ū(τ) = 0 , τ = k, . . . , k +H ,

∂L(k)
∂γ(τ)

= H(τ)x̄(τ)− r(τ) = 0 , τ = k, . . . , k +H ,

∂L(k)
∂x̄(k)

= HT (k+1)H(k+1)x̄(k)−HT (k+1)H(k+1)x̄(k+1)+HT (k+1)H(k+1)B(k)ua(k)

+(A(k)−I)Tλ(k)+HT (k)γ(k) = 0,

∂L(k)
∂x̄(τ)

= HT (τ)H(τ)x̄(τ)+HT (τ+1)H(τ+1)x̄(τ)−HT (τ + 1)H(τ + 1)x̄(τ+1)−HT (τ)H(τ)x̄(τ−1)

+HT (τ+1)H(τ+1)B(τ)ua(τ)−HT (τ)H(τ)B(τ−1)ua(τ−1)+(A(τ)−I)Tλ(τ)

+HT (τ)γ(τ) = 0, τ = k + 1, . . . , k +H − 1 ,

∂L(k)
∂x̄(k+H)

= HT (k+H)H(k+H)x̄(k+H)−HT (k+H)H(k+H)x̄(k+H−1)

−HT (k+H)H(k+H)B(k+H−1)ua(k+H−1)+(A(k+H)−I)Tλ(k+H)

+HT (k+H)γ(k+H) = 0,

∂L(k)
∂ū(τ)

= BT (τ)λ(τ) = 0 , τ = k, . . . , k +H ,

∂L(k)
∂ua(τ)

= BT (τ)HT (τ + 1)H(τ + 1)B(τ)ua(τ)−BT (τ)HT (τ+1)H(τ+1)x̄(τ+1)

+BT (τ)HT (τ+1)H(τ+1)x̄(τ) = 0 , τ = k, . . . , k +H − 1 ,

which can be written has the system of linear equations (3.16). As shown in Section 3.2, the linear

equality constraint (3.10) has, at least, one solution (x̄(τ), ū(τ)). Furthermore, let fk denote the objective

function of the optimization problem, i.e., fk :=
∑k+H−1
τ=k d(τ)THT (τ + 1)H(τ + 1)d(τ). Note that fk

features positive semidefinite matrices HT (τ)H(τ), for τ = k+1, . . . , k+H, since H(τ) has full rank for

τ ∈ N0. For that reason, there is at least one global constrained minimum for the minimization problem

(3.15). Thus, at least one of the solutions to (3.16) corresponds to the global minimum.

Let p be the dimension and {v1, . . . ,vp} a basis of the null space of matrix G. The solutions to (3.16)

are of the form

χ̄⋆ = χ̄∗ +

p∑
i=1

tivi ,

where χ̄∗ is a particular solution and t1, . . . , tp ∈ R. All the solutions to (3.16) are critical points, i.e.,

∂fk
∂χ̄

∣∣∣∣
χ̄=χ̄⋆

= 0 .

Therefore, using the chain rule,

∂fk
∂ti

=
∂fk
∂χ̄

∣∣∣∣
χ̄=χ̄⋆

· ∂χ̄
∂ti

= 0 · vi = 0 ,

for i = 1, . . . , p. Hold every tj constant, with j ∈ {1, . . . , p}\{i}. Then, given that fk is continuous and
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differentiable for ti ∈ R, fk is constant over the set of solutions to (3.16), one of which is the global

minimum. Therefore all of the solutions to (3.16) achieve global optimality.
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