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A B S T R A C T

The time evolution of the CO2 dissociation fraction in pulsed discharges is studied through kinetic modeling. The
simulations are compared against experimental data obtained in pulsed DC glow and radio-frequency discharges,
operated with currents of about 40 mA and powers of 40 W, sustained under low gas pressures (< 600 Pa). The
model is used to analyse the experimental trends associated with different pulsed configurations, namely differ-
ent combinations of pulse duration and delay between pulses. The results validate the chemical module used in
this work and reveal the importance of electronically excited states, in particular CO(a3Π), to describe the evolu-
tion of CO2(X1Σ+) and CO(X1Σg+) densities. In particular, it is shown that CO(a3Π) can promote CO2 formation
for increasing concentrations of O2 due to bimolecular reactions such as CO(a3Π) + O2(X3Σg−) → CO2(X1Σ+) +
O(3P). At the same time, for low concentration of O2 the CO2 dissociation fraction can be stimulated through
CO(a3Π) + CO2(X1Σ +) → 2CO(X1Σg+) + O(3P). It is also found that the pulse parameters influence the concen-
tration of O2(X3Σg−) by favouring or limiting oxygen atomic recombination during the afterglow. Overall, this
work addresses reaction mechanisms often overlooked in the CO2 plasma-based reforming literature, while con-
firming that electronically excited states play a key role in describing the dissociation fraction in CO2 plasmas op-
erated under low pressure conditions.

1. Introduction

The goal of zero net emissions by 2050 [1] requires new technolo-
gies capable of solving the unpredictable nature of renewable energy
sources. One promising and environmentally friendly solution relies on
CO2 recycling towards high-energy-density chemicals, using the excess
of renewable power along the transformation process [2]. To this pur-
pose, plasma technology has gained much attention due to its potential
to activate CO2 at reduced energy cost while exciting molecular vibra-
tions to overcome the dissociation barrier [3]. Combining plasma reac-
tors with an efficient reduction of CO2 would allow the conversion of
electricity into chemical potential energy, leading to the decarboniza-
tion of energy sectors and the production of fuels in remote locations
where renewable energy access is optimal [4]. Several research groups
are currently investigating what can be the maximally achievable en-
ergy efficiency associated with the CO2 plasma-based reduction. Some
recent experimental studies are based on: (i) thermally driven dissocia-
tion, using high-power microwave discharges that significantly heat the
background gas in the range of 2000−4000 K [5], (ii) nanosecond

repetitively pulsed discharges, using different plasma pulse sequences
to improve the conversion [6], (iii) dielectric barrier discharges, com-
bining the gas flow with sorbents to induce CO2 capture and conversion
[7] and (iv) arc plasma technology with optimized geometry to en-
hance conversion process [8]. Many other research works are discussed
in recent reviews related to the topic of CO2 plasma-based reduction
(see e.g. [9,10]).

Despite recent progress on this research topic, plasma applications
for large-scale fuel production are not yet viable and many important
challenges remain to be solved. First, the role of vibrational excitation
and thermal mechanisms of CO2 dissociation still need to be clarified.
To the best of our knowledge, the energy efficiency values of about 90
% obtained through supersonic gas flow conditions claimed in [3] re-
main to be experimentally reproduced. Such high energy-efficiency val-
ues require an optimized transfer of electron energy towards CO2 vibra-
tions and appropriate control of the gas dynamics [11]. The highest en-
ergy efficiency values recently reported are around 50–60 % [9]. Sec-
ond, further research is required in the domain of CO2 conversion
through power modulation and plasma catalysis. Investigation needs to
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progress towards a better understanding of pulsing optimization for
CO2 conversion, while investigating new catalyst activation methods
[12]. Finally, and given the necessity to separate decomposition prod-
ucts from the initial CO2 mixture, research also needs to advance to-
wards the development of separation processes, specifically designed to
plasma technology applications. In relation to this topic, there is an in-
creasing interest on mixed ion electron conducting membranes [13]
and plasma electrochemical interaction using solid oxide cell technol-
ogy [14]. Understanding the synergy between the plasma and the mem-
brane surface to optimize operating temperatures and conversion ratios
remains an open challenge and is a priority on the way to reach eco-
nomic goals [15].

In addition to experimental studies, the scaling of laboratory
processes towards industrial scales requires comprehensive numerical
modeling, specifically dedicated to the study of the CO2 plasma chem-
istry. The N-PRiME group in Lisbon has been actively contributing to
this effort. In particular, and given the necessity to describe various
plasma kinetics of CO2 plasmas and CO2 conversion under different ex-
perimental conditions, previous modelling research works were focused
on: (i) electron-neutral scattering cross sections for CO2 [16] and CO
[17], (ii) relaxation of CO2 vibrationally excited levels [18] (iii) transfer
of electron energy towards CO2 vibrations [19] (iv) influence of N2 on
the CO2 dissociation yield and vibrational distribution functions [20],
(v) gas heating in the afterglow of pulsed CO2 discharges [21], (vi) reac-
tion mechanisms responsible for the formation of CO2 dissociation
products [22] and (vii) CO2 dissociation under Martian environment for
oxygen production [23,24]. These efforts were always accompanied by
comparison of the modelling results against experimental data obtained
by research groups in Paris and Eindhoven, using DC glow discharges
(plasmas sustained by high voltages inside a pair of electrodes) and ad-
vanced plasma diagnostics, namely Fourier Transform infra-red absorp-
tion spectroscopy [25] and optical emission spectroscopy [26]. Despite
the low energy efficiency and moderately low CO2 dissociation fraction
values typically associated with DC glow discharges, these plasma
sources constitute ideal systems for fundamental studies given their
simple geometry and homogeneity of its positive column. These fea-
tures facilitate the study of CO2 plasmas through the use of volume av-
erage 0D self-consistent kinetic models to account for its very complex
kinetics.

This paper presents a modelling investigation aimed at studying the
influence of electronically excited states on the dissociation fraction of
CO2 plasmas. While the contribution of vibrationally excited CO2 to the
dissociation fraction has been largely discussed in literature (see e.g.
[27–29]), the role of electronically excited states is often overlooked.
These states can play an important role in the kinetics of CO2 discharges
under low-pressure conditions or when electronic excitation is the dom-
inant mechanism of dissociation due to high values of reduced electric
fields (see e.g. [30,31]). The modelling results are compared against ex-
perimental data obtained in the so-called building-up experiments
[32,33]. These experiments, performed under static conditions (no gas
flow), are particularly relevant to investigate the influence of heavy
particle reactions on CO2 conversion. Capitalizing on these experimen-
tal studies, we develop a model to simulate pulsed CO2 discharges and
quantify the role of electronic excited states. The next section details
the experimental campaign, along with a short summary and descrip-
tion of the main experimental results and trends found. The third sec-
tion provides an overview of the plasma model and approximations
considered. We present modelling results obtained under continuous
plasma operation and discuss the creation and loss mechanisms that
lead to the formation of various species in the plasma. In the fourth sec-
tion, we compare modeling results against experimental data obtained
in building-up experiments, while discussing and interpreting the
model assumptions to describe the CO2 dissociation fraction and the
different trends related to different pulse parameters. The concluding
remarks are given in section 5.

2. Brief overview of the building-up experiment

Building-up experiments were performed in CO2 pulsed DC glow
discharges [32] and pulsed capacitively-coupled radio frequency dis-
charges [33], and consisted of consecutive trains of plasma pulses, sus-
tained under static conditions with a closed reactor and without gas
flow. These features enable to remove the influence of the residence
time while studying the influence of processes with different character-
istic times during the active phase and afterglow of the plasma pulse.
Gas pressures were typically varied between 133.3 and 666.6 Pa (1 and
5 Torr), while currents ranged from 20 to 40 mA in the case of pulsed
DC glow discharges and powers were varied between 40 and 80 W in
the case of the pulsed capacitively-coupled radio frequency discharges.
Both discharges were ignited in cylindrical Pyrex tubes with 2 cm inner
diameter and 23 cm length. The time evolution of the rotational/vibra-
tional temperatures and species concentrations were monitored during
the plasma pulses with a Fourier Transform infra-red (FTIR) spectrome-
ter (Bruker, Vertex 70) with a spectral resolution of 0.2 cm−1. Special
attention was given to the measurement of the CO2 dissociation frac-
tion, represented by the parameter :

(1)

where and are the gas phase concentrations of CO and
CO2, respectively. More details about the experimental setup, proce-
dure and plasma diagnostics used can be found in the original experi-
mental references [32,33].

2.1. Notation

Trains of plasma pulses in the building-up experiments [32,33] are
defined by the total number of trains (Ntr), the number of pulses per
train (Np), the pulse duration ON time (tpON) and the delay between con-
secutive plasma pulses (tpOFF). From these quantities, we can define the
total plasma ON time per train of plasma pulses, i.e., ttrON = Np⋅ tpON,
the total plasma OFF time per train of plasma pulses, ttrOFF = Np⋅ tpOFF

and the total plasma ON time in the experiment, TON = Ntr⋅ ttrON. These
quantities are schematically represented in Fig. 1. Typical series of
plasma pulses with a total number of trains Ntr = 500 lead to a total ex-
periment time of around 17 min for each condition. Note that after
every train of plasma pulses an infrared absorption measurement is ac-
quired with the gas in thermal equilibrium. The total measurement time
is 2 s. This value includes the time the FTIR waits for the ignition of the
train of plasma pulses and the time required by the mirror of the FTIR to
scan the whole wavelength range.

2.2. Overview of the main results

The measurements in the building up experiments [32,33] revealed
the following general trend for the CO2 dissociation fraction: linear evo-

Fig. 1. Generic pulse plasma diagram used during the FTIR measurement in the
building-up experiments.
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lution with the plasma ON time TON until about 0.5−1 s, followed by a
steady-state equilibrium (plateau) towards long plasma ON times. Fig.
2 shows typical results of the dissociation fraction, experimentally ob-
tained in pulsed DC glow discharge for different pressure values (133.3
and 533.3 Pa) with a discharge current of 40 mA. In this example, the
train configuration consists of 10 pulses per train (Np = 10) leading to
a total plasma ON per train of 50 ms, and after 500 trains to a total
plasma ON time of 25 s. The change of the dissociation fraction with
the pressure observed in Fig. 2 is deeply related to the value of the re-
duced electric field E/N, i.e., electric field over the gas density. Note
that the reduced electric field decreases significantly with the gas pres-
sure. Consequently, and given the strong contribution of electron im-
pact dissociation at short plasma ON times, the initial growth of the dis-
sociation fraction becomes faster as the pressure decreases. The validity
of the electron impact dissociation cross section by Polak and Slovetsky
(see e.g. [16]) could be established in reference [19] in the range of re-
duced electric field of ∼ 45–110 T d. Nevertheless, a recent study sug-
gests that for higher reduced electric field values, the cross section Po-
lak and Slovetsky may underestimate the conversion efficiency [34].
Note that different values of reduced electric fields can stimulate differ-
ent CO2 decomposition channels (see [16] for more details). The cross
section leading to O(1D) and CO(X1Σg+), which dominates for lower re-
duced electric fields, might be better established than the cross section
responsible for the creation of CO(a3Π) and O(3P), which becomes more
relevant at large reduced electric fields. Finding a suitable cross section,
capable to describe electron-impact CO2 dissociation over low and high
range of reduced electric fields, still requires future investigations.

In this paper, we are interested at describing the time evolution of
plasma species, the relative importance of different mechanisms and
the experimental trends associated with the changes of the dissociation
fraction due to modifications of pulse-related parameters, namely pulse
frequency and duration within the train of plasma pulses. In other
words, we intend to study multipulse conditions associated with differ-
ent configurations of series of trains of plasma pulses, while keeping the
gas pressure and discharge power/current constants. According to the
experimental results obtained in [33] these conditions should provide
roughly the same dissociation fraction slope for short plasma ON times,
while the steady-state dissociation fraction value can vary according to
the pulse configuration. Considering that these variations occur at long
plasma ON times, we expect a strong role of recombination mechanisms
at describing the dissociation fraction values.

In summary, the following results and trends were observed
throughout the multipulse experiments [32,33]:

Fig. 2. Time evolution of the dissociation fraction measured in a DC glow dis-
charge, for two pressures (133.3 and 533.3 Pa) and discharge current of 40 mA.

1 the steady-state dissociation fraction in continuous plasma is larger
than that in the pulsed plasmas;

2 the time TON at which the dissociation fraction curves diverge due to
pulse variations is within the range 0.5−1 s;

3 the increase of the off-time delay (tpOFF) leads to the decrease of the
dissociation fraction at steady-state;

4 the increase of the number of pulses per train (Np), keeping the same
pulse duration (tpON) and off-time delay (tpOFF), leads to an increase
of the dissociation fraction at steady state.

5 the increase of the pulse duration (tpON) leads to a significant
increase of the dissociation fraction at steady-state;

The previous points clearly suggest the occurrence of back-reactions
that influence the CO2 dissociation fraction at the steady-state region.
In particular, and given the difference between continuous and pulsing
experiments, they suggest the existence of chemical reactions that con-
tribute for CO2 recombination during the plasma OFF-time, as discussed
in [33]. This outcome is surprising when considering that pulsing is of-
ten claimed to be beneficial for an efficient CO2 dissociation. However,
as mentioned in [33], this observation is only true if vibrational excita-
tion plays an important role at dissociating CO2 and there is no
significant influence of back-reactions in the OFF phase of plasma pulse.
The latter observation could suggest a decreasing contribution of three-
body reaction mechanisms on CO2 recombination during the OFF phase
of the plasma pulse due to the decreasing gas temperatures. However,
under the present experimental conditions, the results suggest that the
recombination of CO2 cannot be exclusively described by three-body re-
action mechanisms with a positive gas temperature dependence.

3. Plasma model

To simulate the multipulse experiment, we developed a model tar-
geted at describing the dissociation fraction of CO2 as function of the
plasma ON time for different pulse configurations, accounting for both
tpON and tpOFF phases. This requires a detailed description of the electron
and heavy particle kinetics that influence the production and destruc-
tion of CO and CO2 species. With regard to the electron kinetics, we re-
lied on the Boltzmann solver (LoKI-B) [35,36] to calculate the electron
energy distribution function (EEDF) as function of the reduced electric
field. Electron-impact cross sections are taken from LXCat and de-
scribed in [16] for CO2, [17] for CO and [37,38] for oxygen species. For
the input values of reduced electric field and electron density, we rely
on the experimentally measured results and the simulations obtained in
[22] for continuous DC glow discharges in CO2. Note that we assume a
constant value for the electron density and reduced electric field
throughout the plasma pulse simulations. Although this approximation
may lead to some inaccuracies in a full description of the physics of CO2
discharges, it nevertheless enables one to analyse the contribution of
heavy-particle reactions at the steady-state region and to describe the
experimental trends associated with fixed values of pressure and cur-
rent. The validity of this assumption is further discussed below for dif-
ferent conditions.

The evolution of heavy particles is described through the numerical
solution of a system of balance equations according to:

(2)

where and are the density of species and the rate of cre-
ation and loss of a given species in reaction , respectively. Each heavy
particle is then described by a set of creation and loss mechanisms that
guarantee a steady state concentration at the end of the calculations
and the conservation of oxygen and carbon atoms. Note that the model
depends not only on input discharge parameters, namely gas pressure
and gas temperature, but also time constraints related to the pulse con-
figuration. Considering the necessity to accumulate pulses throughout
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the calculations, the model takes into account the species concentra-
tions at the end of the plasma pulses or at the end of the afterglows as
inputs to calculate new concentrations during the next afterglow or the
next discharge pulse, respectively, according to a specific pulse dura-
tion, off-time delay and number of pulses per train. In order to repro-
duce the experimental procedure of [32,33], we consider an OFF time
in between consecutive trains of 2 s. The chemical module is based on
the set proposed in [22], which includes various ground and electronic
states of CO2, CO, O3, O2 and O and C (see Table 1). This set has been
extended with the inclusion CO2 vibrational energy transfer mecha-
nisms as described in [23]. Moreover, in this work we test the effect of
additional chemical reactions involving electronically excited states of
O and O2 as described in section 3.1. It is also important to note that in
this paper we do not consider any gas renewal given the absence of gas
flow during the building-up experiments. In [22], at steady-state condi-
tions, CO2 was created mostly due to renewal of the gas entering the re-
actor, while CO was lost due to the flow of gas exiting the reactor. Due
to the absence of gas flow, the dissociation fraction values at steady-
state are expected to be higher than the ones found in [22] for similar
conditions of pressure and current.

For the description of the heavy particles, two additional approxi-
mations are used throughout the calculations. First, we neglect the
change of the electron-impact rate coefficients with the gas mixture,
while considering the EEDF calculated in pure CO2. Note that the CO2
electron impact dissociation rate can change accordingly with the gas
mixture. For instance, at about 80 Td (typical reduced electric field
value obtained in [22]), the electron dissociation rate coefficient can
change from roughly 1.3⋅10−10 cm3s-1 to about 8.5⋅10-11 cm3s-1 when
the CO2 dissociation fraction increases from 0 to 50 % (assuming that
O2 density is 2 times higher than the density of O atoms). Fig. 3 illus-
trates the EEDF calculated for two different values of dissociation frac-
tion for a reduced electric field E/N = 80 Td. As discussed in detail in
[17], the influence of the gas mixture on the electron dissociation rate

Table 1
List of the main neutral species (including ground and electronic excited
states) considered in this work.
Species Ground state Excited electronic state

CO2 CO2 (X1Σ +) –

O2 O2 (X3Σg−) O2(a1Δg), O2(b1Σg+)

O O (3P) O (1D)
CO CO(X1Σg+) CO(a3Π)

O3 O3(X1A) O3*

C C(3P) –

Fig. 3. EEDF obtained with gas pressure P = 133.3 Pa and discharge current of
40 mA.

coefficient can increase for lower reduced electric fields values. Taking
into account the range of reduced electric fields explored in this work,
we do not expect a significant influence of this approximation at de-
scribing the experimental trends associated to the changes of pulse pa-
rameters. For the conditions under study, the relative error in the calcu-
lated dissociation fraction associated with this approximation can be of
about 7%. Second, we consider a distribution for the CO2 vibrational
levels with a temperature of 300 K when solving the Boltzmann equa-
tion to obtain the EEDF. Notice that superelastic collisions involving vi-
brational levels of CO2 can slightly modify the electron energy distribu-
tion function, which modifies the electron dissociation rate coefficient
(see e.g. [39]). At 80 Td, the electron dissociation rate coefficient can
change from roughly 1.4⋅10−10 cm3s-1 to about 1.8⋅10−10 cm3s-1 when
the vibrational temperature associated to asymmetric mode of CO2 in-
creases from 300 K to 1000 K (typical values measured in the experi-
ment – see [33]). Considering these estimations and the relatively low
vibrational excitation of our conditions, we assume that changes of the
EEDF along each pulse are not very significant to describe the modifica-
tions observed at steady state due to different plasma pulsed parame-
ters.

3.1. Plasma active phase

The calculated time-dependent concentrations of the principal
heavy particles produced as a result of CO2 decomposition when a dis-
charge is ignited from pure CO2 are shown in Fig. 4. In this first example
we consider a continuous plasma with a gas pressure P = 133.3 Pa,
constant gas temperature Tg = 400 K, electron density Ne = 7.02⋅109

cm−3 and a reduced electric field E/N = 81.5 Td (corresponding to an
electron impact CO2 dissociation rate of about 1.4⋅10-10 cm3s-1). These
input values are based on the simulation and experimental results ob-
tained in [22] for a glow discharge sustained at 133.3 Pa with a current
of 40 mA. The vertical dotted line in Fig. 4 refers to the typical time
used as pulse duration in the building-up experiment (5 ms). Under
these input conditions we can clearly see that all species reach steady-
state at approximately 1 s. The CO2(X1Σ+) concentration starts decreas-
ing around 0.1 s, while CO(X1Σg+) becomes the dominant species. It is
also worth noticing that at 5 ms the concentration of atomic oxygen O
(3P) is largely superior to O2(X3Σg-) given its direct production from O2
(X3Σg-) dissociation and also quenching of O(1D) (formed by direct dis-
sociation of CO2 (X1Σ+)) by the various plasma species. In relation to O2
species, note that the concentrations of electronic excited O2, namely
the O2(a1Δg) state, also become relevant at the steady-state region.

The concentration of electronic excited state CO(a3Π) is relatively
low at the steady-state region compared to the concentration of other

Fig. 4. Calculated concentration of the most important heavy particles as func-
tion of the discharge time, for gas pressure P = 133.3 Pa, gas temperature Tg
= 400 K, electron density Ne = 7.02⋅109 cm−3 and a reduced electric field E/N
= 81.5 Td.
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plasma species. Nevertheless, under the low-pressure conditions of this
work, this state significantly influences the CO2 dissociation fraction
due to plasma-chemical reactions involving CO, O2 and O species (see
Fig. 5). Indeed, at steady-state, the concentrations of CO(X1Σg+) and
CO2 (X1Σ+) become strongly dependent on heavy-particles collisions
involving CO(a3Π). The simulations show that the reaction CO(a3Π) +
O2 (X3Σg−) → CO2 (X1Σ+) + O (3P) contributes about 52 % to the pro-
duction of CO2 (X1Σ+). This is followed by O- + CO(X1Σg+) → e + CO2
(X1Σ+) and CO(a3Π) + CO(X1Σg+) → CO2 (X1Σ+) + C(3P) with contri-
butions to the recombination of CO2 (X1Σ+) of about 23 % and 19 %, re-
spectively. The second mechanism is somewhat surprising revealing the
contribution of negative ions to the recombination into CO2 (X1Σ+). In-
deed, to the best of our knowledge, there is a lack of studies in literature
relating negative ions and the recombination of CO2 in the context of
plasma-based CO2 reforming. Note that despite the low concentration
of O- obtained at steady-state (about 7.6⋅107 cm-3 – see Fig. 4), the rate
coefficient considered in this work for O- + CO(X1Σg+) → e + CO2
(X1Σ+) is rather high with k(cm3s-1) = 5.8⋅10-9 Tg-0.39 according to
[22]. The CO(a3Π) + CO(X1Σg+) → CO2 (X1Σ+) + C(3P) mechanism is
also particularly interesting as it represents a source of carbon atoms
that should become significant for increasing concentrations of CO
species. We consider that carbon atoms are mainly destroyed through
recombination with O2 species via C(3P) + O2 (X3Σg−) → CO(X1Σg+) +
O (3P) with a constant rate coefficient of 3.0⋅10-11 cm3s-1 [22]. Finally,
it is also worth emphasizing that the 3-body reactions mechanisms
(CO(X1Σg+) + O(3P) + M → CO2(X1Σ+) + M) contribute only about
4% to the recombination of CO2 (X1Σ+) (see Fig. 5). This small contri-
bution is expected given the low pressure (133.3 Pa) and relatively low
gas temperature (400 K) considered in these simulations. Additional
calculations with the same input conditions at 533.3 Pa show an in-
creasing contribution of 3-body reactions to about 20 %.

With regard to CO(X1Σg+) production, the reactions CO(a3Π) + O
(3P) → CO(X1Σg+) + O (3P) and CO(a3Π) + CO(X1Σg+) → 2 CO(X1Σg+)
contribute about 57 % and 32 % at steady-state, respectively (see Fig.
5). Note, however, that these reactions do not constitute true produc-
tion mechanisms of "CO molecules", as they just redistribute a fixed
population among two CO electronic states. In relation to CO(X1Σg+)
production, it is also worth noticing that the reaction CO(a3Π) + CO2
(X1Σ +) → 2CO(X1Σg+) + O (3P), which does correspond to the cre-
ation of a CO molecule, can become relatively important at short times
(< 1 s) given the high concentration of CO2(X1Σ +) and reduced values
of the dissociation fraction. Its contribution decreases for longer times
due to the decreasing concentration of CO2(X1Σ +) as result of
CO2(X1Σ +) dissociation. Finally, with regard to loss mechanisms, it is
worth mentioning that the reaction e + CO(X1Σg+) → e + CO(a3Π)
greatly contributes to the destruction of CO(X1Σg+), while the reaction

Fig. 5. Contributions of the main creation and loss mechanisms leading to the
formation of CO2 (X1Σ+) and CO(X1Σg+) for the same conditions used in Fig. 3.

e + CO2 (X1Σ+) → CO(X1Σg+) + O(1D) plays a major role (74 %) to the
destruction of CO2 (X1Σ+). Once more, the former reaction by itself
does not destroy "CO molecules", but it opens a new energy transfer
pathway that impacts the overall kinetics. The mechanism CO(a3Π) +
CO2 (X1Σ +) → 2CO(X1Σg+) + O (3P) contributes about 15 % to the de-
struction of the CO2 (X1Σ+) at the steady-state region.

Overall, these results reveal the importance of reactions involving
the CO(a3Π) state. Indeed, CO(a3Π) reactions are associated not only
with the redistribution of the CO population among electronic states,
but also the creation or destruction of CO and CO2 molecules. The most
relevant rate coefficients involving CO(a3Π) species, taken from [22]
and used in this work are given in Tables 2 and 3. However, we should
stress that the rate coefficients associated to these CO(a3Π) reactions ex-
hibit significant discrepancies in literature (see e.g. [40,41]). As shown
in section 4, changes in these rate coefficients can influence the dissoci-
ation fraction obtained at the steady state region and the dissociation
fraction evolution along the discharge pulse. This point can only be
clarified through experimental work or theoretical calculations dedi-
cated to the assessment of rate coefficients involving the CO(a3Π) state.
To further stress about the importance of CO(a3Π) in CO2 plasmas, it
should be noted that in nanosecond repetitively pulsed discharges (typi-
cally associated with high values of reduced electric field (> 100 Td))
CO(a3Π) can also affect the electron energy distribution function and
transfer energy into the vibrations of CO(X1Σg+) as discussed in [42].
Future studies dedicated to the improvement of our chemical module

Table 2
Set of main reactions that contribute to the creation of CO2 (X1Σ+) and
CO(X1Σg+). f(E/N) denotes an electron rate coefficient calculated from the
Boltzmann equation.
State Creation Rate (cm3/s),

(cm6/s)

CO(X1Σg+) CO(a3Π) + CO(X1Σg+)→ CO(X1Σg+) +
CO(X1Σg+)

5.6⋅10−11

CO(a3Π)+ O(3P)→ CO(X1Σg+) + O(3P) 1.9⋅10−10

CO(a3Π) + O2 (X3Σg−) → CO(X1Σg+) + O2(X3Σg-) 2.4⋅10−11

CO(a3Π) + O2 (X3Σg−) → CO(X1Σg+)+ 2O(3P) 2.4⋅10−11

e + CO2(X) → e + CO(X1Σg+)+ O (1D) f(E/N)

CO2
(X1Σ +)

CO(a3Π) + O2 (X)→ CO2 (X) + O (3P) 1.2⋅10−11

CO(a3Π) + CO(X1Σg+)→ CO2 (X) + C(3P) 9.1⋅10−13

O (3P) + CO(X1Σg+) + CO2(X1Σ +) →
CO2(X1Σ +) + CO2(X1Σ +)

1.6⋅10−33Exp
[-1510/Tg]

O (3P) + CO(X1Σg+) + CO(X1Σg+) → CO2(X1Σ +)
+ CO(X1Σg+)

8.2⋅10−34Exp
[-1510/Tg]

O (3P) + CO(X1Σg+) + O2 (X3Σg−) → CO2 (X1Σ +)
+ O2 (X3Σg−)

8.2⋅10−34Exp
[-1510/Tg]

O− + CO(X1Σg+) → e + CO2 (X1Σ +) 5.8⋅10−9 Tg-0.39

Table 3
Set of main reactions that contribute to the loss of CO2 (X1Σ +) and
CO(X1Σg+). f(E/N) denotes an electron rate coefficient calculated from the
Boltzmann equation.
State Loss Rate (cm3/s) or

(cm6/s)

CO(X1Σg+) e + CO(X1Σg+)→ e + CO(a3Π) f(E/N)

CO2
(X1Σ +)

e + CO2 (X) → e + CO(X1Σg+) + O (1D) f(E/N)

CO(a3Π) + CO2 (X1Σ +)→ 2 CO(X1Σg+) +
CO(X1Σg+)

5.0⋅10−12
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towards high values of reduced electric field will take these points into
account.

To complete the analysis shown in this section, we further investi-
gated the contribution of the other electronically excited states, namely
O2(a1Δg), O2(b1Σ+g), O(1D) on the dissociation fraction of CO2. To this
purpose, additional calculations were performed with an extended ver-
sion of the model that includes reactions involving O2(a1Δg),
O2(b1Σ+g), O(1D), leading to direct production/destruction of new
CO(X1Σg+) or CO2 (X1Σ+) molecules. In case of O2 electronically ex-
cited states, quantum chemical calculations carried out in [43] showed
that reactions like CO(X1Σg+) + O2(b1Σ+g) → CO2(X1Σ+) + O(1D) can
become relevant for gas temperatures above 1000 K. However, our
model shows a negligible contribution of this mechanism due to the
typical low gas temperatures considered. As for the O(1D) state, one can
take into account its recombination through O(1D) + CO2(X1Σ+) →
CO(X1Σg+) + O2(X3Σg−) with a rate coefficient of 2.4⋅10-13 cm3s-1 ac-
cording to [44]. The inclusion of this mechanism contributes to an in-
crease of ∼ 0.5 % in the CO2 dissociation fraction due to the creation of
new CO(X1Σg+) molecules. Note that this mechanism also stimulates
the production of O2(X3Σg−), which recombines with CO(a3Π) to form
CO2(X1Σ+). By considering the reaction O(1D) + CO2(X1Σ+) →
CO(X1Σg+) + O2(X3Σg−) we also increase the percentage of CO2(X1Σ+)
destroyed via neutral mechanisms (about 4%), which leads to the de-
crease of the relative contribution of electron impact dissociation via
e + CO2 (X1Σ+) → CO(X1Σg+) + O(1D) at steady state. Finally, it is
worth noticing that no effect of vibrational excitation on lowering reac-
tion barriers for reactions involving oxygen and CO2 species was con-
sidered. The contribution of O(1D) to CO2 dissociation in plasmas where
the CO2 vibrational excitation is significantly higher than in the present
conditions is still an open topic of research and requires further investi-
gations.

3.2. Afterglow

To simulate the afterglow regime, we take the concentrations of
species obtained during the active phase as input, while setting the elec-
tron density and reduced electric field to zero. In principle, this approx-
imation could lead to some inaccuracies in the description of species
concentrations, since the electron density can have a decay time within
the ms scale. However, one should notice that the EEDF is likely to de-
cay much faster (μs scale). Therefore, and given the reduced electron
energy, we expect a small to negligible contribution of electrons on en-
ergy threshold-dependent mechanisms during the afterglow. This topic
has been addressed in detail in [45]. In this section we consider a gas
pressure P = 133.3 Pa and a constant gas temperature Tg = 400 K.
Fig. 6 shows the evolution of various species considered in this work.
Note that the species concentrations used as input are taken from the
values calculated in the previous section at 5 ms. At this point, the input
concentrations of CO(X1Σg+) and O(3P) are nearly the same, while the
O2 (X3Σg−) density is about 2 orders of magnitude lower. We can clearly
see that CO2 (X1Σ +) and CO(X1Σg+) remain roughly constant through-
out the afterglow time, while the concentration of O2(X3Σg−) starts to
increase at about 1 ms as the concentration of O(3P) decreases. The re-
combination associated with oxygen species strongly depends on the
surface processes and wall recombination probabilities considered in
the model. To this purpose, and following [46], we assume a diffusive
transport for oxygen species with the following characteristic lifetime:

(3)

where is the diffusion coefficient of species , is its thermal
speed, is its destruction probability on the wall and is the tube ra-
dius. Moreover, and taking into account the Pyrex tube used in the ex-
perimental campaign, we assume that atomic oxygen recombines into
O2 according to:

Fig. 6. Calculated concentration of the most important heavy particles as func-
tion of the afterglow time, for gas pressure of P = 133.3 Pa, gas temperature of
400 K. Initial species concentrations are taken from values obtained in the dis-
charge pulse (Fig. 3) at 5 ms.

(4)

with a gas-temperature dependent recombination probability
= 1.8⋅10−3 Exp [-948/Tg] as measured in [46] for CO2 discharges.

At Tg = 400 K, this gives ∼ 1.7 ⋅10-4. Note that the same recombina-
tion probability expression is used in the active phase. Such procedure
is justified by the experimental measurements from [47] which show a
very small difference between the recombination probabilities obtained
in the post-discharge and in the plasma exposure in very similar operat-
ing conditions. This is in contrast with observations in O2 plasmas,
where the difference can be about 1 order of magnitude [48,49]. In re-
gard to other oxygen species, we follow [50] and consider the recombi-
nation probabilities, both in the discharge and afterglow, of 5 ⋅10-4, 2
⋅10-2, 1 and 0.1 for O2(a1Δg), O2(b1Σ+g), O(1D) and O3*, respectively.
The decay of the electronic excited oxygen species is illustrated in Fig. 6
through the time evolution of O2(a1Δg) and O2(b1Σ+g). To validate the
tendencies associated to the decaying of electronic excited oxygen
species, we performed additional calculations in pure O2 and compared
the results against the simulations of Marinov et al. [51] and experi-
mental data therein. Finally, it is also worth noticing that due to the
lack of electron sources, electron impact excitation becomes negligible,
and the concentration of electronic excited states can become strongly
reduced for long afterglow times. This is observed in case of the
CO(a3Π) state (see Fig. 6), which strongly decays at very short times of
the afterglow as a result of the quenching mechanisms given in Tables 2
and 3.

4. Multipulse results

In this section we analyse the influence of different plasma pulses
and train configurations on the dissociation fraction of CO2. Fig. 7 com-
pares experimental data and simulation results for the configuration
tpON − tpOFF = 5 − 10 ms ON − OFF time with 10 pulses per train, i.e.,
Np = 10. The figure legend follows the notation (Np x tpON - tpOFF ms).
The experimental data was obtained in a glow discharge, sustained at
133.3 Pa with a discharge current of 40 mA [32]. The simulation takes
into account the experimental gas pressure and the gas temperature
profile (measured in active and afterglow phases), and the reduced
electric field of 81.5 Td and electron density Ne = 7.02⋅109 cm−3 (same
parameters used in section 3.1). Note that the first points of the dissoci-
ation fraction curves correspond to TON = 5 ms x (Np = 10) = 0.05 s.
Overall, we can see that the model provides a fairly good agreement
with the experimental values obtained for the dissociation fraction, de-
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Fig. 7. Time evolution of the dissociation fraction as a function of the total
plasma ON time obtained through: (i) experiment at P = 133.3 Pa and 40 mA
using glow discharge and tpON − tpOFF = 5−10 ms and Np = 10 (solid green
line), (ii) simulation using tpON − tpOFF = 5−10 ms, Np = 10, gas pressure P =
133.3 Pa, electron density Ne = 7.02⋅109 cm−3 and reduced electric field E/N
= 81.5 Td (solid black line), (iii) simulation assuming a continuous plasma
with gas pressure P = 133.3 Pa, electron density Ne = 7.02⋅109 cm−3 and re-
duced electric field E/N = 81.5 Td (dashed blue line) and (iv) simulation as-
suming a continuous plasma with modified rate coefficient (by a factor of five)
for CO(a3Π) + CO2 (X1Σ+) → 2CO(X1Σg+) + O (3P) (dotted red line).

scribing very well its initial growth at short plasma ON times and the
stabilization around α = 0.75. Note that this dissociation fraction is
higher than the values presented in [22] (for similar conditions of pres-
sure and current) due to the absence of gas flow. To further analyse the
validity of the model, we analyse the dissociation fraction obtained
through continuous plasma operation described in section 3.1, i.e.,
without pulsed sequence and with a constant gas temperature of 400 K.
Note that for the comparison between continuous and pulsed plasma
we integrate the plasma ON time of the pulsed sequence. Despite a simi-
lar growth of the dissociation fraction for short plasma ON times, the
continuous operation leads to a significant increase of the dissociation
fraction at the steady-state region. This observation corroborates the
experimental evidence indicated in point 1 in section 2.2 and reveals
that the decrease of CO2 dissociation during the OFF time of the plasma
pulse is well captured by the model. The individual contributions of dif-
ferent reactions to the evolution of the dissociation fraction in pulsed
conditions is further explored in the section below.

Finally, it is worth noticing that some disagreement between experi-
ment and simulation is visible during the transition region (around TON

= 1 s), i.e., between the initial growth and the steady-state region. This
can be related to the assumptions considered in the model, namely con-
stant reduced electric field and constant electron energy distribution
function throughout the calculations. Naturally, we can also have an
overestimation of rate coefficients that contribute to the increase of the
dissociation fraction (other than electron impact dissociation). Consid-
ering that this disagreement occurs at relatively short times, it is worth
analysing reactions with CO2 as reactant. Fig. 7 contains one additional
curve (dotted red line) for the dissociation fraction obtained under con-
tinuous operation with a modified rate coefficient for the reaction
CO(a3Π) + CO2 (X1Σ +) → 2CO(X1Σg+) + O (3P), decreasing from
5.0⋅10−12 cm3s-1 to 10−12 cm3s-1 (see Table 3). This modification is
based on set of rate coefficients given in [41] and leads to the decrease
of dissociation fraction throughout all the plasma ON time. This exam-
ple demonstrates the importance of the rate coefficients values used for
reactions involving CO(a3Π). However, we should stress that quantita-
tive conclusions relative to the correct value of the rate coefficients are
difficult to draw given the large number of variables that influence on
the dissociation fraction results. Other reactions related to CO(a3Π)

worth investigating in future studies are CO(a3Π) + O2 (X3Σg-) → CO2
(X1Σ+) + O (3P) and CO(a3Π) + O2 (X3Σg-) → CO(X1Σg+) + 2O (3P),
which according to Grigorian et al. [41] have the rates of 6.0⋅10−12

cm3s-1 and 5.0⋅10-12 cm3s-1, respectively, which represent factors of 0.5
and 0.2 lower than the values used in this work.

4.1. Change of tpOFF

In this section we present the simulations related to the variation of
the OFF time (delay) in-between pulses, tpOFF, for a fixed ON time. Fig. 8
(a) shows the evolution of the dissociation fraction for tpON = 5 ms,
while tpOFF takes the values of 1, 5, 10, 50 and 100 ms. The discharge
parameters are the same as the ones indicated in the beginning of sec-
tion 4. We can clearly observe that an increase of tpOFF leads to a de-
crease of the dissociation fraction at the steady state region. Moreover,
it is also worth noticing that the time tpON at which the curves start to di-
verge is within the range of 0.5–1 s. Both effects were observed experi-
mentally in radio-frequency discharges for pressures of 266.6 and
666.6 Pa, with 40 W of power (see points 2 and 3 in section 2.2). The
difference of CO2 dissociation fractions experimentally obtained at
steady state between tpOFF = 1 ms and tpOFF = 50 ms is about 0.05,
which is within the same order of magnitude observed in the calcula-
tions.

To understand the change of the dissociation fraction with tpOFF we
now analyse the contribution of different reactions leading to the cre-
ation and loss of CO2(X1Σ +) and CO(X1Σg+) for the two extreme cases,
i.e., tpOFF = 1 ms and tpOFF = 100 ms (see Fig. 8(b)). For this analysis we
select only mechanisms that lead to an effective production of new CO
or CO2 species. We can see that the reaction CO(a3Π) + O2(X3Σg−) →
CO2(X1Σ+) + O(3P) has an increasing contribution with the increase of
the tpOFF, leading to the decrease of the CO2 dissociation fraction. This
observation clearly supports the results found during the steady-state

Fig. 8. (a) Time evolution of the dissociation fraction as a function of the total
plasma ON time for different delay between pulses tpOFF with tpON = 5 ms, Np =
10, gas pressure P = 133.3 Pa, electron density Ne = 7.02⋅109 cm−3 and a re-
duced electric field E/N = 81.5 Td. (b) Reaction contributions of the main cre-
ation and loss mechanisms leading to the formation of CO2 (X1Σ +) and
CO(X1Σg+) for tpOFF = 1 ms and tpOFF = 100 ms.
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region, i.e., an increase of the dissociation fraction with a decrease of
tpOFF. This point also reveals the importance of the recombination of
oxygen species during the afterglow. In particular, it is worth noticing
that longer OFF times are associated with an increase of O2(X3Σg−) and
decrease of the O (3P) concentration (see Fig. 6) due to O-atom recom-
bination into O2(X3Σg−). This will then contribute to the decrease of the
dissociation fraction of CO2. Regarding CO(a3Π) + CO2(X1Σ +) →
2CO(X1Σg+) + O(3P), we see an increasing contribution for higher tpOFF

values, which should induce higher dissociation fractions. However, the
relative contribution between different values of tpOFF is smaller com-
pared to the first mechanism analysed. It also worth noticing that
CO(a3Π) + CO2(X1Σ +) → 2CO(X1Σg+) + O(3P) has a decreasing con-
tribution as the plasma ON time increases due to the decrease of
CO2(X1Σ +) concentration. Finally, the mechanism CO(a3Π) +
CO(X1Σg+)→ CO2(X1Σ +) + C(3P) also reveals an increasing contribu-
tion with the increase of the tpOFF, which also supports the results ob-
tained in Fig. 8(a). Overall, we can deduce that the reactions involving
CO(a3Π) with O2(X3Σg−) and CO2(X1Σ +), together with oxygen recom-
bination at the wall reactor, provide good indicators to describe the dis-
sociation fraction trends observed during the steady-state.

4.2. Change of Np

In this section we analyse the time evolution of the dissociation frac-
tion with the same train configuration of tpON − tpOFF = 5 − 10 ms,
while changing the number of pulses per train, with Np = 2, 10 and 50
(see Fig. 9). The discharge parameters are the same as the ones indi-
cated in the beginning of section 4. The simulations reveal an increase
of the dissociation fraction with the increase of the number of pulses
per train Np. This trend also agrees with the experimental data obtained
in radio-frequency discharges for pressure of 266.6 Pa and power of
40 W (see point 4 in section 2.2). Overall, these results reveal a de-
crease of the dissociation rate due to CO destruction and recombination
into CO2 after the end of each train. Note that the train configuration
with Np = 2 case goes through several long “off-times” before reaching
the equivalent TON of the configurations with higher Np. This leads to an
increasing contribution of CO(a3Π) + O2 (X3Σg−) → CO2 (X1Σ+) + O
(3P), which promotes the decrease of the dissociation fraction.

The change of the dissociation fraction with the number of pulses
per train Np (keeping the same tpON − tpOFF) observed in calculations is
similar to the variation observed in the experimental campaign. Indeed,
the experimental difference of dissociation fractions at steady-state be-
tween Np = 5 and Np = 10 is about 0.1. A similar order of magnitude is
obtained through the simulations by changing Np. To further analyse

Fig. 9. Time evolution of the dissociation fraction as a function of the total
plasma ON time for different values of Np with the same tpON − tpOFF = 5−10
ms, gas pressure P = 133.3 Pa, electron density Ne = 7.02⋅109 cm−3 and a re-
duced electric field E/N = 81.5 Td.

this point we show two additional dissociation fraction curves corre-
sponding to Np = 2 and Np = 50, without taking into account the reac-
tions involving CO(a3Π). In this case, the CO2 (X1Σ+) recombination is
mainly controlled by O− + CO(X1Σg+) → e + CO2 (X1Σ+) and three-
body reaction mechanisms. Several observations can be made about
these results. First, the removal of CO(a3Π) reactions lead to a slower
growth of the dissociation fraction. This is a consequence of removing
CO(a3Π) + CO2 (X1Σ +) → 2CO(X1Σg+) + O (3P), which contributes to
the production of CO(X1Σg+) for short plasma ON times. At about TON

= 1 s, the removal of CO(a3Π) reactions lead to a decrease of the disso-
ciation fraction of about 10 %. Second, the removal of CO(a3Π) reac-
tions leads to longer stabilization times for the CO2 dissociation frac-
tion. Without CO(a3Π) reactions, the remaining recombination mecha-
nisms depend on atoms and molecules in their ground states, which
leads to an increasing contribution of processes with long characteristic
times. Finally, the removal of CO(a3Π) reactions also influence the
changes observed in the dissociation fraction related to variation of Np.
Indeed, we observe very small difference between modified curves of Np
= 2 and Np = 50. Indeed, when these reactions are removed the differ-
ences between the curves of Np = 2 and Np = 50 are vanishingly small,
in contradiction to the experimental observations.

Overall, the previous points demonstrate once more the importance
of considering CO(a3Π) reactions to describe the dissociation fraction in
low-pressure discharges. Moreover, this analysis also shows that experi-
ments related to the change of Np are very suitable to investigate the un-
derlying chemistry of recombination mechanisms in CO2 discharges.
Similar experiments in high-pressure conditions can provide deeper un-
derstanding regarding the true nature of 3-body reaction mechanisms.
This is of major interest given the large discrepancies in the literature
regarding rate coefficients for 3-body reaction mechanisms. Among dif-
ferent rate coefficients found in the literature related to CO2 plasma-
based reforming, it is worth mentioning that some authors consider a
negative temperature dependence for the CO + O + O2 → CO2 + O2
process with the rate coefficient k(Tg) = 6.51⋅10−36Exp[+1863/Tg]
[52]. This negative temperature coefficient is explained by the mecha-
nism

(5)

where is a stabilized excited ozone molecule, possibly in the
triplet state. Note that at Tg = 300 K this expression provides a rate co-
efficient of ∼ 3.24⋅10−33 cm6s-1, about 600 times higher than the cur-
rent value considered in our model (based on the rate coefficient given
in [40]). Although this is not very important in the present low-pressure
conditions, additional multipulse calculations reveal that the inclusion
of a negative temperature dependence provides a more significant vari-
ation of the dissociation fraction at steady state due to the change of the
number of pulses per train Np. The effect of exited ozone and the role of
3-body reaction mechanisms should be further investigated in future
studies dedicated to CO2 pulse discharges under high pressure condi-
tions.

4.3. Change of tpON

In this final section we analyse the variation of the ON time tpON for a
fixed OFF time delay between pulses. Fig. 10 shows the evolution of the
dissociation fraction for tpOFF = 10 ms, while tpON takes the values of 1,
5 and 50 ms. Discharge parameters are the same as the ones indicated
in the beginning of section 4. Note that the number of pulses Np is also
modified in order to keep the same period for the pulse trains (0.05 s) in
each condition. Overall, the results reveal a small increase of the disso-
ciation fraction at steady-state due to the increase of the pulse duration
tpON. The increasing tendency agrees with the experimental data ob-
tained in radio-frequency discharges for pressures of 266.6 and
666.6 Pa, with 40 W power (see point 5 in section 2.2). This result was
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Fig. 10. Time evolution of the dissociation fraction as a function of the total
plasma ON time for different delay between pulses tpON with tpOFF = 10 ms, gas
pressure P = 133.3 Pa and electron density Ne = 7.02⋅109 cm−3 and a reduced
electric field E/N = 81.5 Td.

also expected when considering the importance of reactions involving
CO(a3Π) and oxygen species discussed in the previous section. Note that
longer tpON times (and corresponding lesser number of pulses Np) lead to
a decrease of O-atom recombination into O2 (X3Σg−) due to the lower
number of Off periods per train. This leads to an increase of the CO2 dis-
sociation fraction given the decrease of the contribution associated with
the reaction CO(a3Π) + O2 (X3Σg−) → CO2 (X1Σ+) + O (3P).

It is worth noticing that the experimental increase of the dissocia-
tion fraction at steady-state due to the change tpON is much more signifi-
cant than what we observe through the simulations. This disagreement
can be explained by the lack of detailed input regarding the gas temper-
ature profile. In these simulations we keep the same gas temperature
profile, while simply shifting the input time. However, the changes of
the tpON should also modify the gas temperature growing time which is
not taken into account. This point can only be clarified through detailed
calculations or measurements of the gas temperature profile during the
pulse discharge for different values of tpON. At the same time, changes of
the tpON are likely to be associated to changes of the reduced electric
field, electron energy distribution function and electron density. Varia-
tions of these parameters will induce different electron impact dissocia-
tion rates which may explain the strong experimental changes of the
dissociation fraction due to changes of tpON.

5. Conclusion

In this work we developed a model to: (i) describe the time evolu-
tion of plasma species, (ii) study the relative importance of different
mechanisms and (iii) investigate the temporal evolution of the dissocia-
tion fraction in CO2 pulsed discharges, under low pressure conditions.
Capitalizing on the building-up experiments carried in pulsed DC glow
discharges and radio-frequency discharges, we analysed the CO2 disso-
ciation fraction and the influence of different mechanisms involving
electronic excited states. The model was used to analyse the experimen-
tal trends associated with different pulsed configurations, namely re-
lated to the pulse duration and delay between pulses. The simulations
validated the chemical module proposed for CO2 plasmas and revealed
the importance of back reactions involving the CO(a3Π) states and oxy-
gen species relaxation during the afterglow for the understanding of the
CO2 chemistry. In particular, it was shown that in low-pressure pulsed
plasmas the kinetics of CO2 (X1Σ+), CO(X1Σg+), + CO(a3Π), O2 (X3Σg−)
and O(3P) are strongly coupled, via (in temporal order) e + CO(X1Σg+)
↔ e + CO(a3Π), CO(a3Π) + CO2 (X1Σ+) → 2 CO(X1Σg+) + O(3P),
O(3P) + wall → ½ O2 (X3Σg−) and CO(a3Π) + O2 (X3Σg−) → CO2

(X1Σ+)+ O(3P). These reactions can explain the complex and rich be-
haviour of the CO2 dissociation fraction observed experimentally
[32,33]. These results are particularly relevant for future applications
involving CO2 discharges under low pressure-conditions (e.g., in-situ re-
search utilization for oxygen production on Mars).

We also discussed several limitations associated to the model, while
pointing towards several directions of future investigations. First, in re-
gard to the electron kinetics, next studies need to take into account
time-resolved electric field and time-dependent electron energy distrib-
ution functions, which can be taken into account with quasi-stationary
approaches to solve the electron Boltzmann equation in CO2 pulsed
plasmas [36]. Second, in order to improve the chemistry module used
in this work, future studies need to deeply address reaction mechanisms
involving CO2 and electronically excited states, namely O2(a1Δg),
O2(b1Σg+) and O(1D). The latter species is preferentially formed in CO2
dissociation by direct electron impact and its role in the overall plasma
chemistry and in mediating vibrational energy transfers is still poorly
known. Finally, future studies shall address the nature of three-body re-
actions to properly describe the recombination of CO2 at high pressure
conditions of interest for plasma reforming.
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