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Resumo

A presente tese de mestrado refere-se a um estudo de otimização do ruído produzido por rotores no

contexto de mobilidade aérea urbana.

A importância do presente estudo está alicerçada no crescimento global previsto para este segmento

de aviação nas grandes cidades e no consequente investimento na diminuição do ruído produzido pelo

mesmo. Tomando em consideração os rotores constituirem a parte maioritária do ruído emitido pelas

aeronaves estudadas, as quais são totalmente elétricas, o design destes componentes apresenta-se

como um ponto fulcral na minimização do ruído supramencionado.

Para a simulação realizada aquando do processo de otimização, um código open-source de aero-

dinâmica e aeroacústica (FLOWUnsteady) é integrado no módulo de otimização criado especificamente

para a presente tese. As ferramentas aeroacústicas do presente código englobam a Formulação 1A

de Farassat e as equações empíricas de Brooks, Pope e Marcolini, para a predição do ruído tonal e

atonal, respectivamente. O código do simulador é, por conseguinte, aplicado na previsão do ruído que é

posteriormente reduzido através da utilização de um algoritmo de otimização, conduzindo à geometria

ótima proposta, tendo sido atingida uma redução de 16,21% em termos de Energy Averaged Overall

Sound Pressure Level (EAOSPL).

Palavras-chave: Aeroacústica, Otimização de Ruído, Mobilidade Aérea Urbana, Rotores.
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Abstract

This master thesis project presents an optimization study of the noise produced by rotors in the con-

text of Urban Air Mobility. The importance of this study is based on the expected growth of Urban Air

Mobility in larger cities across the globe and on the consequent effort to decrease the noise emitted

by this type of aircraft. Provided that rotors constitute a major part of the noise produced by this avi-

ation segment and given the fact that the aircraft are intended to be fully electric, the design of these

components is of paramount importance for noise minimization.

For the simulation accomplished within the optimization process, an open-source aerodynamic and

aeroacoustic code (FLOWUnsteady, or FLight, Optimization, and Wind Unsteady) was integrated within

an optimization module created specifically for the current thesis. These tools were based on the

Formulation 1A of Farassat (PSU-WOPWOP) and the Brooks, Pope and Marcolini airfoil noise model

(FLOWNoise), being utilized for the prediction of the tonal and atonal noise, respectively. The simulation

code is applied to predict rotor noise which is posteriorly reduced by the means of an optimization algo-

rithm, leading to the proposed optimal rotor design, with a reduction of 16,21% of the Energy Averaged

Overall Sound Pressure Level (EAOSPL) having been achieved.

Keywords: Aeroacoustics, Noise Optimization, Urban Air Mobility, Rotors.
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G Vehicle’s state variables.
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~V Velocity vector.
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Chapter 1

Introduction

Urban air mobility (UAM) is concerned with operational concepts and vehicles regarding the prov-

idence on demand or scheduled air transportation services for both cargo and passengers within a

metropolitan area [1]. This concept proposes the creation of transportation systems in metropolitan ar-

eas that are short-ranged (point-to-point), using vertical take-off and landing (VTOL) or short take-off

and landing (STOL) aircraft.

1.1 Motivation

By 2050 it is expected that over two thirds of the world’s population lives in cities [1]. This increase

on urbanization leads to a search for new means of transportation and solutions that not only sus-

tain the increased number of passengers and cargo, but also provide geographic coverage, speed and

environmental efficiency [1]. To this extent, UAM is a proposed alternative to the classic means of trans-

portation that could solve the problems stated above, having the increasing congestion in cities as its

primary market driver. It is important to underline that the proposed implementation depends on the

ability to minimize the noise generated by VTOL aircraft for the UAM segment. This last topic will be

further approached in chapter 2.

1.2 Topic Overview

“Urban Air Mobility (UAM) refers to a set of vehicles and operational concepts proposed to provide

on-demand or scheduled air transportation services within a metropolitan area to overcome increasing

surface congestion" [2].

The first commercial helicopter air transportation company transported passengers to and from New

York City’s three major airports, starting on 1953. In a decade, Los Angeles, San Francisco and Chicago

had scheduled carriers as well. These companies provided connection services between major airports

and nearby city centers mostly, and their operations went from under 155,000 annual passengers in 1957

to over 1.2 million in 1967. Apart from these scheduled urban air carriers (one for each city mentioned),
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there were also over 100 helicopter air taxis that provided pre-booked, intra-city transportation [1].

Despite the initial success of the helicopter airlines, all of them were forced either to reduce or end

services as a result of safety issues and economic challenges, namely fatal accidents that damaged the

companies’ reputations [1].

After the conclusion of the helicopter airline operations in the 1970s, the American government inter-

est in VTOL applied for military applications and the airlines’ interest in sub-regional air transportation

were the main responsible for VTOL development [1].

During the 1980s and 1990s, Civil Tiltrotors (CTRs) were viewed as an alternative aircraft to the

helicopter. They benefited from higher cruise speeds and longer range. CTRs were not able to emerge

to provide passenger services, but numerous helicopter charter companies managed several scales

around the world [1]. The CTR concept did not mature into an aircraft certified for commercial use, but

its technologies were the basis for the tiltrotor aircraft being concerned in UAM applications.

From 2000 to 2005, the National Aeronautics and Space Administration (NASA) pursued the devel-

opment of a Small Aircraft Transportation System (SATS) with the aim of using four to nine passenger

propeller or jet aircraft, operating between regional, reliever, and general aviation airports or heliports.

Two new classes of aircraft were enclosed within the SATS concept: very light jets and personal air

vehicles. However, most commercial SATS operators were not able to reach economic viability and after

the 2008 financial crisis several ceased operations; nevertheless there were diverse commuter airlines

that thrived [1]: these airlines provide short distance, inter-city flights, where demand is either too small

for mainline services or distances are too short for the use of large aircraft to be justifiable.

In 2010, NASA presented an idea of an “On-Demand Mobility” (ODM) system that relied upon small,

electric aircraft and autonomy to conduct UAM operations in proximity to a metropolitan area [1].

In annex A, some of the world’s leading UAM aircraft’s characteristics are presented.

With regards to the history of UAM in Europe, Germany has three important UAM companies, namely,

Lilium, Volocopter and Wingcopter. The first is the producer of Lilium jet. The second constitutes the first

VTOL company to get the ‘Design Organization Approval’ from the European Aviation Safety Authority.

The third is an award winning manufacturer of electric vertical take-off and landing (eVTOL) aircraft.

From the Netherlands comes Airbus, the producer of the eVTOL Vahana and that is currently working

on its second eVTOL airtaxi, the city Airbus. In Sweden there is also HeartAirspace, an air mobility

startup whose first aircraft, ES-19, is certified for commercial operation by 2025 [3].

Regarding European projects with the aim of promoting UAM, one must recognize the importance

of the Horizon 2020. This constitutes an European framework that was implemented from 2014 to

2020 with the aim of funding research and innovation [4]. This program promoted 27 new projects

in the areas of mobility for growth, automated road transport and green vehicles, with urban drone

traffic management and integration research projects heavily featured [5]. Within these were the Flying

Forward 2020 (FF2020), that incorporated UAM within the geospacial infrastructure of cities [6], and

CORUS-XUAM, that planned for several countries to host UAM demonstrations [7].
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Chapter 2

Background

2.1 Urban Air Mobility Noise

A significant growth of UAM is expected in larger cities across the globe, with this new aviation

system helping to achieve sustainability and decarbonization levels [8]. Within UAM, the section of

eVTOL aircraft is projected to grow into a $1.5 trillion industry by the year 2040 [9].

In regards of noise, when comparing small single-engine, manned fixed wing aeroplanes with small

Unmaned Aircraft (UA), the second has noise levels 6 to 9 dB lower [10].

“The scalability of the current air traffic control system, the availability of aviation ground infrastruc-

ture, and acceptability of aircraft noise to the local communities have been identified as three operational

constraints that may limit the implementation or growth of Urban Air Mobility (UAM) systems" [2]. Thus,

there has been an increased focus on the noise emitted both by aircraft and helicopters, and on the

research to predict and minimize noise emissions [2].

For the Horizon 2020 framework, there are two key criteria that should be implemented in order to

achieve sustainable UAM: decrease the environmental footprint, and control both the noise and visual

pollution [11], [8].

Figure 2.1 presents the influence of both acoustic and non-acoustic factors that influence a person’s

annoyance to UAM noise operations, showing the influence components that act through the mecha-

nisms to determine community acceptance of UAM noise.

Figure 2.1: UAM factors of influence on noise annoyance [2].
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The mechanisms that affect noise annoyance from UAM are, thus, the following:

1. Acoustic Mechanism - captures the audible aspects of noise and their impacts on annoyance;

2. Secondary Effect Mechanism - this mechanism provides a description of the role of non-auditory

sensory impacts of aircraft operations upon annoyance;

3. Privacy Mechanism - these type of concerns may lead to action against low flying helicopters and

aircraft;

4. Listener Mechanism - describes the qualities of the individual listener that influence their annoy-

ance to aircraft noise;

5. Situational Mechanism - describes diverse qualities of the environment in which the noise is gen-

erated, propagated and received.

In respect to the noise emitted by UAM, it is perceived as being the strongest predictor of acceptance

of civil drones, that is, people who are concerned about noise show the least acceptance to drones [12],

[8]. This is further aggravated by the fact that the sound generated by aviation is perceived as being the

most annoying [13], [8].

There are several approaches that will potentially reduce noise at the source for eVTOL of 3 to 5

dB (reduced tip speed, swept blades and increased blade count), of 1 to 2 dB, (reduced blade loading)

and of 5-10 dB (optimizing the approach path) [8]. UAM introduces other noise problems, such as the

possibility of acoustic interference between different rotors of the aircraft [14]. Adding to the previous

contributions to total noise, quadcopters are controlled by varying the speed of its rotors individually,

which leads to more content at higher frequencies, when compared to conventional aircraft [15], [8].

Therefore the high frequency noise is likely to constitute an important part of the annoyance due to the

operation of small quadcopters [14].

2.2 Noise Regulation

The International Civil Aviation Organization (ICAO) lacks the providing of guidance to help its Mem-

ber States on the creation of regulatory framework in order to regulate and oversight UAM [16]. Currently,

most original equipment manufacturers contingent on general aviation and small helicopter standards

for UAM regulation[16]. Thus, noise requirements for current aircraft are being applied to Unmanned

Aircraft assuming that similar airframes and propulsion systems are being used [10]. It should be borne

in mind that the appearance of new Unmanned Aircraft urges the elaboration of new noise and emission

standards [10].

The following regulamentations presented are accordingly to the International Standards and Rec-

ommendations of ICAO for not exceeding 3 175 kg maximum certificated take-off mass [17]. In these,

the maximum noise levels are presented in terms of sound exposure level LAE(SEL), which consists

on the level, in decibels, of the time integral of squared A-weighted sound pressure (pA), over a certain
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period of time or event, with reference to the square of the standard reference sound pressure (p0) - 20

µPa- and a reference duration of one second,

SEL = 10 log
1

t0

∫ t2

t1

(pA(t)

p0

)2
dt, (2.1)

where t0 is the reference integration time of one second and (t2 – t1) is the integration time interval. The

integration time must not be less than the 10 dB-down period through which LA(t) first rises to 10 dB(A)

bellow its maximum value and last falls bellow 10 dB(A) of its maximum value.

In chapter 11.4, section 1 of volume 1 (Aircraft Noise) of annex 16 to the Convention on International

Civil Aviation [17], in reference to the maximum noise level, for helicopters whose type certificate was

submitted on or after 11 November 1993 or for derived versions of a helicopter for which the application

for certification of the change in type design was submitted on or after 11 November 1993 (excluding

those specifically designed and used for agricultural, firefighting or external load-carrying purposes), the

maximum noise levels shall not exceed 82 decibels of SEL for helicopters with maximum certificated

take-off mass of up to 788 kg. This value increases linearly with the logarithm of the helicopter mass at

a rate of 3 decibels per doubling of mass thereafter. In section 2, it is mentioned that for all helicopters,

including their derived versions, for which the application for the type certificate was submitted on or

after 21 March 2002, the regulation is similar, substituting the 788 kg for 1417 kg [17].

Regarding the noise certification reference procedures, they should follow the reference atmospheric

conditions:

1. constant atmospheric pressure of 1 013.25 hPa;

2. constant ambient air temperature of 25°C;

3. constant relative humidity of 70 per cent;

4. wind null.

Furthermore, with the rise of new aircraft, the creation of additional noise and emission standards

urges.

2.3 Sources of Rotor Noise

The sources of rotor noise may be divided into two different groups: discrete frequency and broad-

band aerodynamic noise, each of them comprising several noise mechanisms.

2.3.1 Discrete-frequency Noise

The discrete frequency noise comprises the deterministic components of thickness (due to the

displacement of the fluid by the rotor blade), loading (caused by the accelerating force of the fluid

generated by the moving blade), blade-vortex interaction (resultant of the interaction of a shed tip
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vortex with a following blade) and high-speed impulsive (associated with transonic flow around the

blade) noises.

2.3.2 Broadband Noise

Broadband noise consists of non-deterministic loading noise sources, comprising turbulence inges-

tion, blade-wake interaction and blade self-noise.

Broadband noise is due to the association between the blade loading with turbulent flow on or near

the blade surface [18].

Broadband self-noise is the total of noise produced when an airfoil encounters smooth nonturbulent

inflow [19]. The five self-noise mechanisms, representing the interaction between the blade and the

turbulence it induced, whose sound pressure levels were predicted by semi-empirical functions in the

Brooks, Pope and Marcolini (BPM) method -described in section 2.7-, are subsequently presented, for

subsonic flow conditions.

(a) (b) (c)

(d) (e)

Figure 2.2: Subsonic flow conditions producing airfoil blade self-noise [19].

Turbulent boundary layer - trailing edge (TBL-TE) noise: At high Reynolds number (Rc) - based

on chord length -, there will be turbulent boundary layers (TBL) developed over the airfoil. The passing

of this turbulence over the trailing edge (TE) will produce noise. When at stall, the noise can increase

by 10dB relative to TBL-TE noise at low angles of attack [19]. A scheme of TBL-TE noise is shown in

figure 2.2(a).

Laminar boundary layer - vortex shedding (LBL-VS) noise: At low Rc, a LBL exists over at least

most of one side of an airfoil. Its instability will lead to vortex shedding (VS) and associated noise from

the TE [19]. A scheme of LBL-VS noise is shown in figure 2.2(b).

Separation stall noise: At very high angles of attack, the flow separated near the TE originates a

large-scale separation (deep stall), leading the airfoil to radiate low-frequency noise [19]. A scheme of

separation stall noise is shown in figure 2.2(c).
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Trailing edge bluntness - vortex shedding noise (TEB-VS): When the angle of attack differs from

zero, the flow can separate on the suction side after a blunt TE, producing TE noise, derived from the

shed turbulent vorticity. For rotor blades, the bluntness will probably be smaller than the boundary-layer

thickness [19]. A scheme of trailing edge bluntness-vortex shedding noise is shown in figure 2.2(d).

Tip vortex formation noise: Another noise source comes from the formation of the tip vortex,

containing highly turbulent flow that occurs near the tip of the lifting blades [19]. A scheme of tip vortex

formation noise is shown in figure 2.2(e).

Figure 2.3 represents a scheme of the propagation direction of primary radiation of different noise

sources.

Figure 2.3: Propagation direction of primary radiation of different noise sources [18].

2.4 The Ffwocs Williams-Hawkings equation

Ffwocs Williams and Hawkings, on their paper “Sound Generation by Turbulence and Surfaces in

Arbitrary Motion" [20], generalize the Lighthill’s acoustic analogy approach, including the effects of gen-

eral types of surfaces and motions. Through the mathematical theory of distributions, the authors were

able to rearrange the Navier-Stokes equations into the form of an inhomogenous wave equation with a

quadrupole source distribution in the volume surrounding the body and a monopole and dipole sources

on the body surface. In current days, the Ffowcs Williams-Hawkings (FW-H) equation on the time-domain

integral formulation is used vastly to predict deterministic rotor noise [18].

2.4.1 Derivation

The derivation present in this subsection is based on references [18, 20].

The aerodynamic sound theory is based on the equations of mass and momentum conservation of a

compressible fluid. From these equations, one can obtain an inhomogenous wave equation, governing

the propagation of sound waves outside a given closed region. In order to obtain spatial homogeneity,

the following situation may be considered: an unbounded liquid that is partitioned into regions by math-

ematical surfaces; the last correspond to the real surface. This solution presents discontinuities at the

surfaces due to the fact that usually the internal motion assumed does not match the exterior flow at

the boundaries, having to be introduced mass and momentum sources that will act as sound genera-

tors. Thus, the equations used will be the conservation equations with sources, and are valid all through

space, making the equation homogeneous.
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Let f(x, t) = 0 be an equation of form that defines a moving surface of discontinuity S, as depicted

in figure 2.4, that can move in an arbitrary fashion and change its shape or orientation. S encloses the

noise generating region of the flow with velocity v, that divides a volume of fluid into regions 1 and 2, in

such way that f < 0 in the exterior of the surface and f > 0 in its interior. f(x, t) is defined such that

∇f = n is the outward unit normal vector.

Figure 2.4: Definition of the moving surface implicitly as f(x) = 0 [21].

This assumption leads to the generalized mass equation

∂ρ

∂t
+

∂

∂xi
(ρui) = [ρ(ui)− vi]

(1)

(2)δ(f)
∂f

∂xi
, (2.2)

where [ ]
(1)

(2) represents the difference of the contents between regions 2 and 1, and ρ represents the

fluid’s density. The generalized equation of momentum becomes

∂

∂t
(ρuiuj) +

∂

∂xj
(ρui + pij) = [pij + ρui(uj − vj)]

(1)

(2)δ(f)
∂f

∂xj
, (2.3)

where pij is the compressive stress tensor.

Hence, equations 2.2 and 2.3 give the general forms of the equations governing the unbounded fluid,

being valid through space.

The shear stress tensor pij has the same mean value p0δij in regions 1 and 2 and, consequently, this

constant disappears from equation 2.3, and pij can be interpreted as being the difference of the stress

tensor and its mean value thus being equal to 0 in the interior of S. Another assumption made is that S

is impermeable, making un = vn in the exterior region, since the normal velocity of the fluid is equal to

the normal velocity of the surface. Taking all of the above into consideration, the mass and momentum

equations now become, respectively,

∂ρ

∂t
+

∂

∂xi
(ρui) = ρ0viδ(f)

∂f

∂xi
(2.4a)

and

∂ρui
∂t

+
∂

∂xj
(ρuiuj + pij) = pijδ(f)

∂f

∂xj
. (2.4b)

Eliminating ρui from equations 2.4, with the aim of obtaining the wave equation governing the gen-

eration and propagation of sound, one obtains the following equation:

( ∂2
∂t2
− c20

∂2

∂x2i

)
(ρ− ρ0) =

∂2Tij
∂xi∂xj

− ∂x

∂xi

(
pijδ(f)

∂f

∂x

)
+
∂

∂t

(
ρ0vnδ(f)

∂f

∂xi

)
, (2.5)

where the dependent variable has been changed to the generalized density perturbation ρ− ρ0 (which
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constitutes a measure of the sound amplitude) and Tij is a generalized function equal to Lighthill’s

stress tensor Tij = ρuiuj + pij − c20(ρ− ρ0)δij outside any surfaces and zero within them. Equation 2.5

is obtained by taking the derivative ∂/∂t of equation 2.4a and the derivative ∂/∂xi of equation 2.4b. The

obtained equations are then subtracted. Finally, the term ∂p/∂xi∂xj must be subtracted from both sides

of the obtained equation.

Equation 2.5 shows that there are three possible source distributions for sound generation: a distri-

bution of acoustic quadrupoles of strength density Tij through the region that is exterior to the surfaces;

surface distributions of acoustic dipoles of strength density pijnj and also further surface distributions of

sources, essentially monopoles, in the case of the existence of moving surfaces.

2.5 Formulation 1A of Farassat

The deduction of Formulation 1A of Farassat present on this section is based upon reference [21].

This formulation constitutes a solution to the FW-H equation with surface sources only when the surface

moves at subsonic speed.

In order to simplify the derivation of Formulation 1A of Farassat, equation 2.5 is going to be presented

in the following way, in the present section:

�2p′ =
∂

∂t
[ρ0vn]δ(f)− ∂

∂xi
[pniδ(f)] +

∂2

∂xi∂xj
[H(f)Tij ]. (2.6)

In equation 2.6, �2 is the wave or D’Alembertian operator in the three dimensional space and it’s equal

to �2 = (1/c20)(∂2/∂2) − ∇2 and H(f) is the Heaviside function. In equation 2.6, it is assumed that

f = 0 encloses the moving surface in a way that the quadrupoles that produce non-negligible noise are

enclosed within it and thus there is no need to integrate them outside of that same surface.

Throughout the inspection of equation 2.6, one reaches the conclusion that the objective will be

solving the two following equations:

�2p′T =
δ

δt
[ρ0vnδ(f)], Thickness Noise Equation, (2.7)

and

�2p′L = − δ

δxi
[pniδ(f)], Loading Noise Equation. (2.8)

Equations 2.7 and 2.8 are in the form of:

�2p′ = Q(x, t)δ(f). (2.9)

Therefore, in order to have the solution of the wave equation with sources on a moving surface,

equation 2.9 must be solved. The solution of this equation is obtained through the use of the free-space

Green’s function, given by:
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G(x, t; y, τ) =

0 τ > t,

δ(τ − t+ r/c0)/4πr τ < t.

(2.10)

In equation 2.10, r = |x − y| and (x, τ) and (y, τ) are the observer and the source space-time

variables, respectively. δ(.) represents the Dirac delta function. The symbol g = τt + r/c is normally

used.

Applying the free-space Green’s function, given by 2.10, the following formal solution for equation

2.9 is obtained:

4πp′(x, t) =

∫
Q(y, t)δ(f)

δ(g)

r
dydτ. (2.11)

The x-frame and the y-frame are fixed to the undisturbed medium. Another system of coordinates

fixed relative to the surface is introduced. This new system, denominated as Lagrangian, uses the

variable η, so the trajectory of a point fixed on the surface is given by:

y = y(η, τ), (2.12)

and the inverse transformation by:

η = η(y, τ). (2.13)

Equations 2.12 and 2.13 represent isometric transformations, as they only involve translations and

rotations, having, therefore, Jacobians equal to unity:

det
(∂y
∂η

)
= 1, (2.14)

and

det
(∂η
∂y

)
= 1. (2.15)

Firstly, applying the transformation y −→ η to equation 2.11, one obtains:

4πp′ =

∫
Q(y(η, τ), τ)δ(f)

δ(g)

r|det(∂η/∂y)|
dηdτ

=

∫
Q(η, τ)δ(f)

δ(g)

r
dηdτ.

(2.16)

Secondly, the transformation τ −→ g is applied. It is needed to compute the Jacobian of this transfor-

mation ∂g/∂τ :
∂g

∂τ
= 1 +

1

c0

∂r

∂yi

∂yi
∂τ

= 1− r̂ivi
c0

= 1−Mr, (2.17)

where Mr = r̂ivi/c0 is the Mach number at point η in the radiation direction at time τ , r̂i = (x − y)/r is

the component of unit radiation vector and vi = ∂yi(η, τ)/∂τ the component of the velocity v at point η

with respect to the y-frame.

Through equations 2.16 and 2.17, one gets:
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4πp′(x, t) =

∫
Q(η, τ)δ(f)

δ(g)

r|∂g/∂τ |
dηdg =

∫
R3

( Q(η, τ)

r|1−Mr|
δ(f)

)
g=0

dη. (2.18)

The surface g = τ − t + r/c0 = 0 is simply a sphere centered in x, with the surface given by the

following expression: |x − y|= c0(t − τ). This geometric solid is known as collapsing sphere, since,

accordingly to Green’s function, the wave equation is different from zero when τ < t, thus as τ increases

from minus infinite to t, the sphere radius will shrink from infinitely large until zero.

Writing τe = τ(x, t; η), and ye = y(η, τe), gives:

re ≡ |x− ye|= c0(t− τe), (2.19)

where τe is the emission time, ye the emission position, and re the emission distance of the source point

η in respect to the observer position x.

With the presented notation, equation 2.18, can be rewritten as:

4πp′(x, t) =

∫
R3

Q(η, τe)

re(1−Mre)
δ(f)dη. (2.20)

From reference [21], for an arbitrary integrable function, one obtains:

∫
R3

q(y)δ(f)dy =

∫
f=0

q(y)dS, (2.21)

which allows to rewrite 2.20, in the following manner:

4πp′ =

∫
f=0

[
Q(y, τ)

r(1−Mr)

]
ret

dS, (2.22)

where ret stands for retarded time.

Using the results presented, formulation 1 of Farassat can be obtained.

Through the resolution of equation 2.9, presented in 2.22, the thickness noise of Formulation 1 is

obtained:

4πp′T (x, t) =
∂

∂t

∫
f=0

[
ρ0vn

r(1−Mr)

]
ret

dS. (2.23)

In equation 2.23, the order of the derivative was changed, based on the Leibniz rule of differentiation

under an integral sign, that states:

∂

∂t

∫
Q(y, τ)δ(f)

δ(g)

r
dydτ =

∫
Q(y, τ)δ(f)

∂

∂t

(δ(g)

r

)
dydτ. (2.24)

The loading noise term will now be deduced. Firstly, equation 2.8 must be written using the free-

space Green’s function:

4πp′L(x, t) = − ∂

∂xi

∫
liδ(f)

δ(g)

r
dydτ = −

∫
liδ(f)

∂

∂xi

(δ(g)

r

)
dydτ. (2.25)
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Using the following identity

∂

∂xi

(δ(g)

r

)
= − 1

c0

∂

∂t

( r̂iδ(g)

r

)
− r̂iδ(g)

r2
(2.26)

on equation 2.25, one obtains:

4πp′L(x, t) =
1

c0

∫
liδ(f)

∂

∂t

( r̂iδ(g)

r

)
dydτ +

∫
lir̂iδ(f)

δ(g)

r2
dydτ

=
1

c0

∂

∂t

∫
lir̂iδ(f)

δ(g)

r
dydτ +

∫
lir̂iδ(f)

δ(g)

r2
dydτ

(2.27)

Replacing the result obtained in 2.27 in 2.9, the formulation of the loading noise for formulation 1 of

Farassat is obtained:

4πp′L(x, t) =
1

c0

∂

∂t

∫ [
lr

r(1−Mr)

]
ret

dS +

∫ [
lr

r2(1−Mr)

]
ret

dS, (2.28)

where lr = lir̂i and li = pijnj .

Formulation 1 of Farassat is obtained throught the sum of equations 2.23 and 2.28.

Formulation 1A will now be derived based on reference [21]. This Formulation eliminates the time

derivative present in Formulation 1, since it decreases the speed and accuracy in computational noise

computations [18].

The chain rule is used for the purpose of eliminating the observer time derivative of Formulation 1:

(
∂

∂t

)
=

[
∂τ(x, t; η)

∂t

∂

∂τ

]
τ=τe

, (2.29)

where τ(x, t; η) is the solution of

τ − t+ |x− y(η, τ)|/c0 = 0. (2.30)

The partial derivation of equation 2.30 with respect to t gives:

(
∂τ

∂t

)
x,η

− 1 +
1

c0

(
∂r

∂t

)
x,η

=

(
∂τe∂t

)
x,η

− 1−Mr

(
∂τ

∂t

)
(x,η)

= 0, (2.31)

where Mr is the Mach number of point η in the radiation at time τ and the following relationships were

used:

(
∂r

∂t

)
(x,η)

=

(
∂r

δτ

)
(x,η)

(
∂τ

∂t

)
(x,η)

, (2.32a)

and (
∂r

∂τ

)
(x,η)

=
∂r

∂yi

(
∂yi
∂τ

)
(x,η)

= −r̂ivi = −vr, (2.32b)
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where r̂i is the component of unit radiation vector and vr is the velocity of the point η in the radiation

direction.

Using equation 2.32 on equation 2.31 gives:

(
∂τ

∂t

)
(x,η)

=
1

1−Mr
. (2.33)

This will result in:

∂

∂t
[q(x, y, τ)]ret =

∂

∂t
[q(x, y, (η, τ), τe(x, t; η))] =

[
1

1−Mr

∂q(x, y, τ)

∂τ

]
ret

. (2.34)

Using the following algebra results:

∂r

∂τ
=

∂r

∂yi

∂yi(η, τ)

∂τ
= −r̂ · v = −vr, (2.35a)

∂r̂i
∂τ

=
r̂ivr − vi

r
, (2.35b)

∂Mr

∂τ
=

1

c0r
(riv̇i + v2r − v2) = r̂iṀi +

c0(M2
r −M2)

r
, (2.35c)

and the time derivative present in equation 2.34 on Formulation 1 of Farassat, the thickness (p′T ) and

loading (p′L) noise components of Formulation 1A are obtained:

4πp′T (x, t) =

∫
f=0

[
ρ0v̇n

r(1−Mr)2
+

ρ0vnr̂iṀi

r(1−Mr)3

]
ret

dS +

∫
f=0

[
ρ0c0vn(Mr −M2)

r2(1−Mr)3

]
ret

dS, (2.36a)

and

4πp′L(x, t) =
1

c0

∫
f=0

[
l̇r

r(1−Mr)2

]
ret

dS+
1

c

∫
f=0

[ lr(rṀr + c0Mr − c0M2)

r2(1−Mr)3

]
ret
dS+

∫
f=0

[ lr − lM
r2(1−M2

r )

]
ret
dS,

(2.36b)

respectively.

Formulation 1A of Farassat is given by adding these two components, that is:

p′(x, t) = p′L(x, t) + p′T (x, t). (2.37)

Equations 2.36 were written separating near (1/r2) and far-field (1/r) terms, where far-field terms

are the ones at a distance from where a sound source can be considered as if it is producing a plane

wave with the sound pressure and velocity in phase.

According to Bretner et al [22], the loading can be estimated by a chordwise compact loading approx-

imation if the frequency range is low enough that the observer cannot distinguish chordwise variations,

which leads to a more efficient computational code and facilitates its input, since the distribution of the

aerodynamic loading along the chordwise distribution of the aerodynamic loading is not always available.
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2.6 Numerical Algorithms for Acoustic Noise

In this section, numerical algorithms posible of being used to calculate the integrals present in For-

mulation 1A of Farassat are presented. The numerical algorithms are based on reference [18].

The generic retarded-time formulation is:

4πp′(x, t) =

∫
f=0

[
Q(y, τ)

r|1−Mr|

]
ret

dS, (2.38)

where the integral is calculated at the surface f = 0 and the integrand is evaluated at the emission

(retarded) time, τe = t− re/c0.

The mid-panel quadrature method constitutes the most common method of evaluating retarded-

time integrals and its expression is the following:

4πp′(x, t) ≈
N∑
i=1

[
Q(yi, t− ri/c0)

ri|1−Mr|i

]
∆Si, (2.39)

where the surface S is divided into N panels and the integrand is calculated at the center of each

panel (yi) at the point’s retarded time. Through equation 2.30, a history of p′ can be developed by

performing an evaluation of equation 2.39 after choosing the observer’s time and position, and choosing

the next observer’s time. This approximation works well if the source strength variation along the panel

is approximately linear and the variation of the retarded time along the panel is negligible.

The high-accuracy quadrature method constitutes a refinement of the mid-panel quadrature method,

where more points are used for a greater accuracy. This method is represented by equation 2.40:

4πp′(x, t) ≈
N∑
i=1

(
ni∑
j=1

αj

[
Q(yj , t− rj/c0)

rj |1−Mr|j

]
ret

|J |j

)
∆Si, (2.40)

where αj represents the quadrature weight coefficient and |J |j the Jacobian of the transformation.

The use of a larger number of points leads to the overcoming of the limitations of the mid-panel

algorithm, with the negative point of increasing the computational effort.

In the source-time-dominant algorithm, as opposed to the other algorithms previously presented,

where the primary time was regarded as being the observer’s time, the source time is regarded as being

the primary time, considering the central panel point yi. In order to find the observer’s time, the root

of the equation t − τ − |x(t) − yi(τ)|/c0 = 0 must be found. A negative consequence is that by using

a sequence of source times, the sequence of observer times will be unequally spaced, requiring an

interpolation in order to be able to sum the contributions from the source panels at the same observer

times.

The algorithm is given by:

4πp′(x, t∗) ≈
N∑
i=1

I(Ki(t), t
∗), (2.41)

where I(·, t∗) is an interpolation operator and t∗ is the desired observer time.
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K is the approximation of the integral over the panel, defined by:

Ki(t) =
Q(yi, τ)

ri|1−Mr|i
∆Si. (2.42)

This algorithm has several advantages over the time-dominant algorithms previously presented.

Firstly, the fact that it is source time-dominant, in opposition to observer time-dominant, presents a

clear advantage when the input aerodynamic data are obtained through Computational Fluid Dynamics

(CFD), since these data are normally written in a source-time referential, thus there is no need to inter-

polate the data. Another advantage is that the solution process of this algorithm is apposite to parallel

computation. This algorithm also requires significantly less operations for a maneuvering rotor noise

prediction [23].

2.7 Brooks, Pope and Marcolini airfoil noise model

The BPM airfoil noise model defined semi-empirical models for prediction of noise, being initially

defined for NACA 0012 [24] for angles of attack from 0o to 25.2o and Mach and Reynolds numbers of up

to 0.5 and 4.6 × 106, respectively [19]. The aero-acoustic measures performed allowed to obtain very

accurate experimental results, on account of the use of an acoustically controlled wind tunnel as a testing

environment. The developed semi-empirical expressions for sound pressure noise prediction, presented

in the current chapter, are only dependent on flow characteristics and boundary layer parameters. The

BPM model presents two major limitations, namely: the empirical nature of the equations and the fact

that the boundary layer parameters are not appropriate for the generalization of airfoils, namely for

chambered airfoils.

This model encloses five types of mechanisms of noise generation for airfoils immersed in a flow:

1. Turbulent boundary layer – trailing edge;

2. Separation stall;

3. Laminar boundary layer – vortex shedding;

4. Tip vortex;

5. Trailing-edge bluntness – vortex shedding.

The following deductions for the BPM model equations are based on [19] and [24].

2.7.1 Turbulent Boundary Layer - Trailing Edge

When immersed in a flow, airfoils will develop a boundary layer that will be turbulent at a high

Reynolds number (typically
√
Rc > 1000). This turbulence will generate noise when it passes the trailing

edge.
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The Sound Pressure Level (SPL) of the Turbulent Boundary Layer - Trailing Edge (TBL-TE) noise in

this model is given by the following contributions:

SPLTBL−TE = 10 log10

(
10

SPLp
10 + 10

SPLs
10 + 10

SPLα
10

)
, (2.43)

where the subscripts p, s and α refer to the contributions from the pressure side, suction side and angle

of attack, respectively. The pressure and suction contributions are given by:

SPLp = 10 log10

(δ∗M5LD̄h

r2e

)
+A

(Stp
St1

)
+ (K1 − 3) + ∆K1 (2.44)

and

SPLs = 10 log10

(δ∗M5lD̄h

r2e

)
+A

(Sts
St1

)
+ (K1 − 3), (2.45)

respectively, where δ∗ is the boundary layer displacement thickness on each side of the airfoil, St the

Strouhal number and A, ∆K1 and K1 are empirical functions based on St, D̄h is the directivity function

for TE noise (high-frequency limit), L is the span and l is the spanwise extent of tip vortex at TE.

The angle of attack contribution when α∗ > 12.5o or α∗ > γ0 is given by:

SPLα = 10 log10

(δ∗M5LD̄h

r2e

)
+B

(Sts
St2

)
+K2, (2.46)

otherwise, SPLα is given by:

SPLα = 10 log10

(δ∗M5LD̄h

r2e

)
+A′

(Sts
St2

)
+K2, (2.47)

where A′, B and K2 are empirical functions based on St. In the latter, since separation will dominate

the noise:

SPLp = −∞ (2.48)

and

SPLs = −∞. (2.49)

The definitions of the Strouhal numbers are:

Stp =
fδ∗p
U
, (2.50)

Sts =
fδ∗s
U
, (2.51)

St1 = 0.02M−0.6, (2.52)

St1 =
St1 + St2

2
, (2.53)
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and

St2 = St1 ×


1 (α∗ < 1.33o)

100.0054(α∗−1.33)2 (1.33o ≤ α∗ ≥ 12.5o)

4.72 (12.5o < α∗)

, (2.54)

where U is the free-stream velocity.

A and B are the spectral shapes definitions, where

A(a) = Amin(a) +AR(a0)[Amax(a)−Amin(a)] (2.55)

and

B(b) = Bmin(b) +BR(b0)[Bmax(b)−Bmin(b)]. (2.56)

The function A for a particular Reynolds number, Rc, is obtained by interpolating the curves Amax

and Amin, corresponding to (Rc)max and (Rc)min, respectively. The mentioned curves are given by:

Amin(a) =


√

67.552− 886.788a2 − 8.219 (a < 0.204)

−32.665a+ 3.981 (0.204 ≤ a ≤ 0.244)

−142.795a3 + 103.656a2 − 57.757a+ 6.006 (0.224 < a)

(2.57)

and

Amax(a) =


√

67.552− 886.788a2 − 8.219 (a < 0.13)

−15.901a+ 1.098 (0.13 ≤ a ≤ 0.321)

−4.669a3 + 3.491a2 − 16.699a+ 1.149 (0.321 < a)

, (2.58)

where a is the absolute value of the logarithm of the ratio of Strouhal number St = Stp or St = Sts, and

the peak Strouhal number, Stpeak = St1, Stpeak = S̄t1 or Stpeak = St2, that is:

a = |log(St/Stpeak)| (2.59)

The interpolation factor is determined from:

AR(a0) =
−20−Amin(a0)

Amax(a0)−Amin(a0)
, (2.60)

where a0 is given by:

a0(Rc) =


0.57 (Rc < 9.52× 104)

(−9.57× 10−13)(Rc − 8.57× 105)2 + 1.13 (9.52× 104 ≤ Rc ≤ 8.57× 105)

1.13 (8.57× 105 < Rc)

. (2.61)

The function B is obtained similarly to A. The functions Bmin and Bmax, through which B is calculated
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are:

Bmin(b) =


√

16.888− 886.788b2 − 4.109 (b < 0.13)

−83.670b+ 8.138 (0.13 ≤ b ≤ 0.145)

−817.8105b3 + 35.210b2 − 135.024b+ 10.619 (0.145 < b)

, (2.62)

and

Bmax(b) =


√

16.888− 886.788b2 − 4.109 (b < 0.13)

−31.330b+ 1.854 (0.10 ≤ b ≤ 0.187)

−80.541b3 + 44.174b2 − 39.381b+ 2.344 (0.187 < b)

, (2.63)

where the Strouhal number b is given by:

b = |log(Sts/St2)|. (2.64)

The interpolation factor BR is given by:

BR(b0) =
−20−Bmin(b0)

Bmax(b0)−Bmin(b0)
, (2.65)

where b0 is given by:

b0 =


0.30 (Rc < 9.52× 104)

(−4.48× 10−13)(Rc − 8.57× 105)2 + 0.56 (9.52× 104 ≤ Rc ≤ 8.57× 105)

0.56 (8.57× 105 < Rc)

. (2.66)

The amplitude function K1, present in equations 2.44 and 2.45, is given by:

K1 =


−4.31 log(Rc) + 156.3 (Rc < 2.47× 105)

−9.0 log(Rc) + 181.6 (2.47× 105 ≤ Rc ≤ 8.0× 105)

128.5 (8.0× 105 < Rc)

. (2.67)

The level adjustment, ∆K1, that appears in equation 2.44, is given by:

∆K1 =

α∗[1.43 log(Rδ∗p )− 5.29] (Rδ∗p ≤ 5000)

0 (5000 < Rδ∗p ),

, (2.68)

where Rδ∗p is the Reynolds number based on pressure-side displacement thickness. The amplitude

function K2, present in equations 2.46 and 2.47, is given as:

K2 = K1 +


−1000 (α∗ < γ0 − γ)√
β2 − (β/γ)2(α∗ − γ0)2 + β0 (γ0 − γ ≤ α∗ ≤ γ0 + γ)

−12 (γ0 + γ < α∗)

, (2.69)
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where 

γ = 27.094M + 3.31

γ0 = 23.43M + 4.651

β = 72.65M + 10.74

β0 = −34.19M − 13.82

. (2.70)

2.7.2 Laminar Boundary Layer - Vortex Shedding

This type of noise hardly occurs at the Reynolds numbers at which modern rotors commonly operate.

It occurs when the boundary layer is laminar and is generated by a feedback loop between vortices

being shed at the trailing edge and instability waves in the laminar boundary layer. In a one-third-octave

presentation, this noise is estimated on the BPM model by the following equation:

SPLLBL−V S = 10 log
(δpM5dD̄h

r2e

)
+G1

( St′

St′peak

)
+G2

[ Rc
(Rc)0

]
+G3(α∗), (2.71)

where G are empirical functions, St′peak the peak of the Strouhal number, Rc constitutes the Reynolds

number at the chord c and (Rc)0 is a reference value defined as a function of angle to specify the

Reynolds number dependency.

The Strouhal definitions are the following:

St′ =
fδp
U
, (2.72)

St′1 =


0.18 (RC ≤ 1.3× 105)

0.001756RC 0.3931 (1.3× 105 < RC ≤ 4.0× 105)

0.28 (4.0× 105 < RC)

, (2.73)

and

St′peak = St′1 × 10−0.04α∗ . (2.74)

G1 defines the spectral shape:

G1(e) =



39.8 log(e)− 11.2 (e ≤ 0.5974)

98.409 log(e) + 2.0 (0.5974 < e ≤ 0.854)

−5.076 +
√

2.484− 506.25[log(e)]2 (0.8545 < e ≤ 1.17)

−98.409 log(e) + 2.0 (1.17 < e ≤ 1.674)

−39.8 log(e)− 11.2 (1.674 < e)

, (2.75)
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where e = St′/St′peak; G2 corresponds to the peak scaled level shape curve:

G2(d) =



77.852 log(d) + 15.328 (d ≤ 0.3237)

65.188 log(d) + 9.125 (0.3237 < d ≤ 0.5689)

−114.052[log(d)]2 (0.5689 < d ≤ 1.17579)

−65.188 log(d) + 9.125 (1.7579 < d ≤ 3.0889)

−77.852 log(d) + 15.328 (3.0889 < d)

, (2.76)

where d = Rc/(Rc)0 and the reference Reynolds number is given by:

(Rc)0 =

100.215α∗+4.978 (α∗ ≤ 3.0)

100.120α∗+5.263 (3.0 < α∗)

, (2.77)

and G3 is the angle-dependent level for the shape curve:

G3(α∗) = 171.04− 3.03.α∗. (2.78)

2.7.3 Tip Vortex

The vortices generated at the tip of the blades are given in the BPM model by:

SPLtip = 10 log
(M2M2

maxl
3D̄h

r2e

)
− 30.5(log10St

′′ + 0.3)2 + 126, (2.79)

where Mmax is the maximum Mach number near the blade tip, within or about the separated flow region,

that depends on the angle of attack at the tip of the blade, αtip, at the region of the TE, given by:

Mmax/M ≈ (1 + 0.036αtip), (2.80)

where l is the spanwise extent of the separation zone, Umax is the velocity corresponding to Mmax, given

by:

Umax = cMmax, (2.81)

and St′′ is the Strouhal number based on l, given by:

St′′ =
fl

Umax
. (2.82)

BPM estimates l differently for round and squared blade tips. For a round tip, the spanwise extent of

the separation due to the tip vortex at the TE is given by:

l/c ≈ 0.008αtip, (2.83)

20



where αtip is the angle of attack of the tip region in respect to the incoming flow. Equations 2.80 and 2.83

are used for the case of untwisted blades in uniform flow. When the tip loadings differ from the previous

case, as occurs in some rotor and propeller blades, the equation must be corrected in the following way:

α′tip =

[( (δL′
δy

)
(δL′
δy

)
ref

)
y→tip

]
αtip, (2.84)

where L′ is the lift per unit span along the blade at position y.

αtip is not a reliable output of standard aeroelastic models and thus the prediction of tip vortex by

BPM is not very accurate.

For the case of flat tips, the spanwise extent is given by the following expression:

l/c =

0.0230 + 0.0169α′tip (0o ≤ α′tip ≤ 2o)

0.0378 + 0.0095α′tip (2o < α′tip)

. (2.85)

2.7.4 Trailing-Edge Bluntness - Vortex Shedding

The finite height of the trailing edge generates a vortex shedding, whose sound pressure level is

given by:

SPLBLUNT = 10 log
(hM5.5LD̄h

r2e

)
+G4

( h

δ∗avg
, ψ
)

+G5

( h

δ∗avg
, ψ,

St′′′

St′′′peak

)
, (2.86)

where h is the blunt thickness of the trailing edge, ψ is the solid angle between the suction and pressure

sides of the airfoil, and δ∗avg is the average displacement thickness for both sides of the airfoil.

The Strouhal definitions are the following:

St′′′ =
fh

U
, (2.87)

and

St′′′peak =


0.212− 0.0045ψ

1 + 0.235(h/δ∗avg)
−1 − 0.0132(h/δ∗avg)

−2 (0.2 ≤ h/δ∗avg)

0.1(h/δ∗avg) + 0.095− 0.00243ψ (h/δ∗avg < 0.2)

, (2.88)

where h/δ∗avg is the ratio between the TE thickness (degree of bluntness), h, with the average boundary-

layer displacement thickness, δ∗avg, where:

δ∗avg =
δ∗p + δ∗s

2
. (2.89)

The shape functions are given by:

G4(h/δ∗avg, ψ) =

17.5 log(h/δ∗avg) + 157.5− 1.114ψ (h/δ∗avg ≤ 5)

169.7− 1.114ψ (5 < h/δ∗avg)

; (2.90)
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the calculation of G5 involves an interpolation for spectra between ψ = 0o and ψ = 14o in the following

way:

G5

( h

δ∗avg
, ψ,

St′′′

St′′′peak

)
= (G5)ψ=0o + 0.0714ψ[(G5)ψ=14o − (G5)ψ=0o ], (2.91)

where

(G5)(ψ = 14o)) =



mη + k (η < η0)

2.5
√

1− (η/µ2)− 2.5 (η0 < η < 0)√
1.5625− 1194.99η2 − 1.25 (0 ≤ η < 0.03616)

−155.543η + 4.375 (0.03616 ≤ η)

, (2.92)

η = log(St′′′/St′′′peak), (2.93)

µ =



0.1221 (h/δ∗avg < 0.25)

−0.2175(h/δ∗avg) + 0.1755 (0.25 ≤ h/δ∗avg < 0.62)

−0.0308(h/δ∗avg) + 0.0596 (0.62 ≤ h/δ∗avg < 1.15)

0.0242 (1.15 ≤ h/δ∗avg)

, (2.94)

m =



0 (h/δ∗avg ≤ 0.02)

68.724(h/δ∗avg)− 1.35 (0.02 < h/δ∗avg ≤ 0.5)

308.475(h/δ∗avg)− .121.23 (0.5 < h/δ∗avg ≤ 0.62

224.811(h/δ∗avg)− 69.35 (0.62 < h/δ∗avg ≤ 1.15)

1583.28(h/δ∗avg)− 1631.59 (1.15 < h/δ∗avg ≤ 1.2)

268.344 (1.2 < h/δ∗avg)

, (2.95)

η0 = −

√
m2µ4

6.25 +m2µ2
, (2.96)

and

k = 2.5

√
1−

(η0
µ

)2
− 2.5−mη0. (2.97)

To compute (G5)ψ=0o , equation 2.92 is used, replacing the term (h/δ∗avg) by (h/δ∗avg)
′, given by:

( h

δ∗avg

)′
= 6.724

( h

δ∗avg

)2
− 4.019

( h

δ∗avg

)
+ 1.107. (2.98)

2.7.5 Directivity

Directivity sound effects lead to a different total sound pressure level perception for different positions

of the observer relative to the rotor plane [19]. The directivity correction factors D̄h and D̄l are based

on the position of the observer relative to the noise source. The directivity function for high-frequency
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noise sources (these enclose everything except for high-angle separation and turbulent inflow noise) is

the following:

D̄h(Θe,Φe) ≈
2sin2(Θe/2)sin2Φe

(1 +McosΘe)[1 + (M −Mc)cosΘe]2
, (2.99)

where Mc is the convective Mach number and Θe and Φe are the directivity angles, as presented in

figure 2.5. For low-frequency sources, the directivity correction is given by the following expression:

D̄l(Θe,Φe) ≈
sin2(Θe)sin

2Φe
(1 +McosΘe)4

. (2.100)

Figure 2.5: Angles in the directivity functions [25].

2.8 Brown and Harris model

This section follows the models adopted in [26]. In the Brown and Harris’ work [27], the noise

emission of a VTOL aircraft considers only the noise generated by the rotors. Rotor noise may be

divided into rotational, impulsive and vortex noise. The first normally leads to a higher SPL, and, since

the size of the rotors in UAM is smaller when compared to helicopters, its frequency is higher and, thus,

it might be above the human threshold. Impulsive noise might happen at some flight conditions when

the blade enters stall, when shock waves are formed on its surface, or when blade-vortex interactions

occur.

It is important to refer that this model is not compatible with geometric programming.

2.8.1 Rotational noise

This type of noise might be divided into loading and thickness noise, which are modeled in Brown

and Harris model using the formulation of Gutin [28] and Deming [29], respectively.

The root mean square of the loading and thickness noise pressures are given respectively by:

prmsL =
mNBΩ

2
√

2πa∆S

[
Tcosθ −Q a

Ωr2e

]
JmNB

(mNBΩ

a
resinθ

)
, (2.101)

and

prmsT =
−ρ(mNBΩ)2NB

3
√

2π∆S
ctmaxreJmNB

(mNBΩ

a
resinθ

)
, (2.102)
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where m is the harmonic number, NB the number of blades, Ω the angular speed of the rotor, a the

speed of sound, ∆S the distance between the observer and the rotor, T the rotor thrust, Q the rotor

torque, θ is represented in figure 2.6, re is the effective radius, JmNB is the first kind Bessel function of

mNB order, ρ denotes air density, c the maximum chord and tmax the maximum thickness.

Figure 2.6: Definition of the Θ angle [26].

The SPL for a single rotor can be obtained through:

SPL = 10 log10

[
prms2L + prms2T

p2ref

]
, (2.103)

where pref denotes the reference pressure. Equation 2.104 can be rewritten as:

SPL = 10 log10

[
NB

prms2L + prms2T
p2ref

]
. (2.104)

2.8.2 Vortex noise

Brown and Harris described the vortex noise as predicted in the semi-empirical model for helicopters

of Schlegel et al. [30]. For this model, the SPL in hover condition is given by:

SPL = 20 log10

[
k2
Vtip
ρ∆S

√
NRT

σ
FDFL

]
, (2.105)

where k2 is a set parameter of 1.206 × 10−2s3/ft3(4.259 × 10−1s3/m3) - this value is calibrated for

helicopters.

2.9 Vortex Lattice Method (VLM)

The deductions present in this section are based in references [31] and [32].

In the calculation of the VLM in this chapter, a finite number of horseshoe vortices approximate the

continuous bound vorticity over the wing surface, as shown in figure 2.7. It is assumed that the vortices

are parallel to the axis of the vehicle. This assumption is due to the fact that it simplifies the computation

of the calculation of influence of the various vortices, without any loss in accuracy when compared to the

assumption that the vortices are aligned in parallel to the free stream, since both theories have a similar

degree of accuracy within the linearized theory [31].

Through the law of Bio and Savart [31], one can obtain the velocity induced by a vortex filament of
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Figure 2.7: Wing in vortice lattice method: coordinate system, elemental panels and horseshoe vortices
[31].

strength Γn:
−→
dV =

Γn(
−→
dl ×−→r )

4πr3
, (2.106)

where
−→
dl represents an infinitesimal vector segment along the filament and −→r the vector of the men-

tioned segment to a point C in space.

Figure 2.8 shows the geometric nomenclature applied to the calculation of vortice induced velocity.

Figure 2.8: Nomenclature relative to the velocity that is induced by a finite-length segment [31].

Through the use of equation 2.106, the velocity induced by each of the three segments of the horse-

shoe vortex can be obtained. If AB is one of the segments, with an assumed vorticity going from A to B,

and C a point whose normal distance to AB is given by rp, integrating between A and B, the magnitude

of the induced velocity can be found by:

V =
Γn

4πrp
=

∫ θ2

θ1

sin θdθ =
Γn

4πrp
(cos θ1 − cos θ2). (2.107)

As shown in figure 2.8, −→r0 , −→r1 and −→r2 , represent the vectors
−→
AB,

−→
AC and

−→
BC, respectively, then:

rp =
|−→r1 ×−→r2 |

r0
, (2.108a)

cos θ1 =
−→r0 · −→r1
r0r1

, (2.108b)
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and

cos θ2 =
−→r0 · −→r2
r0r2

. (2.108c)

Substituting equations 2.108 in 2.107, and having present that the direction of the unit vector is given

by
−→r1 ×−→r2
|−→r1 ×−→r2 |

, (2.109)

one obtains the following basic expression of the VLM induced velocity by the horseshoe vortices:

−→
V =

Γn
4π

−→r1 ×−→r2
|−→r1 ×−→r2 |2

[−→r0 · (−→r1
r1
−
−→r2
r2

)]
. (2.110)

Figure 2.9: Geometrical scheme of a “typical" horseshoe vortex [31].

Through equation 2.110, the expression for the induced velocity by the vortex segment AB in a point

C(x, y, z) is obtained:
−→
V AB =

Γn
4π
{Fac1AB}{Fac2AB}, (2.111)

where

{Fac1AB} =
−→r1 ×−→r2
|−→r1 ×−→r2 |2

= {[(y − y1n)(z − z2n)− (y − y2n)(z − z1n)]̂i− [(x− x1n)(z − z2n)− (x− x2n)(z − z1n)]ĵ

+ [(x− x1n)(y − y2n)− (x− x2n)(y − y1n)]k̂}/
{[(y − y1n)(z − z2n)− (y − y2n)(z − z1n)]2 + [(x− x1n)(z − z2n)− (x− x2n)(z − z1n)]2

+ [(x− x1n)(y − y2n)− (x− x2n)(y − y1n)]2},
(2.112)

and

(2.113)

{Fac2AB} =
(−→r 0 ·

−→r 0

r1
−−→r 0 ·

−→r 2

r2

)
= {[(x2n − x1n)(x− x1n) + (y2n − y1n)(y − y1n) + (z2n − z1n)(z − z1n)]/√

(x− x1n)2 + (y − y1n)2 + (z − z1n)2

− [(x− x1n)(x− x2n) + (y2n − y1n)(y − y2n) + (z2n − z1n)(z − z2n)]/√
(x− x2n)2 + (y − y2n)2 + (z − z2n)2}.

In order to computate the velocity from A to infinity, firstly the velocity from A to D will be calculated.

According to figure 2.10:
−→r 0 =

−→
DA = (x1n − x3n)̂i, (2.114a)

−→r 1 = (x− x3n)̂i+ (y − y1n)ĵ + (z − z1n)k̂, (2.114b)
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Figure 2.10: Vector elements used for the computation of the induced velocities by the horseshoe in the
VLM [31].

and
−→r 2 = (x− x1n)̂i+ (y − y1n)ĵ + (z − z1n)k̂. (2.114c)

Thus, the induced velocity will be given by

−−→
VAD =

Γn
4π
{Fac1AD}{Fac2AD}, (2.115)

where

{Fac1AD} =
(z − z1n)ĵ + (y1n − y)k̂

[(z − z1n)2 + (y1n − y)2](x3n − x1n)
, (2.116)

and

(2.117)
{Fac2AD} = (x3n − x1n)

{ x3n − x√
(x− x3n)2 + (y − y1n)2 + (z − z1n)2

+

x− x1n√
(x− x1n)2 + (y − y1n)2 + (z − z1n)2

}
.

When considering x3 tending to infinity, equation 2.115 becomes

(2.118)

−−→
VA∞ =

Γn
4π

{ (z − z1n)ĵ + (y1n − y)k̂

[(z − z1n)2 + (y1n − y)2]

}
[
1.0 +

x− x1n√
(x− x1n)2 + (y − y1n)2 + (z − z1n)2

]
,

which constitutes the velocity induced by the vortex segment which extends through A to infinity in a

positive direction parallel to the x axis.

Following the same logic, the velocity induced by the vortex filament that extends from B to infinity in

a positive direction parallel to the x axis is computed by:

(2.119)
−−→
VB∞ = −Γn

4π

{ (z − z2n)ĵ + (y2n − y)k̂

[(z − z2n)2 + (y2n − y)2]

}[
1.0 +

x− x2n√
(x− x2n)2 + (y − y2n)2 + (z − z2n)2

]
.

The total velocity induced by the horseshoe vortex representing one of the surface elements at a

point (x,y,z) is given by the sum of the equations 2.111, 2.118 and 2.119. The velocity induced by the

vortex representing the nth panel on the control point with coordinates (xm, ym, zm) is given by:

−−→
Vm,n =

−−−→
Cm,nΓn, (2.120)

and the velocities induced by the 2N vortices added together give the expression for the total induced
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velocity at the mth control point:
−−→
Vm,n =

2N∑
n=1

−−−→
Cm,nΓn. (2.121)

In equation 2.121, the vortex strength, Γn, represents the lifting field of the wing. Thus, the VLM

technique is used for the computation of the lift coefficient and pressure distribution of a wing when

there is no significant flow separation over a finite surface. It is a faster technique, which constitutes an

alternative to computational fluid dynamic [32].

2.10 Blade Element Momentum Theory (BEMT)

BEMT is deduced in detail in references [33] and [34]. In the present section, a brief summary of the

theory is presented.

The BEMT equates the thrust and the rate of momentum change given by the blade element theory

and by the momentum theory, respectively, in order to obtain the axial induction factor, a; and it equates

the torque and the rate of change of angular momentum given by the blade element theory and the

momentum theory, respectively, in order to obtain the tangential induction factor, a′.

In blade element theory (BET), an element of a rotor blade at a distance r from the axis of rotation is

considered, as figure 2.11 illustrates.

The relative velocity of the flow seen by the blade, W , depicted in figure 2.12, is composed by an axial

and a tangential components. The tangential component is given by the sum of the tangential velocity

of the blade Ωr with the tangential velocity of the wake a′Ωr, resulting in a total tangential velocity of

(1 + a′)Ωr, where Ω is the angular velocity at which the blades are rotating. U∞ represents the wind

velocity and U∞a the axial velocity of the wake. Thus, the effective velocity of the blade element is given

by equation 2.122:

W =
√
U2
∞(1− a)2 + Ω2r2(1 + a′)2. (2.122)

Figure 2.11: Blade element [33].

The relative velocity W acts at a φ angle relative to the plane of rotation, given by:

sinφ =
U∞(1− a)

W
(2.123)
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Figure 2.12: Blade element velocities [33].

and

cosφ =
Ωr(1 + a′)

W
, (2.124)

thus,

tanφ =
(1− a)U∞
(1 + a′)Ωr

. (2.125)

The lift force, FL, (normal to the direction of W) and the drag force, FD, (parallel to the direction of

W) are given, respectively, by equations:

δFL =
1

2
ρW 2cClδr, (2.126)

and

δFD =
1

2
ρW 2cCdrδr, (2.127)

where c is the chord of the element, Cl the lift coefficient, Cd the drag coefficient, and ρ the air density.

In BET, the thrust of a blade element is computed by the calculation of the aerodynamic force in the

axial direction:

δT = δFL cosφ+ δFD sinφ =
1

2
ρW 2c(Cl cosφ+ Cd sinφ)δr, (2.128)

and the torque in one blade element is computed by the calculation of the aerodynamic force in the

tangential direction:

δQ = (δFL sinφ− δFD cosφ)r =
1

2
ρW 2c(Cl sinφ− Cd cosφ)rδr. (2.129)

In momentum theory, the rate of momentum change developed by an annular disk of the rotor is

given by:

dṀ = 4πρU2
∞a(1− a)rδr, (2.130)

and the rate of change of angular momentum is given by:

dL̇ = 4πρU∞(Ωr)a′(1− a)r2δr. (2.131)

Equating expressions 2.128 and 2.130, the axial induction factor is obtained:

a =
1

1 +
4 sin2 φ

σCa

, (2.132)
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where Ca is the non-dimensional component of the force in the axial direction, given by

Ca = Cl cosφ+ Cd sinφ, (2.133)

and σ is the solidity, obtained by performing the ratio between the total blade chord length at a given

radius and the circumferential length at that radius:

σ =
NBc(r)

2πr
. (2.134)

In equation 2.134, NB represents the number of rotor blades, r the radial position of the control volume

and c(r) the size of the local chord at r.

Equalizing expressions 2.129 and 2.131, the tangential induction factor is obtained:

a′ =
1

4 sinφ cosφ

σCr
− 1

, (2.135)

where Cr is the non-dimensional component of the force on the radial direction, given by

Cr = Cl sinφ+ Cd cosφ. (2.136)

In the present theory, it is assumed that there is no radial interaction between the flows through

continuous annular disks. Such condition is true for axial flow induction factors that don’t vary radially

and the acceptability of this assumption is supported by experimental results [35].

This theory is vastly used due to its simplicity and its speed, albeit not producing results as accurate

as a CFD simulation.

2.10.1 Corrections to the BEMT model

Prandtl’s tip-loss Factor

Prandtl’s correction factor compensates the assumption of the BEMT of an infinite number of blades,

correcting the vortex system in the wake, since this one is different for a finite number of blades. The

mentioned factor is given by:

F =
2

π
cos−1(e−f ), (2.137)

where f is

f =
B

2

R− r
r sinφ

. (2.138)
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In the previous expression, R represents the total radius of the rotor. Through the application of this

correction factor in equations 2.132 and 2.135, one obtains, respectively:

a =
1

1 +
4F sin2 φ

σCa

, (2.139)

and

a′ =
1

4F sin2 φ cosφ

σCr
− 1

, (2.140)

which represent the corrected axial and tangential induction factors, respectively.

Hub-loss model

The hub-loss model corrects the induced velocity from a vortex being shed near the rotor’s hub. This

model is implemented analogously as the tip-loss model, substituting equation 2.138 by the following:

f =
B

2

r −Rhub
r sinφ

. (2.141)

For an element affected by both tip and hub losses, these correction factors must be multiplied, obtaining

a total loss factor of

F = FtipFhub. (2.142)

Glauert’s Thrust Correction

The classic BEMT model does not provide a solution for cases where the induction factor is greater

or equal to 0.5, as it enters in what the theory mentions as a turbulent wake state. Although momentum

theory describes it as a propagation of some of the far wake upstream, the physically correct explanation

would be that, at high tip speeds, flow from outside the wake enters this region, leading to an increase

in turbulence and in the thrust in the rotor and to a decrease of the velocity of the flow in the wake.

Glauert [36] fitted a parabola to experimentally obtained data from helicopters with a large induced

velocity that proposed to be used as a correction for the rotor thrust coefficient, as represented in figure

2.13(a). Glauert’s parabola presented some limitations since when plotting this curve for a correction

factor of F=0.9, a gap between the correction proposed by Glauert’s and the CT curves occurs. This

gap can lead to numerical instability whenever a computer is used for the iteration to calculate the in-

duction factor. Buhl [37] deduced a curve, shown in figure 2.13(b), that eliminated the gap previously

mentioned, allowing the use of the model for different correction factors and, thus, removing the previ-

ously existing discontinuity and its consequent dynamic instability. The correction proposed by Buhl is

given by equation 2.143:

CT =
8

9
+
(

4F − 40

9

)
a+

(50

9
− 4F

)
a2. (2.143)
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Solving equation 2.143 for the induction factor gives:

a =
18F − 20− 3

√
CT (50− 36F )(+12F (3F − 4))

36F − 50
. (2.144)

The presented correction should be applied for values of CT greater or equal to 0.96F , substituting

the induction factor previously calculated through equation 2.139 [38]:

(a) Classic CT curve and Glauert’s correction for
loss coefficient F=0.9.

(b) Classic CT curve and Buhl’s correction for
loss coefficient F=0.9.

Figure 2.13: Classic CT curve and two proposed corrections for loss coefficient F=0.9 [37].

2.10.2 Iteration Procedure

The following algorithm is based on references [38] and [34]. It uses the equations previously pre-

sented in this section and can be applicable to each strip of the blade, as the different control volumes

are assumed independent. Thus, the following procedure is applied for a certain radius position and

constitutes a summary of the BEM algorithm. It is given by the subsequent steps:

1. Initialize a and a′, typically used values are a = a′ = 0.

2. Compute the flow angle (φ) using equation 2.125.

3. Compute the local angle of attack (α) in the following manner:

α = φ− θ. (2.145)

4. Read Cl(α) and Cd(α) from an aerodynamic table.

5. Compute Cr and Ca through equations 2.136 and 2.133, respectively.

6. Compute the tip and the hub losses combining equation 2.137 with 2.138 and 2.141, respectively,

and use them in order to obtain the total loss, given by equation 2.142.

7. Compute the thrust coefficient using the following expression:

CT =
σ(1− a)2Ca

sin2 φ
. (2.146)

8. In the case of the obtained CT being greater than 0.96, compute the induction factor a using

equation 2.144, otherwise, obtain the mentioned factor through equation 2.139.
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9. Compute the tangential induction factor a′ through the use of equation 2.140.

10. In the case where a and a′ have changed more than a certain tolerance, go back to step (2),

otherwise the algorithm has reached its end.

2.11 Rotor on Rotor Interactions

This section is based on the analysis done by Lee and Lee [39] and by Shukla et al. [40].

Shukla et al. [40] performed a study of the effect of the separation between the rotors axis and the

Reynolds number of the flow on the aerodynamic interaction of multirotor Unmanned Aircraft Vehicle

(UAV) in hover using high-speed Stereo Particle Image Velocimetry (SPIV) and performance measure-

ments. Lee and Lee [39] conduced numerical simulations of a quadcopter in hover to investigate the

mutual interaction effects between rotors on the aerodynamic performance, wake structures, and sound

pressure level, through the application of the nonlinear VLM with vortex particle method (VPM) and

acoustic analogy based on Farassat’s formulation 1A.

In the study made by Shukla et al. [40], the instantaneous vorticity of one rotor interacts with the

one from another rotor for small axis shift values, resulting on a deviation of the tip vortexes from their

expected typical wake trajectories, getting split into small spots of high velocity between the wakes, as

represented in figure 2.14. The mentioned wake interactions are relatively higher for Rc of 40k when

compared to 80k. This is probably a product of the weaker tip vortexes (in terms of circulation) and

lower downwash of the vortexes for low Rc, making them more vulnerable to velocities induced by flow

features in close proximity. The increase of the axis shift tends to lead to a decrease of rotor interaction

and the region between the wakes becomes free of sporadic flow.

An important aspect to notice from figure 2.15 is that for an axis shift of 2.2R, 2.3R and 2.4R -where

R represents the rotor’s tip radius-, the velocities, non-dimensionalized using the rotor’s tip speed, are

basically the same. This is probably derived from the fact that the Rc is not significant for the inflow and

outflow velocities, at least for rotors with axis further then 2.2R apart.

In the study by Lee and Lee [39], a comparison of wake interaction for a quadcopter vehicle with

different values of distance between rotors’ axes is made. The geometry of the multirotor used is rep-

resented in figure 2.16, where d represents the distance between neighbouring rotor tips and D repre-

sents the rotor’s diameter. This study corroborates with the previous one in the sense that its results

also demonstrate that an increase in rotor spacing leads to a decrease of wake interaction.

For a multirotor system, the unsteady loading noise due to rotor interaction is the main acoustic

contributor, increasing significantly the pressure amplitude. For this particular experiment, observers

were placed above and below the plane of the rotor, with an azimuth angle (θ) varying between -180º

and 180º, at a radial position distanced 16R from the center of the vehicle. The unsteady aerodynamic

loading introduced by severe rotor interaction causes an increase in the sound pressure level, especially

for observers placed at θ = 45o and θ = 90o. In contrast, for θ = 0o the noise amplitude is the least

affected by the interaction between the rotors, since for the perpendicular direction of the rotating axis,

the thickness noise is the main contributor. These facts are corroborated by the numerical simulations
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Figure 2.14: Plots of the instantaneous vorticity contours [40].

Figure 2.15: Plots of the average flow field streamline (the white line represents the rotors) [40].

presented in figure 2.17, where, for a separation distance between rotors of d/D=0.2, the noise is

increased the most for θ = 90o and the least for θ = 0o, when compared to a separation distance of

d/D=1.
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Figure 2.16: Multirotor configuration [39].

Figure 2.17: Overall Sound Pressure Level (OASPL) directivity of the multirotor depending on separation
distances [39].
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Chapter 3

Methodology

3.1 FLOWUnsteady Software Description

This section will provide an insight of FLOWUnsteady [41], an open source code that comprises

“a simulation engine of mixed-fidelity unsteady aerodynamics and aeroacoustics" [42] that was used

as a base code for the noise prediction presented in the current thesis. The code is implemented on

the julia programming language, which is considered by its developers as "a flexible dynamic language,

appropriate for scientific and numerical computing, with performance comparable to traditional statically-

typed languages" [43].

FLOWUnsteady includes several github packages as its dependencies, using its results as inputs

for its simulations. Regarding noise predictions, it integrates a binary of the PSU-WOPWOP code [44].

This code consists on a numerical implementation of Formulation 1A of FW-H for the computation of

the tonal aeroacoustic noise [45]. The signal is given in time-domain, which is posteriorly provided in

frequency domain through a Fourier Transformation. This signal is integrated in the frequency domain,

in order to obtain a single OASPL value at each observer. For the computation of the broadband noise

[46], it uses a BPM [47] code. This last package is integrated in the aeroacoustic solver and consists on

a set of functions that will implement the BPM semi-empirical equations in order to predict the acoustic

propagation of a wind turbine, with the proviso that turbulent inflow is not assumed in the code. In the

case of FLOWUnsteady, the BPM code is also used applied to rotors. The theory behind Formulation

1A of FW-H and BPM is presented in sections 2.5 and 2.7, respectively.

On its dependencies FLOWUnsteady also includes FLOWVLM [48] and CCBlade [49, 50]. FLOWVLM

solves the vortex lattice on lifting surfaces, calculating the circulation for each horseshoe of the lifting

surface through the implementation of a VLM code. CCBlade, in its turn, implements the BEM method

for the aerodynamic analysis of propellers and turbines. The theory behind VLM and the BEM method

is described in sections 2.9 and 2.10, respectively.

The FLOWUnsteady code may also provide a VPM package. This package is not open-source and is

used for the computation of the vorticity from lifting surfaces and bodies in the case of unsteady dynam-

ics, solving the vorticity form of the Navier-Stokes equations in a meshless Lagragian scheme. It was not
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possible to access this package during the execution of the present thesis. Thus, FLOWUnsteady was

implemented without VPM and the assumption of quasi-steady dynamics was made. This presupposi-

tion is plausible since the observers used for the computation of the noise were not far from the rotors

(at a distance of approximately 2 meters from its hub) and the basis study case consists on the optimiza-

tion of the noise produced by a single rotor. Taking the close position of the observers in regard to the

hub of the rotor into consideration, and knowing that quasi-steady aerodynamic solvers will assume that

the perturbation at the wake-shedding surface will immediately affect all the wake, the assumption of a

quasi-steady physical model is plausible in this experiment. In a quasi-steady mode, FLOWUnsteady

uses VLM and BEMT to solve the wing and the rotor aerodynamics, respectively. Regarding the rotors’

aerodynamics, the code does not attempt to compute the wake interactions and, consequently, it is not

advisable for the simulation of rotors operating in close proximity [51]. In the ambit of the present thesis

that does not pose an issue, since the main objective will be to decrease the noise produced by a single

rotor in hover. Taking further into consideration that the main purpose of this thesis is the optimization

of the noise produced by the blades of the rotor, it is also worth mentioning that the use of a low to

medium fidelity aerodynamic model will decrease the computational cost of the optimization, making

this quasi-steady model a good choice to execute the reduction of the design space, until the reach of

the optimal design. Furthermore, the unsteady FLOWUnsteady code (using the VPM package) takes up

to 6 hours in an average laptop in order to serve a typical maneuver [51], which makes it not advisable

in optimization programming.

The flowchart of this quasi-steady solver is present in figure 3.1 [9, 51]. The following explanation

of the mentioned flowchart refers to its application to the simulations done in the current thesis. In

the flowchart, it is observable that the outer layer of computation consists on the aerodynamic solver

(represented by the blue block on the chart). In step (1) of the aerodynamic block, the difference in the

kinematic translational and rotational velocities (∆V and ∆Ω) is computed, updating V and Ω, and the

vehicle is translated accordingly - the letter G in this step represents the vehicle’s state variables. In

step (2), the rotors are rotated accordingly to the rotations per minute (RPM) inputted and the kinematic

velocity (ukin) of each control point (CP ) is computed. Relatively to step (3), since a quasi-steady solver

was used, the perturbations at the source of a wake-shedding surface happen simultaneously in all

wake. Step (4) contains the implementation of the quasi-steady solver. In step (5), the wake is updated

accordingly to the change in circulation computed in step (4), whilst in step (6) the vehicle is passed

to a user defined function where it can be connected to another solver. This function returns a break

flag. Finally, step (7) consists on the saving of the output files for further post-processing. The described

scheme is embedded in a cycle that runs until either a break is returned in step (6) or the solving time

reaches its maximum allowed. Would the vehicle also comprise a wing and the aerodynamic solution

would also resort to FLOWVLM for the computation of its results. In the case of the availability of the

VPM code, the aerodynamic solution would be embedded in the latest, and the reasoning previously

presented would maintain itself, now being called within the VPM solver.

As the FLOWUnsteady software at the date of the performing of the current thesis only provided a

simulation based on kinematic movement, a dynamic code was implemented, as further described in
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1) Kinematic step 

• Calc ΔV and ΔΩ. 

• Update V and Ω. 

• Update G from VΔt and ΩΔt. 

• Update G from control-

surface deflection inputs. 

• 𝒕𝒔𝒊𝒎 =  𝒕𝒌𝒊𝒎 + Δt. 

2) Precalculations  

• Update G from RPM inputs. 

• Vehicle precalculations. 

3) Shed wake due trailing circulation. 

4) Solve aerodynamics: Γ.  

5) Shed wake due unsteady loading. 

6) Break = runtime_function ( ) 

7) Save vehicle vtks.  

 

 

or 

 

 

 

DYNAMICS 

• Integrate forces and moments at CG 

• Calculate 𝑉̇and Ω̇ 

 

 USER-PRESCRIBED KNEMATICS 

 

 

 ΔV, ΔΩ 
 

 

1) Calculate 𝑽𝒌𝒊𝒎 @ CP of wake system. 

2) Calculate 𝑽𝒌𝒊𝒎 @ CP of VLM. 

3) Update HSs of wake and wake 

and VLM system with 𝑽𝒌𝒊𝒎. 

4) Restore previous Γ solution. 

 

 

 

1) Rotate rotos backward to avoid 

double-accounting for RPM. 

If 𝒏𝒕 − 𝟎  

2) Initial vlm sys solution on 𝑽∞. 

3) Calc vlm_sys-on rotor_sys 𝑽𝒊𝒏𝒅 . 

4) Initial rotot_sys solution on 𝑽∞ +

𝑽𝒊𝒏𝒅. 

else 

If 𝒏𝒕 − 𝟏  

• Initial wake_sys solution on 𝑽∞ + 𝑽𝒊𝒏𝒅. 

end 

       2)  Calc wake_sys-on-vlm_sys 𝑽𝒊𝒏𝒅. 

       3)  Calc rotor_sys-on-vlm_sys 𝑽𝒊𝒏𝒅. 

       4)  Calc wake_sys-on-rotor_sys 𝑽𝒊𝒏𝒅. 

       5)  Calc vlm_sys-on-rotor_sys 𝑽𝒊𝒏𝒅. 

       6)  Calc rotot_sys-on-rotor_sys 𝑽𝒊𝒏𝒅. 

       7)  Solve vlm_sys on  𝑽∞ + 𝑽𝒌𝒊𝒎 + 𝑽𝒊𝒏𝒅. 

       8)  Relax vlm_sys solution. 

       9)  Subtract self-rotor_sys 𝑽𝒊𝒏𝒅. 

       10) Solve rotor_sys on  𝑽∞ + 𝑽𝒌𝒊𝒎 +

𝑽𝒊𝒏𝒅. 

       11) Rotate rotors forward to undo the 

backward rotation. 

Figure 3.1: Flowchart of the FLOWUnsteady code for the quasi-steady solver, adapted from [51].
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section 3.1.2.

3.1.1 Single-rotor Noise Example

The FLOWUnsteady github [52] comprises an example of the prediction of the noise produced by

rotor DJI9443 in hover. This example was modified for the purpose of the study of the optimization of the

rotor’s geometric parameters in order to decrease the noise produced. The optimization code created

was integrated within a modified FLOWUnsteady code (in order to make both codes compatible), as

described in section 3.1.3.

A succinct scheme of the example code presented by FLOWUnsteady [53] and the underlying theo-

ries is presented in figure 3.2. The code starts by calculating the aerodynamic solution, based on the

BEMT. With the aerodynamic results, the code resorts to PSU-WOPWOP and to BPM to compute the

tonal and the broadband noises, respectively. As a third and final step, the data is processed providing

the following results: pressure waveform, SPL Spectrum, A-weighted SPL spectrum, tonal directivity for

the first Blade Passing Frequency (BPF), tonal directivity for the second BPF, overall SPL directivity and

A-weighted overal SPL directivity.

Figure 3.2: Scheme of the Single-rotor Noise example of FLOWUnsteady.

3.1.2 Dynamic Code

Upon the date of the making of the current thesis, the FLOWUnsteady software only had imple-

mented a kinematic movement simulation, with no dynamic movement. A julia module for the imple-

mentation of the dynamics for a quadcopter was created and connected to the FLOWUnsteady code in

a partnership with Gabriele Bossotto [54]. The refered module is present in annex B.
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The current section serves as a description of the created module and its connection with FLOWUn-

steady. For a more profound knowledge of the physics behind the dynamics of a quadcopter, the follow-

ing bibliographic references are advised [55, 56].

The code revolves about a function named equations that is called upon the simulation cycle of

FLOWUnsteady in functions calc_dV and calc_dΩ, where the present values of the linear velocity vector

ẋ, of the angular velocity vector Ω and of the vector of the roll, pitch and yaw angles in the body frame

θ = (φ, θ, ψ)T are saved within a created mutable struct of type AbstractManeuver (a type implemented

in the FLOWUNsteady package) as the values in the previous time step, and the values of the mentioned

variables in the present time step are computed by function equations, being also saved in the same

struct. In this manner, function calc_dV will return the change in velocity dV = [dV x, dV y, dV z] and

calc_dΩ will return the change in angular velocity dΩ = [dΩx, dΩy, dΩz] at time t, with the help of function

equations for the computation of the velocities in the current time. calc_dV and calc_dΩ are constantly

being called at every time step within the FLOWUnsteady simulation and, consequently, the new struct

created of the type AbstractManeuver is constantly being actualized with the current values of the

variables previously mentioned.

In function equations, the computation of the linear acceleration (ẍ) in the inertial frame is made

using Newton’s law:

mẍ =


0

0

−mg

+RTB + FD, (3.1)

where g is the gravitational acceleration; TB is the thrust in the body frame (computed through a function

created named thrusttorque) and converted to the body frame by the rotation matrix (R) that goes from

the body to the inertial frame and is computed by:

R =


cφcψ − cθsφsψ −cψsφ − cφcθsψ sθsφ

cθcψsψ cφcθcψ − sφsψ −cψsθ
sφsθ cφsθ cθ

 ; (3.2)

FD represents the global drag forces and is computed by:

FD =


−kdẋ

−kdẏ

−kdż

 , (3.3)

in equation 3.2, c and s represent the functions cosine and sine, respectively, and in equation 3.3, kd is

the friction constant and ẋ = (ẋ, ẏ, ż)T the velocity of the quadrotor in the inertial frame.

The previously mentioned function thrusttorque computes the thrust (TB) and external torque (τB)
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vectors in the body frame, in the following manner:

TB =

4∑
i=1

TBi = k


0

0∑
Ω2
i

 , (3.4)

and

τB =


Lk(Ω2

1 − Ω2
3)

Lk(Ω2
2 − Ω2

4)

b(Ω2
1 − Ω2

2 + Ω2
3 − Ω2s

4 )

 , (3.5)

respectively. In equation 3.4, k represents an adequately proportional constant. In equation 3.5, L is

the distance from the quadcopter’s centre to any of its propellers geometric centre, and ω the angular

velocity vector (pointing along the axis of rotation). This is an overly simplified model, made in order

to facilitate the simulation that does not take into consideration several nonlinear effects, such as blade

flapping, rotational drag forces and the effects of the wind, amongst others. In both the equations, the

index i and the numeration replacing it represent each one of the four rotors, as depicted in figure 3.3.

Figure 3.3: Quadrotor body (B) and inertial (E) frames [56].

The angular acceleration vector Ω̇ is given by:

Ω̇ =


Ω̇x

Ω̇y

Ω̇z

 = I−1(τ − Ω× (IΩ)), (3.6)

where the quadcopter’s inertia matrix I is given by

I =


Ixx 0 0

0 Iyy 0

0 0 Izz

 , (3.7)

taking into consideration the symmetry of the quadcopter in figure 3.3, its inertia matrix must be diagonal,

as represented in equation 3.7.
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The angular velocity vector θ̇ is computed through the function omega2thetadot, using:

θ̇ =


1 0 −sθ
0 cφ cθsφ

0 −sφ cθcφ


−1

Ω, (3.8)

denoting the difference between Ω and θ̇, since the first constitutes the angular velocity with the previ-

ously mentioned direction, whilst the second is the derivative of the yaw, pitch and roll.

Finally, the angular velocity vector Ω is updated by adding the angular acceleration multiplied by the

time step. Similarly, for the angles in the body frame (θ) and their correspondent angular velocities (θ̇),

linear velocity (ẋ) and linear acceleration (ẍ), and for the position (x) and linear velocity (ẋ). Finalizing,

in this manner, the implementation of the dynamic movement for the present time step.

3.1.3 Optimization

Problem

The optimization problem for all continuous problems with a single-objective may be summarized in

the following manner:

minimize f (x)

subject to hp(x) = 0,p = 1, 2, ..., Nh

gm(x) ≥ 0,m = 1, 2, ..., Ng

by varying xLk < xk < xUk , k = 1, ..., Np

, (3.9)

where f is the objective function, x the vector of design variables, h the vector of equality constraints

and g the vector of inequality constraints [57]. The objective function constitutes a scalar, computed

for a given design variable vector x, that might be minimized or maximized, accordingly to the proposed

problem. The computation of the objective function can range from a simple explicit equation to a system

of coupled implicit methods, with the choice of this function being critical for the quality of the results that

will be provided by the optimization. Each variable xk is constrained between a lower value xLk and an

upper value xUk , which constitute its side constraints [58]. The region within the design space where

the variables satisfy all equality, inequality and side constrains is named as feasible search region. The

example presented consists on a minimization problem and, consequently, the objective would be to

minimize the objective function within the feasible search region. In the case of the problem consisting

on the maximization of the objective function, one should assume:

max[f(x)] = −min[−f(x)]. (3.10)

The described function evaluation is classified as being direct, since it is performed by solving nu-

merical models of the system; it is also possible to implement surrogate models, using them in the

optimization process.
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Numerical optimization techniques

There are several categories one can use to classify an optimization process.

Relatively to the order of information, the algorithm might be gradient-free, using only use the values

of the computations of the objective and the constraint values for a given set of allowed variables, or

gradient-based algorithms, using gradients of both the objective and of the constraint functions with

respect to the design variables. By using gradient-based methods, the number of function evaluations

required is reduced by many orders of magnitude, when compared with when the same evaluation is

provided by gradient-free methods and, in addition, the optimization criteria used by these methods are

more rigorous than the ones used by gradient-free methods [59]. Within the gradient-based methods

are included, for example, linear and nonlinear programming. On its turn, gradient-free methods do

not assume the function’s continuity, characteristic that is essential for gradient-based algorithms. That

is, albeit gradient-based algorithms allow the presence of a discontinuity away from an optimum point,

gradient-free algorithms probably consist on the only adoptable option for functions where excessive

numerical noise and discontinuities exist [59].

The algorithm used within the optimization process can be subdivided into mathematical and heuristic

categories, accordingly to the degree on which it is grounded on provable mathematical principles. This

definition is not exclusive, since most algorithms mix both mathematical and heuristic arguments to some

degree. Whereas heuristic optimal criteria cannot prove the existence of a local optimum, mathematical

criteria are unambiguous, converging to the optimum (within the working precision). Gradient-based

algorithms are usually covered in the mathematical classification both for the optimal criteria and the

iterative process, while gradient-free are split in both categories for both the optimal criteria and the

iterative process. In a heuristic optimization, concepts found in nature are used to reach the global

optimal solution [60]. These methods include, for example, Genetic Algorithms, Ant Colonies, Differential

Evolution and Particle Swarm.

Heuristic methods are generally more flexible than mathematical models, not requiring an analytic

definition of the objective function. On the down side, the quality of the solution is not guaranteed, they

are computationally heavier and the increase of the number of variables decreases the probability of

finding the optimal solution.

Evolutionary Algorithms

Evolutionary algorithms (EA) are based on processes that occur in nature or in society. Their vast

majority is population-based and derivative-free, enclosing several optimization algorithms, such as dif-

ferential evolution (DE), evolution strategies (ES), genetic algorithms (GA), and evolutionary program-

ming (EP) [61]. All of the algorithms mentioned are inspired by Darwin’s evolution theory, namely by

the principle of natural selection and the survival of the fittest. Through performing mutation and/or

recombining current (parent) solutions, an EA generates its new solutions (offspring), at each of the

algorithm’s iteration.

EA are global (opposite to local) in terms of search classification, meaning that they try to span all of
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the design space in the search of the global optimum; this comes from the fact that the vast majority of

these algorithms are population based, involving a set of points that are spread within the design space

at each iteration; heuristic in terms of their algorithm; classified as direct, in terms of function evaluation;

and are stochastic (opposite to deterministic), in terms of stochasticity, meaning that they evaluate a

different set of points if ran multiple times from the same initial conditions, contributing to not remaining

at a local minimum. Although the presented features increase the likelihood of the global minimum

being found, they do not guarantee it, especially taking into consideration the poor convergence rate

of heuristic algorithms, made worse when the problems have a higher number of design variables. A

general rule of thumb is that gradient-free methods are useful at finding a solution for small-size problems

(usually ≤ 30 variables) [62].

GA are the most widely used type of EA. They constitute gradient-free, parallel optimization algo-

rithms, vastly applied to complex systems [63]. In a GA, the initial set of design points is updated at

each iteration. This iteration is named generation and each set of design points possesses a population

with np points, each one of them represented by a chromosome, and containing values for all the design

variables. Each one of the design variables is represented by a gene. The arrival to the optimal solution

through the application of a genetic algorithm is achieved by the manipulation of chromosomes of previ-

ous solutions by genetic operators, in order to achieve new solutions that will insert the new generation

[63]. This loop will be executed until the obtaining of a satisfactory fitness value or the satisfaction of

other imposed criterion to the algorithm, such as the arrival to a maximum iteration time or the reach of

a maximum number of generations, and includes the operations of crossover (or recombination), mu-

tation and selection. The crossover or recombination operation exchanges a random portion of genes

from a chromosome with an also random string from another. Mutation is the process of locally ran-

domly altering a gene of children individuals, within the allowed range, increasing the variability of the

population. After undergoing the previously mentioned operations, the selection process leads towards

the optimum, preferring fitter individuals over the rest. This fitness value might only reflect the objective

function and/or also reflect the level of constraint satisfaction. The chosen children are then inserted

into the new population in a process named insertion. Most of the GA follow the presented procedure,

existing many variations within them derived from the flexibility of the steps presented. The represen-

tation of the design variables divide the GA into two major categories: binary-encoded (this constitutes

the original genetic algorithms) and real-encoded GA. The first group uses bits for the representation of

the design variables, whereas in the second group the design variables are depicted as real numbers.

The binary string representation is convenient for combinatorial problems, however, there are other type

of problems that are jeopardized by it since binary mapping may require a rather complex encoding and

decoding, being possible to lead to an introduction of multimodality [64].

DE, on its turn, consists on an improvement of the GA that leads to a faster and more robust opti-

mization [65]. Unlike simple GA, DE usually uses floating point numbers as decision variables, making it

a derivative-free, continuous function optimizer. This algorithm has been proven to be a simple effective

evolutionary algorithm, when it comes to the optimization of several real-world problems [66]. The ini-

tial population is randomly generated accordingly to a normal or uniform distribution. After this process
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Figure 3.4: Schematic representation of a population, a chromosome and a gene [59].

of initialization, the DE algorithm enters a loop consisting on the evolutionary operations of mutation,

crossover and selection. Similarly to GA, this loop occurs until either the algorithm converges to the true

optimum solution or a certain termination criterion is fulfilled.

There are different possible strategies of DE based on the vector to be perturbed, the number of

different vectors considered for perturbation and the type of crossover used. The ten different strategies

proposed by Price & Storn [67] follow the nomenclature DE/x/y/z, where x represents the string of the

vector to be perturbed (which can either occur only in the best vector of the previous generation, or in

any random, rand, vector), y the number of vectors of x considered for perturbation, and z the type of

crossover used. Although, in DE, the adopted strategy and parameters should be determined by trial

and error, the method DE/rand/1/bin is considered to be the most successful and thus it is the most

broadly used one [65] (where bin stands for binomial). In order to achieve a further comprehension of

the evolutionary process in DE, the evolutionary operations will be subsequently described.

The subsequent mutation strategies are frequently used in literature, among others:

• ‘DE/rand/1’: vi,g = xr0,g + Fi(xr1,g − xr2,g),

• ‘DE/current-to-best/1’: vi,g = xi,g + Fi(xbest,g − xi,g) + Fi(xr1,g − xr2,g),

• ‘DE/best/1’: vi,g = xbest,g + Fi(xr1,g − xr2,g),

where vi,g is the created mutant vector for individual i of generation g; r0, and r1 and r2 are distinct

integers uniformly chosen from a set {1, 2, ..., NP}\{i} (whereNP represents the population size; xbest,g

is the best vector from the current generation g and Fi is the mutation factor. The optimal value for F ,

accordingly to Price & Storn, lies within 0.4 and 1.0, for most functions [67]. Contrarily to what is done in

classic DE algorithms, where Fi = F normally consists on a single parameter for the entire generation,

in many adaptive DE algorithms, the value of Fi is associated with an individual i.

After the vector undergoes a mutation, a binomial or an exponential crossover (these are the most

common types present in literature) is performed between the mutant vector and its correspondent i-th

population vector, originating a trial vector uj,i,g. For a binomial crossover, the procedure is the following:

uj,i,g =

vj,i,g if randj(0, 1) ≤ CRi or j = jrand

xj,i,g otherwise,
(3.11)

where vj,i,g and xj,i,g are the j-th components of the i-th individual of the g generation mutation and

45



parent vectors, respectively; CRi ∈ [0, 1] is the crossover probability, representing the probability of a

parameter from a trial vector being inherited in individual i from the mutation vector; randj(0, 1) is a

uniform random number within the interval [0,1] generated for each j; index jrand is a randomly chosen

integer within 1 and D for each i. When using classic DE, CRi = CR constitutes a single parameter,

whilst in adaptive DE algorithms, CRi is a probability associated with each individual i and D is the

dimension of each individual vector). In DE, the crossover is non-uniform so that the parameter values

of the child vector are inherited in different proportions from the parent vectors.

Lastly, the trial vector ui,g and its correspondent parent vector xi,g undergo a selection process where

the one that gets a greater fitness value f(·) survives, entering the next generation. This process occurs

for every parent and correspondent trial vector, with the survivors becoming the parents of the next

generation.

As a title of example, when performing a minimization problem, the selection process is represented

as:

xj,g+1 =

ui,g if f(ui,g) < f(xi,g),

xi,g otherwise.
(3.12)

A DE algorithm’s performance depends intensively on the control parameters chosen (for example

F and CR) [61]. Several adaptive or self-adaptive mechanisms were proposed in order to execute a

parameter control without the user’s knowledge or interaction during the searching process. Accordingly

to the classification for parameter control techniques proposed by Eiben et al. [68] regarding how the

change of a parameter is made, three categories can be considered:

• Deterministic Parameter Control: occurs when a value of a parameter is changed due to a deter-

ministic rule, not taking into consideration any feedback from the search;

• Adaptive Parameter Control: occurs when feedback from the evolutionary search is taken into

consideration in order to dynamically change the control parameters;

• Self-Adaptive Parameter Control: consistently mentioned as an ‘evolution of evolution’. In this

category, the parameters to be adapted are encoded into the chromosomes of individuals, under-

going mutation and recombination. The underlying idea being that better parameters will origin

fitter individuals, thus, with a greater survival probability and, consequently, this parameters will be

propagated to a greater number of offspring.

From the characteristics above mentioned, one can be led to the conclusion that both adaptive and

self-adaptive parameter control mechanisms, when well-designed, can lead to more robust optimization

algorithms, eliminating the trial-and-error method and adapting the parameters dynamically during the

optimization process accordingly to the presented problem, leading to an improvement in the algorithm’s

convergence.

Regarding the problematic of the application of constraints in EAs - that is, parents might satisfy cer-

tain constraints that offspring do not (which is understandable when taking into consideration that both

the mutation and recombination operations do not take constraints into consideration) -, this difficulty
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can be handled directly, through the adaptation of the EA, or indirectly, through the incorporation of the

constraints in the fitness function [63].

As the topic of design optimization is broad and extensive, for a more acute comprehension, a de-

tailed background is recommended [59]; regarding the topic of differential evolution, for a more extensive

approach the bibliography by Zhang and Sanderson is proposed [61].

B-spline theory

The theory presented in the current subchapter is based in references [69–71].

Bézier splines constitute parametric curves used to draw smooth lines, being straight if, and only if,

it is possible to draw a straight line throgh all of the control points.

The general form of a n degree Bézier curve is defined using n+1 control points and its mathematical

expression is given by:

B(t) =

n∑
i=0

bi,n(t)Pi with t ∈ [0, 1], (3.13)

where C is the obtained curve, t is the parameter used, Pi denotes the i − th control point, and bi,n is

the Bernstein basis polynomial of order n, given by:

bi,n(t) =

n
i

 ti(1− t)n−iwith i = 0, ..., n, (3.14)

where

n
i

 denotes the binomial coefficient.

The Bézier curves respect the following properties [72]:

• the basis polynomials are real;

• the number of control points is equal to the degree of the Bézier curve plus one;

• generally the Bézier curve follows the shape of the defining polygon;

• the first and last points on the curve and on the defining polygon are coincident, respectively;

• the tangent vectors at the ends of the curve and the first and last polygon spans have the same

direction;

• the curve is contained within the largest polygon obtainable with the defining vertices (this property

is often referred to as the convex hull property);

• the curve does not oscillate about any straight line more often than the polygon itself (this is referred

to as the variation diminishing property);

• the curve maintains its shape under an affine (linear) transformation.
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B-splines consist on several Bézier curves joint together. A B-spline of degree k is defined by the

following equation:

S(t) =

n∑
i=0

Ni,k(t)Pi, (3.15)

where S stands for ‘spline’, and Ni,k are known as the basis functions, defined by the Cox-de Boor

recursion formula:

Ni,k(t) =
t− ti

ti+k − ti
Ni,k−1(t) +

ti+k+1 − t
ti+k+1 − ti+1

Ni+1,k−1(t) t ∈ [t0, tm], (3.16)

where m = k + n + 1 represents the relation between the number of knots, m + 1, and the number of

control points, n + 1, with k being a natural number belonging to [0, k]. In this manner, a B-spline of

order k, defined by n+ 1 control points, will consist of n− k+ 1 connected Bézier curves. Therefore, the

advantage of B-splines over Bézier curves consists on the fact that, in the first, the number of control

points are only restringed inferiorly by the degree of the interpolation (the number of control points must

be higher than k), whilst in Bézier curves the number of control points is also restringed superiorly, being

equal to k + 1.

Ni,0, by its turn, is given by:

Ni,0 =

1 if ti ≤ t < ti+1,

0 otherwise.
(3.17)

There are three assumptions that B-splines must obey:

• C0 continuity, meaning that the curve is continuous in the control points.

• C1 continuity, that is to say that the first derivative is continuous in the control points.

• C2 continuity, which is analogous to C1, but for the second derivative.

B-splines are classified as uniform when their points are equally distant. When B-splines are uniform

they are not defined for the entire range of the knot vector T . This can be corrected by setting the first

undefined t to tk and the last to tn, that is, the knots going from t0 until tk−1 and from tn+1 until tm in the

uniform B-splines will all be replaced by tk and tm, respectively. This correction originates the so called

open uniform B-splines.

When performing a computational polynomial interpolation, a smoothing factor s might be provided.

The value of s allows the number of knots in the interpolation to be increased while s still satisfies

equation 3.18: ∑
((w[i]× (y[i]− spline(x[i])))× 2) <= s, (3.18)

where w is the weight applied to each point i, and x and y are the coordinates of point i.

Optimization Framework Description

An optimization code, in order to decrease the noise emissions, was developed to obtain the optimal

blade geometry. In the present optimization, a plane-bladed rotor was studied when performing a hover

48



flight at 4000 RPM. The design parameters chosen were the tip radius, the chord and the twist distribu-

tion along the rotor’s span, and the distributions of the height (which describes the height of the leading

edge from the top face of the rotor’s hub) and the sweep of leading edge (which describes the distance

of the the leading edge from a line that comes from the center of the rotor’s hub) along the span of the

rotor. The original design point is present in annex C, where the distribution of the mentioned variables

along the span and the radius at the tip of the rotor are depicted. The code makes use of an adaptation

of FLOWUnsteady and its dependencies created specifically for the purpose. Figure 3.5 presents a

flowchart of the optimization code developed that will be thoroughly described in the present section.

Firstly, the basis geometry of the rotor is created within the simulation. After, the user can optimize the

rotor’s configuration through a b-spline interpolation, of a chosen degree k (with 5 being the maximum

degree possible), using the values of the design variables at a chosen number of n points along the

span of the rotor. This manner of designing blades presented is already portrayed in literature, for

example, applied to propeller blades, being a representation of b-splines surfaces for blades widely

used [73]. The number of points used is likely to be invertionally proportional to the smoothness of

the control surface, being a small number of control points desired [73]. The geometry values are

passed to the optimization loop as the original design variables. The computation of the initial energy

averaged overall sound pressure level (EAOASPL) value is made directly using the rotor created from

the FLOWUnsteady simulation with the original geometry. The points of the design vector created on

each iteration are posteriorly interpolated via the use of a b-spline in order to obtain the blade’s new

geometry along its span. This interpolation was done using the julia Dierckx package [74, 75], already

implemented in FLOWUnsteady. The smoothing factor s was extrapolated accordingly to each case,

within reasonable limits, taking the fact that the interpolation did not necessarily have to pass through

the exact points suggested by the optimization algorithm, and thus s did not have to be zero, but also it is

needed for this parameter to be small enough so that not only the limits imposed to the search range are

respected, but also the geometry makes physical sense. The package Dierckx was modified so that the

code provided with an approximate polynomial for the cases where the performed interpolation could not

satisfy equation 3.18 within 20 steps, returning an approximate value for the design variables, without

stopping the optimization process. In this manner, a b-spline of the curve for the design parameters in

function of the adimentionalized radius (radius of the section divided by the radius at the tip of the hub)

is made and saved on the CSV file of the optimized blade.

Since the main goal of a rotor is to provide a certain amount of thrust (T), this component was

introduced as a constraint to the design space, so that the thrust of the obtained optimized blades

performing under the same flight conditions would not be inferior to the one obtained using the basis

geometry. In this manner, the component of performance was introduced in the optimization code.

Regarding the implementation of the mentioned constraint, an indirect method was chosen where a

penalty on the objective function was imposed in case of the violation of the thrust constraint. This

method will guarantee that the fitness value of the current iteration obtained for geometries that violate

the thrust constraint would be outside of the scope of the solution and, consequently, be greater than

the fitness values obtained when no violation occurs. As follows, the thrust of the original blade when
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Figure 3.5: Flowchart of the optimization code.
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performing a simulation at the evaluated flight conditions was introduced as a state variable (functioning

as a constraint) with its bounds being equal to itself, securing the retaining of the value of the basis

thrust throughout the optimization process. In doing so, the initial thrust enters the loop as a design

variable. Logically, when within the optimization loop, the first step implemented consists on the creation

of a new rotor and on its testing for the thrust constraint under the given flight conditions. In the case

of its thrust being lower than the one of the basis rotor, the current iteration is stopped and the penalty

value previously mentioned will constitute the fitness value of the current iteration. A new iteration will

after begin, where a new rotor is to be implemented.

In case the algorithm successfully passes the thrust constraint, the tonal and the broadband OASPL

in decibels are computed respectively via the use of the PSU-WOPWOP binary [44] (from Pennsylva-

nia State University) and the FLOWBPM [47] packages, and added together. This procedure is done

by converting each tonal and broadband OASPL at a given frequency to its corresponding root mean

square pressure, adding them together, and converting the result back into decibels. The output CSV

files containing the OASPL at the grid of microphones simulated are read, but these cannot be directly

optimized, since the method available within BlackBoxOptim only allows for the optimization of a scalar

(i.e., the value returned by the objective function must be a scalar). Consequently, the EAOASPL was

chosen as a metrics for the optimization process, as it consists on a logarithmic average of the OASPL

measured in each microphone, therefore taking into account both tonal and broadband components of

the noise. The EAOASPL is given by the following equation:

EAOASPL = 10 log

N∑
i=1

10

OASPL(i)

10 , (3.19)

where OASPL(i) is the value of OASPL registered in the i− th microphone of the sphere, and N is the

number of data points across the surface of the aeroacoustic sphere. In the case implemented, N is

represented by 360 microphones placed around the rotor, equally spaced at a 90o degree rotation plane

relatively to the rotor’s plane. After the EAOASPL is computed, it is returned as the fitness value of the

present iteration. It is worth mentioning that the use of the EAOASPL in rotor optimization is documented

in previous literature [76].

The mathematical formulation of the described problem is present in equation 3.20.

Minimize f (x) = 10 log

N∑
i=1

10

OASPL(i)

10

with respect to x = Rtip, c, θ, LEz, LEx

subject to c = Tbaseline − Toptimized ≤ 0

. (3.20)

The maximum number of function evaluations and/or the maximum running time can be defined by

the user, in this case, if the computational time is within its chosen limit and/or the number of function

evaluations is lower than the maximum number of steps defined, the loop continues. Otherwise, it

ends and the optimized design variables corresponding to the lowest EAOASPL can be saved into
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their correspondent CSV files through implemented functions. The files created contain information

in a way that is properly supported as an input for the FLOWUnsteady software, so that they can be

postprocessed using this same software.

Taking into consideration the absence of a definition of a single expression for the objective function

(bearing in mind that the EAOASPL uses the OASPL values that rely on intricate expressions, the sub-

jacent theory of which is explained in chapter 2), a gradient-free method must be used, as explained in

section 3.1.3. Within gradient-free methods, an adaptive differential evolution was chosen and applied

in the optimization process given that, when there might exist multiple local optima, as in the present

case, evolutionary algorithms become a preferable solution as they allow the exploration of all parts

of the feasible design space [63]. The method chosen was the adaptative differential evolution algo-

rithm DE/rand/1/bin, as it is considered to be the most successful method comprised within adaptive

differential evolution [65]. The DE/rand/1/bin method was implemented through the use of the Black-

BoxOptim julia package [77]. Considering a function as a “black box" means that the observer only sees

the inputs (including the design variables and, in the present case, also the thrust constraint) and the

outputs (i.e., the objective EAOASPL and the optimal geometry distributions), with limited or no under-

standing of the modeling and of the numerical solution process that is used for the purpose of obtaining

the fitness value.

Regarding the DE algorithm, the F and CR parameters were chosen each through the use of a

Cauchy bimodal distribution, the parameters of which were based on the parameters proposed by Wang

et al. [78] and Zhang and Sanderson [79]. In this manner, if the trial vector enters the next population

Fi,G+1 = Fi,G and CRi,G+1 = CRi,G, whereas if the contrary ocurs, then Fi,G and CRi,G are generated

accordingly to equations 3.21 and 3.22, respectively (where Fi,G, CRi,G, Fi,G+1, CRi,G+1 represent

the mutation factors and crossover rates of each individual within the population of generations G and

G+ 1, respectively):

Fi,G =

 randci(0.65, 0.1) if rand(0, 1) ≤ 0.5

randci(1.5, 0.1) otherwise
, (3.21)

where randci(a, b) is a random number that obeys the Cauchy distribution given by location parameter

a and scale parameter b, and

CRi =

 randci(0.1, 0.1) if rand(0, 1) ≤ 0.5

randci(0.95, 0.1) otherwise
. (3.22)

Concerning the mutation factor Fi,G the use of a higher location parameter (1.5) provides a global

exploration, whereas the lower parameter (0.65) tends to focus on local exploitation. Whereas concern-

ing the crossover rate CRi, the use of a higher location parameter (0.95) promotes the exploration by

allowing the trial vector to inherit more information from the mutant vector, whereas the lower param-

eter (0.1) denotes that the trial vector is likely to be more similar to the target vector, accelerating the

convergence by focusing on the neighbor of the parent. Regarding both equations 3.21 and 3.22, the

scale factor of 0.1 symbolizes that both CR and F are located in a small neighbourhood of the location
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parameters.

Design Constraints

The design variables were altered within the loop of the designed optimization code, respecting the

bounds present in table 3.1. The bounds were chosen accordingly to a market study of the geometric

data of rotors DJI9441 and DJI-II [41, 80], since these rotors have a tip radius within 0.12 and 0.13

meters, being thus of similar dimensions and being used for alike applications, namely in drones [80].

When performing a B-spline optimization, one has to consider that the limits present in table 3.1

are the constraints for the control points along the blade’s span, not being directly the values of the

design variables, but majoring them. These bounds enclose the control polygons of the B-splines, as

commented in 3.1.3 (the CSV files of the obtained optimized geometries where this phenomenon occurs

can be observed in annex C).

Table 3.1: Design constraints of the optimization code.

Design variable Lower bound Upper bound

Tip radius (m) 0.1 0.4

Chord/tip radius 0.01 0.03

Theta (degrees) 1.00 20.00

Leading edge height/tip radius -0.007 0.03

Leading edge twist/tip radius -0.03 0.05

Thrust 1.0 1.0

3.2 Verification and Validation

Regarding the accuracy of the code, a comparison between the results obtained running the FLOWUn-

steady software for the DJI9443 (the geometry of which is further described in [41]) rotor and the ex-

perimental data obtained by Zawdny et al. [81] when studying that same rotor under the same flight

conditions is presented within FLOWUnsteady’s validation [53]. As the OASPL was the metrics used

as a mean to compute the result of the objective function of the optimization code created (described

in section 3.1.3), figure 3.6 is presented to validate the use of FLOWUnsteady as a basis for the noise

computation integrated in the optimization code developed. Figure 3.6 shows a good accordance be-

tween the experimental and the simulational OASPL, with a greater deviation for an observer at 0º (of

approximately 5dB, possibly related to an underestimation of the thickness noise, which is the major

component on this direction), and a perfect match for an observer at 45º. The simulation was performed

using a total of 360 observers equally spaced in a circular array with a 1.905 metres of radius from the
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hub of the rotor, being studied at a 90o plane with the rotor’s plane. Frequency-wise, the comparison

between the experimental data by Zawdny et al. [81] across the frequency range with the data provided

by the FLOWUnsteady simulation shows there is a good prediction of the first BPF and the general trend

of the SPL until a frequency of approximately 40 Hz, as presented in figure 3.7.

Figure 3.6: OASPL (dB) obtained for observers in a circular array of microphones located at a 90º plane
with the rotor’s plane at 1.905 meters distance from the rotor’s hub, both experimentally by Zawodny et
al. [81] and by the FLOWUnsteady software with BEMT simulation [53] for a rotor performing in hover at
5400 RPM.

Figure 3.7: SPL (dB) obtained for an observer position at an angle of -45º of an 90º plane with the rotor’s
plane at 1.905 meters distance from the rotor’s hub, both experimentally by Zawodny et al. [81] and by
the FLOWUnsteady software with BEMT simulation [53], for a rotor performing in hover at 5400 RPM.

For a further study of the validation of the FLOWUnsteady code, a study performed by Gabriele

Bossotto [54] can be consulted by the reader, where the validation of the FLOWUnsteady software is

tested against results obtained in the aeroacoustic wind tunnel of Instituto Superior Técnico. These

results are of particular importance regarding the validation of the optimization results (presented in

chapter 4), since the rotor utilized for the validation process is of similar dimensions to one used in the

optimization within the current thesis. The complete description of the geometry of which is present

in [54]. Bossotto’s portrays a good agreement between the experimental and computational values of

SPL for the mentioned rotor in hover with rotational values above 2500 RPM for microphones at 45º

and -45º at a 90º plane with the rotor’s plane, whereas for microphones at a 0º angle it presented a

slightly lower value of SPL for simulation values [54] (see figures 3.8(a) and 3.8(c)). Particularly for a

RPM equal to 4000 (the same RPM as the one used in the optimizations performed within the current

thesis), FLOWUnsteady managed to follow the SPL trend, with the first BPF being well captured at both

angles of the microphones studied (0º and -45º) - as presented in figures 3.8(a) and 3.8(c). Although a

peak between 7560 and 7570 Hz that is not predicted by the FLOWUnsteady software is also noticeable

in figures 3.8(a) and 3.8(c), this is not correlated with a misprediction of the software since it should
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mainly be due to the noise produced by the electric motor utilized in the experimental procedure that

was not manageable to subtract when obtaining the rotor’s noise (acquired through the subtraction of the

background’s and motor’s noises to the total noise measured in the microphones). This phenomenon

can be observed in figures 3.8(b) and 3.8(d), where a peak is present for the noise produced by the

motor in this same range of frequencies. Once more, for an observer at 0º, a greater deviation between

experimental and computational values is presented, accordingly to figure 3.8(c), for the previously

explained reasons.

For a wider knowledge of the process behind the obtaining of the experimental data for the validation

of the FLOWUnsteady software, references [81] and [54] are recommended.

(a) Experimental and computational (FLOWUn-
steady with BEMT) SPL comparison for an observer
at -45°.

(b) Experimental SPL for the whole structure, engine
and background at -45°.

(c) Experimental and computational (FLOWUn-
steady with BEMT) SPL comparison for an observer
at 0°.

(d) Experimental SPL for the whole structure, engine
and background at 0°.

Figure 3.8: SPL (dB) obtained for an observer at a 90º plane with the rotor’s plane, positioned at a 2.3
meters distance from the rotor’s hub, for a rotor in hover at 4000 RPM [54].

3.3 Code Approximations and Limitations

Apart from the assumptions made by the FLOWUnsteady software, described as a part of the theo-

retical background behind the software in section 3.1, the limitations directly derived from the optimiza-

tion code created should also be referred.

There were several alterations implemented in the introduced packages in order to facilitate the user’s

experience, such as the changing of the original smoothing parameter s to 0.1 chosen, bearing into

consideration that the interpolation did not necessarily have to pass through the exact points suggested

by the optimization algorithm, and thus the smoothing factor did not have to be zero, but also it should

be small enough so that the obtained geometries made physical sense. The 20 limit number of iterations

that the program had originally implemented was deleted in order to allow the return of an approximation

in the case of the parameter s not being satisfied, without stopping the optimization cycle.
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Albeit the previously mentioned, the user should take into consideration the limitations of generating

a rotor in this software, being aware of these concerns when choosing the search domain, which can

sporadically lead to a trial or an error situation during the selection of the design variables. Particularly,

close attention must be taken to the domain provided for the range of the chord, since its value cannot

be negative when performing the spline interpolation and also that it will influence the Reynolds number

computed by xfoil. Moreover, since xfoil computes the aerodynamic coefficients for a 2D blade, when

provided with less conventional blades, very different from NACA profiles, it might present difficulties

when performing the boundary layer analysis and airfoils polar definition. These might lead to a pre-

mature ending of the program. It is left to the user to provide a feasible search range for its physical

implementation. It is important to underline that the restriction of the domain will not compromise in any

way the efficiency of the procedure, being that the code will only provide an optimized blade when a

feasible physical solution is possible, presenting an error to the user otherwise, given that the simulation

software will impose limits for a feasible blade.

A number of thirty blade elements was chosen in order to decrease the computational effort. By

doing so, since the same number of blade elements was used for the basis and the optimized blades,

the optimization results were not compromised. This radial-wise division was used for the elements

within the BEM theory, when computing the blade loading.

Albeit noise regulations using the A-OASPL as their metrics, as described in section 2.2, the op-

timization code took the EAOASPL (which, by its turn utilizes the OASPL in its computation) as its

metric, since the software utilized produces more accurate results for the second. This can be seen

when comparing figure 3.9 with figure 3.6, where the difference between the experimental A-OASPL

results and the ones obtained when using the FLOWUnsteady software is clearly higher than the the

difference between the experimental results and the simulation results for the OASPL. This is due to

humans being most sensitive to the frequency range between 1000 and 10000 Hz, and the accuracy of

the FLOWUnsteady software being greater at lower frequencies, as shown in figure 3.7.

Figure 3.9: A-OASPL(dB) obtained for observers in a circular array of microphones located at a 90º
plane with the rotor’s plane and at 1.905 meters distance from the rotor’s hub both experimentally by
Zawodny et al. [81] and by the FLOWUnsteady software with BEMT simulation [53].

56



Chapter 4

Results

4.1 Introduction

An optimization using splines along a rotor blade’s span was implemented in the present work. This

constitutes a commonly used technique with optimizations involving shapes that very often leads to a

decrease on computational times with little loss in the model parametrization fidelity [59, 82].

The conditions/assumptions made in the performed optimizations are depicted in table 4.1, where J

represents the advance ratio, R is the radius at the tip of the blade of the rotor, and RPM the revolutions

per minute of the simulated rotor. The properties of the air used during the optimization process are

presented in table 4.2. A circular array of 360 microphones, separated 1 degree from one another, at

a radial distance of 1.905m from the rotor hub, located at a perpendicular plane to the plane of rotation

were simulated as the points where to measure the acoustic results.

Table 4.1: Conditions for the optimization scenario.

Number of blade elements Ω [RPM ] Advanced ratio Freestream velocity[m/s]

30 4000 0.0001 J*RPM/60*(2*R)

Table 4.2: Properties of the air used during the optimizations.

Density[kg/m3] Dynamic viscosity [kg/ms] Speed of sound [m/s]

1.071778 1.85508e-5 342.35

The influence of the number of control points and the degree of the spline was also studied in the

current optimization process. Several interpolation studies were performed before reaching the chosen

optimized blade, namely: a first order 2 point spline (n2k1); a first, and a second order 3 point spline
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(n3k1, and n3k2, respectively); a first, a second, and a third order 4 point splines (n4k1, n4k2, and n4k3,

respectively); a first, a second, a third, and a fourth order 5 point splines (n5k1, n5k2, n5k3, and n5k4,

respectively); a first, a second, a third, a fourth, and a fifth order 6 point splines (n6k1, n6k2, n6k3, n6k4,

and n6k5, respectively).

4.2 Computational

The computational optimization module created was run incorporating an adapted FLOWUnsteady

software for the performed acoustic simulations. Both OASPL and SPL graphs were plotted in order to

be able to register not only the directions of the noise reduction, but also the differences suffered by the

SPL on the frequency spectra, respectively.

These results were explained based on the physical characteristics of the optimized blades obtained

during the process. The thickness, loading and broadband OASPL graphs were also plotted in order

to further understand which nature of the rotor noise was more affected by the optimization performed,

describing it based on the physical impacts of the optimized geometries obtained. Needless to say

that the influence of the parameters would be easier to inspect if a gradient based algorithm was used.

Nonetheless, due to the intricate functions used within the optimization, this type of method was not

possible to perform, and the characteristics of the obtained blades are well mirrored on the changes

obtained in the acoustical graphs, when comparing these with their analogous from the basis blade

geometry.

In order to overcome the limitations presented by the xfoil software, an EAOASPL optimization was

performed with the constraint of the thrust obtained being greater than 1.0. This imposed a looser re-

striction on the loading forces, thus decreasing the loading noise. Nevertheless, this constraint adopted

during the optimizations did not impact the goal of the present study of the physical impact of the geom-

etry of the rotor on the noise levels obtained during its flight performance. In this way, the alteration of

the xfoil software, or the junction of the optimization package with a commercial software that already

supplanted these restrictions, leading to the possibility of imposing more restrictive constraints is left as

a suggestion for future work. In this manner, the values of the optimized design variables for the obtained

geometries through the use of the optimization module created were compared amongst them, in order

to study their physical impact on noise production.

4.2.1 Basis Blade

A plane blade was used as the basis for the optimization process in order to measure the magnitude

of the possible EAOASPL optimization that could be obtained with the created framework, providing

the optimizer module with a simple non-optimized geometry as its starting point. The geometry of the

original rotor is present in figure 4.1, with its discretization presented in figure 4.1(a), and for a broader

description of the input geometry, the corresponding CSV files are present in annex C. The initial rotor

had a 0.17775m radius at its blade tip and a 0.03m distance from its center axis until the end of its hub.
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(a) Geometric discretization of the basis rotor.

(b) 3D representation of the basis rotor. (c) Contour of the original rotor.

Figure 4.1: Geometry of the original rotor.

Numerical Study

In this section, the results of the polynomial order (k) and the number of interpolation points (n)

studies are presented, measuring their impact on the results obtained. The function Spline1D provided

by the dierckx julia package was used for the interpolation of the design variables along the span of

the blade.

In the current study, the termination criteria for running the optimization was the code getting to an

unfeasible solution, in order to see the adaptation of the splines to the points generated by the module.

For this reason this criteria was chosen in detriment of the more frequently imposed in literature (such

as the maximum number of steps or the maximum time allowed for the optimization process).

The results of the optimization are presented in table 4.3. In this same table, one can observe that, in

a general manner, the number of total iterations performed within the optimization frame increases with

the decrease of both the number of points and of the spline order, of course with the exception of certain

orders that adequate more to a certain numbers of points - meaning that a certain k may not function for

a particular number of interpolation points n, due to the interpolation itself. This mainly derives from the

creation of untypical blade formats, that might lead to unfeasible pressure distributions computed within

xfoil.

The geometry of the most optimized blade present in table 4.3, that is a two point first order opti-

mization (n2k1), is going to be discussed in more detail to evaluate the pressure directivity distributions

of the different noise components in section 4.2.2. In section 4.2.3, a comparison between different
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Table 4.3: Optimization results.

Case Total Number of Iterations Best Iteration EAOASPL (dB) Thrust (N)

Basis blade - - 66.08 3.62

n2k1 188 17 55.37 1.03

n3k1 0 - - -

n3k2 27 22 63.4 2.24

n4k1 47 17 65.00 2.22

n4k2 6 2 57.02 1.24

n4k3 35 34 60.00 1.49

n5k1 109 39 55.50 1.05

n5k2 90 9 57.86 1.12

n5k3 17 9 58.84 1.63

n5k4 25 22 65.39 2.24

n6k1 11 8 58.47 1.50

n6k2 105 63 56.67 1.14

n6k3 11 - - -

n6k4 1 - - -

n6k5 22 2 62.06 1.38

cases namely n2k1, n5k1, and n6k2 spline optimization is performed - due to the EAOASPL and thrust

proximity obtained within these cases, as presented in table 4.3 - as basis for the study of the impact

of the physical characteristics of the blades obtained during hover. From further inspection of table 4.3,

the cases of n2k1, n5k1, and n6k2 appear to be close to an optima, having reached the value of the

minimum thrust imposed by the ruling optimization constraint, that is, having reached thrust values close

to the 1N thrust constraint imposed. For further knowledge of the optimization results obtained for the

remaining cases, the reader is advised to consult annex D.

4.2.2 Optimized Blade

The blade that suffered the greatest reduction in EAOASPL was obtained when performing a two

point second order spline (n2k1), as represented in table 4.3. This blade obtained a 10.71dB decrease

of the EAOASPL, when comparing with the non-optimized blade, which represents a 16.21% reduction.

This is mainly due to the reduction of the loading noise achieved by the loosening of the thrust constraint

on the optimization code. The mentioned EAOASPL reduction is further represented in figure 4.3(a),

where a comparison between the original and the optimized OASPL is showed.

Regarding the geometry of the obtained optimized blade, its descritization along its span is depicted
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in figure 4.2(a), its CSV files further describing the geometry obtained are present in annex C, and

the modeling of the obtained geometry and its contour are represented in figures 4.2(b) and 4.2(c),

respectively. As aforementioned, the physical interpretation of the obtained geometry will be performed

in section 4.2.3, along with the comparison with other optimized blades that performed similarly, whereas

in the current section, the overall directivities of the noise components and their importance will be

reflected upon.

(a) Geometric discretization of the optimized rotor.

(b) 3D representation of the optimized rotor. (c) Contour of the optimized rotor.

Figure 4.2: Geometry of the optimized two-bladed rotor with a n2k1 spline optimization.

The OASPL of the basis and of the optimized rotor were decomposed into their frequency and broad-

band components, so that their importance is depicted.

Firstly, the tonal noise components of the OASPL, namely the loading and the thickness noises

were studied, as present in figures 4.3(b) and 4.3(c), respectively. The first constitutes the largest

component of the OASPL, being mainly propagated in the perpendicular direction, whilst the second

is mainly propagated in an oblique direction. In this manner, for the in-plane microphone positions,

thickness noise will dominate the pressure-time history, whereas for observers above or below the rotor

tip-plane, steady thrust becomes the dominant contributor to the measured noise (that is, the loading

noise will be higher at these positions), whilst the thickness noise is lessened.

Regarding the results obtained of the loading noise, due to the thrust constraint being inferior to the

thrust of the basis blade, it is expected that figure 4.3(b) presents a significant reduction for the loading

noise for the optimized blade, as it does.

In terms of broadband noise, this component presents the lowest pressure levels, as depicted in

figure 4.3(d). In the current simulation conditions, this type of noise is mainly composed by laminar

boundary layer vortex shedding and tip vortex formation noise (see section 2.3.2).
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(a) OASPL (dB) of the optimized blade.

(b) Loading noise (dB) of the optimized blade.

(c) Thickness noise (dB) of the optimized blade.

(d) Broadband noise (dB) of the optimized blade.

Figure 4.3: Noise results of the optimized blade.
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4.2.3 Comparison between cases: n2k1, n5k1, and n6k2

The results of n2k1, n5k1, and n6k2 geometries optimization (which are further described in annex

C) are proposed to be interpreted in the current section, as the more general noise interpretations have

already been covered in section 4.2.2. These cases were chosen due to their relatively close EAOASPL

and thrust values obtained within the optimization process, as shown in table 4.3. Another main factor

that allowed the choice of the mentioned geometries is that they present a value close to the minimum

thrust imposed, leading to believe that even if not fully optimized, they present geometries close to

a noise minima within the design space. The discritizations along the blade span of the geometries

obtained for the cases of the n2k1, n5k1, and n6k1 are depicted in figures 4.2(a), 4.5(a), and 4.6(a),

respectively.

Table 4.4 presents the values obtained for the radius at the tip of the blades for the cases studied. In

all cases, a reduction of the radius at the tip of the blade occurred. This was expected, as the reduction

of the thrust imposed during the optimization allows the geometry to present new configurations that

conduce to the reduction of the loading noise. In this manner, the reduction of the tip radius uses the

loosen thrust constraint as a manner to decrease the EAOASPL through the reduction of the loading

noise, as presented in figure 4.7(b) where the loading noises for each case are presented. For the same

thrust (imposed by the inferior limit made by the thrust constraint), a reduction of the radius at the tip of

the blade leads to an increase in the loading noise, as the disk loading increases, as present in figure 4.4.

The fact that the optimized blade with the largest radius at the tip of the blade obtained the lower loading

noise responds accordingly to the previously stated hypothesis, as depicted in figure 4.7(b). The loading

noise reduction was further influenced by other parameters, namely the increase of the chord, which

also conduces to a decrease of the disk loading. Taking the previous reasoning into consideration,

the variable that influenced this type of noise the most is the radius at the tip of the blade, with the

optimizations with the greatest radius (n2k1 and n5k2) having obtained close values of loading noise.

On the other hand, the blade with the lowest radius at the tip obtained the worst optimization in terms

of this particular noise component. The loading noise is further influenced by the pitch distribution, as it

influences spanwise inflow distribution, consequently affecting the aerodynamic forces [83]. Regarding

this component of the optimization, an increase of its value is correlated to an increase of the loading

noise, as depicted in figure 4.7(b), where the overall loading noise is proportional to the pitch values

along the optimized blades [84], with the blade containing the highest pitch distribution (n6k2) having

the highest loading noise. Conversely, the blade with the lowest pitch distribution (n2k1) possesses the

overall lowest loading noise.

Thickness noise derives from the transverse periodic displacement of the air by the volume of a

passing blade element, being its amplitude thus proportional to the blade volume. From figure 4.7(c),

although every optimized blade suffers a reduction in its thickness noise, the range of such reductions

appear to be correlated to the rank of the blade span reduction, with the blade with the greatest radius

(n2k1) at its tip being associated with the highest thickness noise value. Another important factor to

take into consideration when examining the thickness noise is the chord since the boundary thickness

parameters and the chord of the element are proportional amongst them, as demonstrated previously
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Table 4.4: Optimization results for the radius at the tip of the blade.

Case Rtip (m)

Basis blade 0.177775

n2k1 0.153152

n5k1 0.121984

n6k2 0.104620

in chapter 2. Thus, the thickness noise of the five point interpolation, that possesses the lower chord

values across the blade span and the intermediate value for the tip radius, achieved the lower thickness

noise values of the three. The addition of sweep to the blades also conduces to a decrease of the

thickness noise since it decreases its effective velocity, leading to a decrease in the critical Mach number.

Consequently, the difference between the thickness noise of n5k1 and n6k2 is further incremented by the

fact that the sweep of the n5k1 optimization is higher than the one of the n6k2. From the stated above,

thin blade sections and planform sweep are used to control this type of noise [85]. It is also fundamental

to mention that the sweep of the blade will be more important at higher Mach numbers, not being of

significant influence for the noise production at low Mach number [85] (here the reader may consider

low to moderate speeds the ones with a Mach number lower than 0.5), as in the current optimization

process. The thickness and loading sources are linear and act on the blade surfaces; when flow over

the blade sections reaches transonic speeds, nonlinear effects can become significant and might be

modeled with quadrupole sources distributed in the volume surrounding the blades that can identify the

viscous and propagation effects not encompassed by the thickness and loading sources, thus causing

an increase of the noise for unswept, high-tip-speed rotors [85].

The broadband component of the noise for the studied blades is presented in figure 4.7(d). For its

mitigation, the increase of twist (that is maximum for the 6 point discretization) leads to a shift of the

aerodynamic loading inwards, implying the reduction of tip vortex strength [85], and consequently of the

broadband noise generated from vortex roll-up. Thus, blade twist leads to a decrease of broadband

noise.

An increase in blade incidence allows the rotor to generate the same level of thrust at a lower angular

velocity and thus leads to a reduction of the thickness noise as there is less air displaced by a volume

blade element per a certain period of time established. This is depicted in figure 4.6(a), as the blade with

the lowest radius (n6k2) presents the highest twist in order for the rotor to respect the thrust constraint,

since a larger radius leads to a higher rotational velocity near the blade tip and vice-versa.

The SPL spectra of the performed optimizations for a 45o and a 90o microphones at a 90o plane

with the rotor’s vertical axis and at 1.905 meters of distance from the rotor’s hub is reached, being

presented in figures 4.8(a) and 4.8(b), respectively. The values of SPL registered across the frequency

spectrum for both a microphone located at -45º and -90º for the best optimized blade (n2k1) register a

decrease of 10dB when comparing with the values obtained for the same conditions for the basis blade

until a frequency of approximately 10Hz, where this décalage starts to decrease until a frequency of
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(a) Original blade. (b) Optimized blade n2k1.

(c) Optimized blade n5k1. (d) Optimized blade n6k2.

Figure 4.4: Distributed loads along the blade spans.

approximately 3000 Hz, where the SPL obtained for the optimized blade equals the SPL of the basis

rotor. From this frequency until over 10000 Hz, an inversion of the curves occurs in both graphs, where

the SPL of the optimized blade is superior to the one of the basis rotor. As of this last frequency forward,

the SPL of the optimized blade is less than 5dB smaller than the original. Regarding the first and second

BPFs, through the analysis of the results obtained for the best acoustically performing blade, a decrease

of approximately 10dB can be observed in both. In this manner, there is only a small region of the

spectra where the optimized blade performs worse than the basis blade, with a decrease of the SPL

values being obtained across the frequency spectra. The spectra of the optimized blade seems as if

translated to the right, which might be related to the fact that the optimized blade has a smaller diameter,

when compared to the basis blade, making its wavelength of vibration also smaller and, consequently,

its frequency higher.

When comparing the SPL captured for all the three optimizations, for a −45o microphone the first

BPF is well represented for all the optimizations, for the same frequency, as BPF = NB × RPM/60.

The second BPF is only represented within the optimizations for n2k1, as this optimization presents

the greatest thickness noise, which is the greatest noise component at this microphone location. The

higher frequency peaks are not captured by the software, capturing only the general trend of the SPL,

as mentioned in the performed validation of the software in section 3.3.

At the −90o microphone, the peaks corresponding to the BPFs are not captured because the broad-

band noise is higher than the frequency noise components in this direction, as previously stated in

section 4.2.2.

For both microphones considered and for lower frequencies, n5k1 and n6k2 have higher SPL than

the basis blade, which leads to the conclusion that n2k1 is the best optimization. Despite of this out-

come, all the three optimizations performed reduced the OASPL in all of the microphones simulated,

as represented in figure 4.7(a), thus accomplishing the proposed optimization objective. Furthermore,

bearing in mind the A-weighting process, the frequencies more annoying to humans (and, consequently,

that are more important for the approval of an UAM vehicle, since its regulation measures noise using

A-weighting, as explained in section 2.2) are indeed optimized for all the cases, as represented in figure

4.8. It is also noticeable that, amongst the three studied optimizations, the SPL curve of n2k1 is the one

that most closely follows the most the shape of the original curve (because they are geometrically more
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similar in terms of the blade and of the blade’s shape, as they both concern linear interpolations).

(a) Geometric discretization of the optimized rotor.

(b) 3D representation of the optimized rotor. (c) Contour of the opti-
mized rotor.

Figure 4.5: Geometry of the optimized two-rotor with an n5k1 spline optimization.

(a) Geometric discretization of the optimized two-bladed rotor.

(b) 3D representation of the optimized rotor. (c) Contour of the optimized rotor.

Figure 4.6: Geometry of the optimized two-bladed rotor with an n6k2 spline optimization.
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(a) OASPL noise (dB) of the optimized blades.

(b) Loading noise (dB) of the optimized blades.

(c) Thickness noise (dB) of the optimized blades.

(d) Broadband noise (dB) of the optimized blades.

Figure 4.7: Noise results of the optimized blades.
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(a) SPL Spectrum registered at a -45º microphone for the optimized rotor.

(b) SPL Spectrum registered at a -90º microphone for the optimized rotor.

Figure 4.8: SPL Spectrum.

Effect of the number of individuals

The higher the number of individuals, the higher the variation within the population and the higher

the number of new vectors introduced per iteration, providing more variability. Albeit of the positive

consequences enumerated derived from a high number of individuals in the population, it also leads to

an increase of computational effort. In order to study both of the enumerated effects, the optimization

of the basis blade with a two point second order polynomial was studied for a population of 50, 100 and

150 individuals.

By observation of the results in table 4.5 and in figure 4.9, one can see that the variation of the

population has no major impact on the case studied, which implies that the parameters chosen for the

bimodal distributions for the setting of the next generation’s F and CR values were well adjusted (see

section 3.1.3), introducing enough variation into a 50-individual population for it to achieve results as

good as the ones obtained with a 100 or 150 population. This leads to a more efficient optimization,

saving computational effort, since smaller populations lead to shorter optimization times.

Parametric study on the effect of the number of blades

A study on the effect of the number of blades on noise optimization was obtained through the opti-

mization of two-blade, three-blade, and four-blade rotors for a n2k1 spline along their span and the result
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Table 4.5: Optimization results: study of the impact of the number of individuals on a two-bladed rotor
optimization.

Case Population Total number
of iterations Best iteration EAOASPL (dB) Thrust (N)

Basis blade - - - 66,08 3,62

n2k1 50 188 17 55.37 1.02

n2k1 100 163 19 55.48 2.82

n2k1 150 97 6 56.13 1.06

Figure 4.9: Comparison of the optimized OASPL for two-bladed rotor optimizations with a different
number of individuals.

comparison amongst them.

Similar EAOASPL’s were obtained for the three studied cases, as presented in table 4.6, with a small

reduction of OASPL for observers between 20o and −20o, and between 160o and 200o for NB = 3 and

NB = 4, when comparing with NB = 2, as presented in figure 4.11(a). This is mainly due to a decrease

in the thickness noise for the optimizations performed for higher number of blades, as depicted in figure

4.11(c). A secondary cause is the decrease in the loading noise in this direction, as presented in figure

4.11(b). This occurs despite the fact that the increase of the number of blades tends to lead to an

increase of the thickness noise. In the presented case, this was compensated through the reduction of

the chord, with the chord values being lower for higher numbers of blades, as shown in the comparison

between figures 4.2(a), 4.10(a) and 4.10(b) (with the tip radius of the mentioned cases being present in

table 4.6). The introduced chord reduction also leads to an increase of the loading noise; on the other

hand, the increase of the number of blades leads to a decrease in disk loading and to an increase in

the facility to comply with the thrust constraint, thus leading to a decrease in the loading noise levels

that compensates the aforementioned increase. In this manner, the chord and the number of blades

are highly correlated in the matters of noise mitigation and an optimal solution is found when a balance

between these two variables is reached, with an optimal point for the chord being critical for obtaining

the best acoustic solution, i.e., a chord geometry that manages to perfectly balance its opposite effects

in terms of the loading and thickness noises.

Regarding the broadband component of the noise, increasing the number of blades reduces the
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strength of each blade-tip vortex (for the same thrust). In the present case, regarding this noise compo-

nent, presented in figure 4.11(d), the increase of the twist of the optimized rotors (presented in figures

4.2(a), 4.10(a), 4.10(b), with the twist of the basis rotor geometry being present in figure 4.1(a) as a term

of comparison) lead to the reduction of the broadband noise generated from vortex roll-up, as explained

previously in section 4.2.3.

Table 4.6: Optimization results: study of the effect of the number of blades on the rotor optimization
process.

Case Number
of blades

Total number
of iterations

Best
iteration Rtip (m) EAOASPL (dB) Thrust (N)

Basis blade 2 - - 0.177775 66.08 3.62

n2k1 2 188 17 0.153152 55.37 1.02

n2k1 3 334 389 0.115822 55.06 1.02

n2k1 4 497 425 0.130287 55.32 1.05

(a) Geometric discretization of the optimized two point blade first order spline three-blade rotor.

(b) Geometric discretization of the optimized two point blade first order spline four-blade rotor.

Figure 4.10: Geometry of a rotor with an n2k1 spline optimization for a 3 and a 4-blade rotor.
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(a) OASPL (dB) of the optimized blades.

(b) Loading noise (dB) of the optimized blades.

(c) Thickness noise (dB) of the optimized blades.

(d) Broadband noise (dB) of the optimized blades.

Figure 4.11: Noise results for the parametric study of the effect of the number of blades.
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Chapter 5

Conclusions

The current chapter presents a summary of the achievements accomplished during the elaboration

of this thesis as well as suggestions that would further complement what has already been achieved.

5.1 Achievements

The main objective of this thesis was the creation of an optimization tool capable of reducing the noise

produced by a rotor under hover conditions that responded to the growing of the UAM segment and to

the increasingly demanding noise constraints, which consist in one of its main impediments. Thus, the

major accomplishment obtained in the current thesis is the creation of an optimization framework with

the aim of reducing the aeroacoustic noise produced by UAM rotors. Similar tools to the one developed

must be used during the design process of the rotors for eVTOL in order to decrease the noise induced

by the previous components whilst flying.

The FLOWUnsteady simulation software was adapted and successfully introduced into an optimiza-

tion framework created for the current thesis, that allowed a study on the influence imposed by several

geometric parameters of the blade on the output noise of a rotor during the hover segment of the flight

envelope. The optimization study performed made use of a differential evolutionary algorithm and fo-

cused on the optimization of five design variables: radius at the tip of the blade, chord along the span of

the blade, twist along the span of the blade, height of the LE from the top face of the hub along the span

of the blade and sweep of the LE from the middle point of the hub along the span of the blade. These

design variables were used for the creation of Bézier curves for the interpolation of the shape along the

span of the blade. Several trends were observed within the diverse interpolation cases studied upon

the optimization process. Within the mentioned trends, it should be noted that the increase of the tip

radius (for the same thrust value), the increase of the chord, and the decrease of the pitch distributions

lead to a decrease of the loading noise; regarding the broadband noise, increasing the twist leads to

the decrease of the noise generated from vortex roll-up; finally, decreasing the blade volume leads to

a decrease of the thickness noise. The optimization code was also incorporated in a parametric study

of the number of blades regarding the importance of this parameter on noise efficacy and a parametric
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study of the number of individuals in the population and its effect on the final EAOSPL obtained within

the optimization scheme.

In such a manner, the optimization tool created successfully integrates an aeroacoustic simulator,

providing a possible way to optimize a rotor geometry in an initial design phase in terms of the OASPL

it generates. It consists in a versatile tool where several inputs can be changed by the observer in the

jupyter notebook file created for the running of the optimization tool. The outputs of the optimization take

the form of CSV formatted files (containing the geometric results of the performed optimization) that are

able to be used as an input to the FLOWUnsteady software for further post-processing if wanted.

It should further be taken into consideration that the dimensions of the optimized and basis blade

are smaller than the ones utilized in UAM both due to the fact that the verification performed for the

simulator incorporated within the optimization tool supported blades of the same dimensions as the

ones optimized during the current thesis, but also since the obtained blades have dimensions capable

of being produced in a standard 3D printer, for a further development of the current work. Albeit of the

previous, the geometrical conclusions of the present work are extendable to larger dimensions [85].

5.2 Future Work

The current section serves as a mean to provide suggestions that can be posteriorly implemented in

order to create a more robust tool and to reach further developments.

In order to further test the optimization module implemented, the results obtained should be com-

pared with experimental results, by comparing the OASPL of the optimized rotor in hover in an aeroa-

coustic wind tunnel setting with the predicted by the optimization module. As a means to see the scope

of the different types of geometry optimization, the implementation of an airfoil optimization within the

created module and the comparison of both the results obtained would consist in an interesting com-

plement to the optimization already done. The integration of the optimized blade in an entire aircraft

simulation within FLOWUnsteady is further encouraged to increase the applicability of the model in a

real UAM vehicle. The creation of a pareto front model to observe the aerodynamic and aeroelastic

consequences of the acoustic optimization would be of great accomplishment. One issue faced during

the optimization process was the limitations of xfoil when provided with less conventional blades, such

as NACA profiles, having difficulties with the boundary layer analysis and airfoils polar definition. A fu-

ture adaptation of the code so that it does not give an error in the stated case, but instead penalizes

the solutions that are not possible to compute would therefore increase the robustness of the code. In

terms of computational efficiency, an improvement of the algorithm by using parallel computation would

decrease the computational time of the optimization process. As the evaluation of every individual is

done in an independent manner within the differential evolutionary algorithm, this would not be a difficult

implementation. Lastly, the application of the current optimization module to blades of the dimension of

the UAM market is encouraged, as both the simulation and the optimization code are capable to perform

the simulation of larger blades, being recommended to firstly perform a validation study for these new

scale in order to support the results obtained.
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Appendix B

Dynamic Movement Code

� �
module Movement

import Dierckx

import CSV

import DataFrames

import JLD

import Dates

using PyPlot

using LinearAlgebra: cross, I

# ------------ FLOW CODES ------------------------------------------------------

# FLOWVLM https://github.com/byuflowlab/FLOWVLM

import FLOWVLM

const vlm = FLOWVLM

# FLOWVPM https://github.com/byuflowlab/FLOWVPM.jl

try # Load FLOWVPM if available

import FLOWVPM

catch e # Otherwise load a dummy version of FLOWVPM

@warn("FLOWVPM module not found. Using dummy module instead.")

include("FLOWUnsteady_dummy_FLOWVPM.jl")

end

const vpm = FLOWVPM

# GeometricTools https://github.com/byuflowlab/GeometricTools.jl

import GeometricTools

const gt = GeometricTools

import FLOWNoise

const noise = FLOWNoise

# BPM https://github.com/byuflowlab/BPM.jl

import BPM

# ------------ GLOBAL VARIABLES ------------------------------------------------

const module_path = splitdir(@__FILE__)[1] # Path to this module

const def_data_path = joinpath(module_path, "../data/") # Default path

# to data folder

82



# ------------ HEADERS ---------------------------------------------------------

include("FLOWUnsteady_vehicle_vlm.jl")

include("FLOWUnsteady_maneuver.jl")

include("FLOWUnsteady_rotor.jl")

include("FLOWUnsteady_simulation_types.jl")

include("FLOWUnsteady_simulation.jl")

include("FLOWUnsteady_utils.jl")

include("FLOWUnsteady_processing.jl")

include("FLOWUnsteady_monitors.jl")

include("FLOWUnsteady_noise_wopwop.jl")

include("FLOWUnsteady_noise_bpm.jl")

using LinearAlgebra: norm, cross

using Plots

"""

initializationMovementMatrix(nsteps)

Initiates the Movement Matrix at 0

"""

function initializationMovementMatrix(nsteps)

row = 22

MovementMatrix = zeros((row,nsteps))

return MovementMatrix

end

"""

equations(dt, self, t, nt)

Called upon the simmulation cycle

Compute the positions, velocities and accelerations

return F, M

"""

function equations(dt, self, t, nt)

self.a = acceleration(self)

I = [self.mp.Ixx 0.0 0.0;

0.0 self.mp.Iyy 0.0;

0.0 0.0 self.mp.Izz]

T, self.tau = thrusttorque(self)

self.omegadot = inv(I) * (self.tau - cross(self.omegaprev, I *

self.omegaprev))

self.omega = self.omegaprev + dt * self.omegadot

self.thetadot = omega2thetadot(self)

self.theta = self.thetaprev + dt * self.thetadot

self.xdot = self.xdotprev + dt * self.a

self.x = self.xprev + dt * self.xdot

global self.MovementMatrix[1, nt+1] = self.x[1]

global self.MovementMatrix[2, nt+1] = self.x[2]

global self.MovementMatrix[3, nt+1] = self.x[3]

global self.MovementMatrix[4, nt+1] = self.xdot[1]

global self.MovementMatrix[5, nt+1] = self.xdot[2]
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global self.MovementMatrix[6, nt+1] = self.xdot[3]

global self.MovementMatrix[7, nt+1] = self.theta[1]

global self.MovementMatrix[8, nt+1] = self.theta[2]

global self.MovementMatrix[9, nt+1] = self.theta[3]

global self.MovementMatrix[10, nt+1] = self.thetadot[1]

global self.MovementMatrix[11, nt+1] = self.thetadot[2]

global self.MovementMatrix[12, nt+1] = self.thetadot[3]

global self.MovementMatrix[13, nt+1] = self.thetadot[3]

global self.MovementMatrix[14, nt+1] = self.omega[1]

global self.MovementMatrix[15, nt+1] = self.omega[2]

global self.MovementMatrix[16, nt+1] = self.omega[3]

global self.MovementMatrix[17, nt+1] = self.omegadot[1]

global self.MovementMatrix[18, nt+1] = self.omegadot[2]

global self.MovementMatrix[19, nt+1] = self.omegadot[3]

global self.MovementMatrix[20, nt+1] = self.a[1]

global self.MovementMatrix[21, nt+1] = self.a[2]

global self.MovementMatrix[22, nt+1] = self.a[3]

return self.a , self.omegadot, self.omega,

self.thetadot, self.theta, self.xdot, self.x, self.tau,

self.MovementMatrix

end

"""

inertialtobody(theta)

Construct a rotation matrix from inertial frame to body frame

The assumed order of rotation is

1) psi radians about the z axis,

2) theta radians about the y axis,

3) phi radians about the x axis.

This is an orthogonal transformation so its inverse is its transpose.

"""

function inertialtobody(theta)

R = Array{eltype(theta)}(undef,3, 3)

cphi, ctht, cpsi = cos.([theta[1], theta[2], theta[3]])

sphi, stht, spsi = sin.([theta[1], theta[2], theta[3]])

R[1, 1] = ctht*cpsi

R[1, 2] = ctht*spsi

R[1, 3] = -stht

R[2, 1] = sphi*stht*cpsi - cphi*spsi

R[2, 2] = sphi*stht*spsi + cphi*cpsi

R[2, 3] = sphi*ctht

R[3, 1] = cphi*stht*cpsi + sphi*spsi

R[3, 2] = cphi*stht*spsi - sphi*cpsi

R[3, 3] = cphi*ctht
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return R

end

"""

bodytoinertial(theta)

Construct a rotation matrix from body frame to inertial frame

"""

function bodytoinertial(theta)

Ri = Array{eltype(theta)}(undef,3, 3)

cphi, ctht, cpsi = cos.([theta[1], theta[2], theta[3]])

sphi, stht, spsi = sin.([theta[1], theta[2], theta[3]])

Ri[1, 1] = cphi*cpsi - ctht*sphi*spsi

Ri[1, 2] = -cpsi*sphi - cphi*ctht*spsi

Ri[1, 3] = stht*spsi

Ri[2, 1] = ctht*sphi*cpsi + cphi*spsi

Ri[2, 2] = cphi*ctht*cpsi - sphi*spsi

Ri[2, 3] = -cpsi*stht

Ri[3, 1] = sphi*stht

Ri[3, 2] = cphi*stht

Ri[3, 3] = ctht

return Ri

end

"""

thrusttorque(self)

Computes a vector of Thrust and Torque for the rotors

"""

function thrusttorque(self)

T = Real

Q = Real

sum=0

i=1

for i in 1:4

sum = sum + self.rpm[i]

i=1+i

end

T = [0.0; 0.0; self.k*sum]

Q = [self.l*self.k*(self.rpm[1]-self.rpm[3]);

self.l*self.k*(self.rpm[2]-self.rpm[4]);

self.b*(self.rpm[1]-self.rpm[2]+self.rpm[3]-self.rpm[4])]

return T, Q

end
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"""

acceleration(self)

Computation of the linear acceleration

"""

function acceleration(self)

gravity= [0.0; 0.0; -self.atm.g]

R = bodytoinertial(self.theta)

Tb, q = thrusttorque(self)

Ti = R * Tb

Fd = -self.kd * self.xdot

a = gravity + 1/self.mp.m * Ti + 1/self.mp.m * Fd

return a

end

"""

omega2thetadot(self)

Computation of thetadot

"""

function omega2thetadot(self)

ct, cp = cos.([self.theta[2], self.theta[1]])

st, sp = sin.([self.theta[2], self.theta[1]])

C = [1.0 0.0 -st;

0.0 cp ct*sp

0.0 -sp ct*cp]

thetadot = inv(C)*self.omega

return thetadot

end

end # module� �

86



Appendix C

Geometry CSV files

C.1 Basis Rotor

Table C.1: Radius of the tip, radius of the hub and number of blades.

property file description

Rtip 0.17775 (m) Radius of blade tip

Rhub 0.03 (m) Radius of hub

B 2 Number of blades

blade blade.csv Blade file

Table C.2: Airfoil geometry CSV file.

r/R Contour file Aero file

0.0 naca0012.csv naca0012polar.csv

1.0 naca0012.csv naca0012polar.csv

Table C.3: Blade file.

property file description

chorddist chorddist.csv Chord distribution

pitchdist pitchdist.csv Pitch distribution

sweepdist sweepdist.csv LE sweep distribution

heightdist heightdist.csv LE height distribution

airfoil_files airfoils.csv Airfoil distribution

spl_k 2 Spline order

spl_s 1.0e-2 Spline smoothing
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Table C.4: Spanwise CSV of the chord distribution.

r/R c/R

0.0843881856540084 0.157637130801688

0.225035161744022 0.157637130801688

0.421940928270042 0.157637130801688

0.70323488045007 0.157637130801688

0.945147679324895 0.157637130801688

1 0.157637130801688

Table C.5: Spanwise CSV of the height distribution.

r/R z/R (height of leading edge from top face of hub)

0.0843881856540084 -0.0109704641350211

0.225035161744022 -0.0109704641350211

0.421940928270042 -0.0109704641350211

0.70323488045007 -0.0109704641350211

0.945147679324895 -0.0109704641350211

1 -0.0109704641350211

Table C.6: Spanwise CSV of the pitch distribution.

r/R twist (deg)

0.0843881856540084 8.32

0.225035161744022 8.32

0.421940928270042 8.32

0.70323488045007 8.32

0.945147679324895 8.32

1 8.32

Table C.7: Spanwise CSV of the sweep distribution.

r/R y/R (y-distance of LE from the middle point of hub)

0.0843881856540084 0.0767369901547117

0.225035161744022 0.0767369901547117

0.421940928270042 0.0767369901547117

0.70323488045007 0.0767369901547117

0.945147679324895 0.0767369901547117

1 0.0767369901547117
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C.2 First order two point interpolation

Table C.8: Radius of the tip, radius of the hub and number of blades.

property file description

Rtip 0.15315245114409806 (m) Radius of blade tip

Rhub 0.03 (m) Radius of hub

B 2 Number of blades

blade pedro_current_blade.csv Blade file

Table C.9: Blade file.

property file description

chorddist current_chorddist.csv Chord distribution

pitchdist current_pitchdist.csv Pitch distribution

sweepdist current_sweepdist.csv LE sweep distribution

heightdist current_heightdist.csv LE height distribution

airfoil_files airfoils.csv Airfoil distribution

spl_k 1 Spline order

spl_s 1.0e-1 Spline smoothing

Table C.10: Spanwise CSV of the chord distribution.

r/R c/R

0.1958832508124444 0.15403024667812548

1.0 0.12463441464272901

Table C.11: Spanwise CSV of the height distribution.

r/R z/R (height of leading edge from top face of hub)

0.1958832508124444 0.13465687874982904

1.0 -0.0619113042631163

Table C.12: Spanwise CSV of the pitch distribution.

r/R twist (deg)

0.1958832508124444 9.470954215178935

1.0 4.162809594708207
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Table C.13: Spanwise CSV of the sweep distribution.

r/R y/R (y-distance of LE from the middle point of hub)

0.1958832508124444 0.15925740611943182

1.0 0.06889361962198068

C.3 First order five point interpolation

Table C.14: Radius of the tip, radius of the hub and number of blades.

property file description

Rtip 0.12198389161518143 (m) Radius of blade tip

Rhub 0.03 (m) Radius of hub

B 2 Number of blades

blade pedro_current_blade.csv Blade file

Table C.15: Blade file.

property file description

chorddist current_chorddist.csv Chord distribution

pitchdist current_pitchdist.csv Pitch distribution

sweepdist current_sweepdist.csv LE sweep distribution

heightdist current_heightdist.csv LE height distribution

airfoil_files airfoils.csv Airfoil distribution

spl_k 1 Spline order

spl_s 1.0e-1 Spline smoothing

Table C.16: Spanwise CSV of the chord distribution.

r/R c/R

0.24593411148612976 0.10355597570087384

0.4344505836145973 0.15848040401606145

0.622967055743065 0.0936915751607888

0.8114835278715324 0.16460169393869217

1.0 0.19793172889613356
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Table C.17: Spanwise CSV of the height distribution.

r/R z/R (height of leading edge from top face of hub)

0.24593411148612976 0.1799481526228537

0.4344505836145973 -0.19905081573477654

0.622967055743065 -0.0053923377143831296

0.8114835278715324 -0.23554853459324818

1.0 0.0027798044005781174

Table C.18: Spanwise CSV of the pitch distribution.

r/R twist (deg)

0.24593411148612976 11.508767490414412

0.4344505836145973 5.322664609747395

0.622967055743065 16.879127846138765

0.8114835278715324 16.368717589755846

1.0 4.580035792791076

Table C.19: Spanwise CSV of the sweep distribution.

r/R y/R (y-distance of LE from the middle point of hub)

0.24593411148612976 0.13330047426583205

0.4344505836145973 0.1321428556415045

0.622967055743065 0.09380391743014332

0.8114835278715324 0.09421043859248138

1.0 0.18368269222274938

C.4 Second order six point interpolation

Table C.20: Radius of the tip, radius of the hub and number of blades.

property file description

Rtip 0.1046200130549139 (m) Radius of blade tip

Rhub 0.03 (m) Radius of hub

B 2 Number of blades

blade current_blade.csv Blade file
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Table C.21: Blade file.

property file description
chorddist current_chorddist.csv Chord distribution
pitchdist current_pitchdist.csv Pitch distribution
sweepdist current_sweepdist.csv LE sweep distribution
heightdist current_heightdist.csv LE height distribution
airfoil_files airfoils.csv Airfoil distribution
spl_k 2 Spline order
spl_s 1.0e-1 Spline smoothing

Table C.22: Spanwise CSV of the chord distribution.

r/R c/R

0.28675201927429816 0.19512408224962813

0.42940161541943855 0.2692094947923524

0.5720512115645789 0.20220077280912996

0.7147008077097192 0.22229196499826967

0.8573504038548596 0.3461468324379855

1.0 0.2484594009897129

Table C.23: Spanwise CSV of the height distribution.

r/R z/R (height of leading edge from top face of hub)

0.28675201927429816 -0.19076884038748965

0.42940161541943855 -0.3942632888608881

0.5720512115645789 0.03301133450014103

0.7147008077097192 -0.12311327035304864

0.8573504038548596 -0.3284166315635257

1.0 -0.03265832533971684

Table C.24: Spanwise CSV of the pitch distribution.

r/R twist (deg)

0.28675201927429816 16.542543810692948

0.42940161541943855 19.73227607435355

0.5720512115645789 22.12070683987077

0.7147008077097192 10.738189643586477

0.8573504038548596 20.889406229595227

1.0 22.89033733206168
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Table C.25: Spanwise CSV of the sweep distribution.

r/R y/R (y-distance of LE from the middle point of hub)

0.28675201927429816 -0.03791268978584183

0.42940161541943855 -0.04187914765425317

0.5720512115645789 0.04480969799346985

0.7147008077097192 0.20280597298249314

0.8573504038548596 0.27278609935678466

1.0 0.1986213768117942
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Appendix D

Acoustic Optimization Results

Figure D.1: Optimization OASPL results for a 3 point spline two-bladed rotor.

Figure D.2: Optimization OASPL results for a 4 point spline two-bladed rotor.
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Figure D.3: Optimization OASPL results for a 5 point spline two-bladed rotor.

Figure D.4: Optimization OASPL results for a 6 point spline two-bladed rotor.
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